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1. Introduction

We consider the Navier-Stokes equation (NSE) on a 2D torus T2 = [0, L]2

(1.1)

{
ut + (u · ∇)u− ν∆u+∇p = f
∇ · u = 0,

with an external forcing f . The unknowns are u, the vector velocity field, and p,
the scalar pressure function. We consider finite energy initial data, and the forcing
f is assumed to have zero mean. The vorticity ω = ∇ × u = curlu satisfies the
equation

(1.2) ωt + u · ∇ω = ν∆ω + curl f.

The purpose of this paper is to estimate the number of degrees of freedom of
solutions to the 2D NSE. More precisely, we prove that its mathematical analog,
the number of determining modes, is bounded by the Kraichnan number squared
κ2
η, consistent with Kraichnan’s theory of two-dimensional turbulence [38].

The notion of determining modes was introduced by Foias and Prodi in the
seminal work [28] where it was shown that high modes of a solution to the 2D
NSE are controlled by low modes asymptotically as time goes to infinity. Then the
number of such determining modes N was estimated by Foias, Manley, Temam,
and Treve [27] and later improved by Jones and Titi [35, 36]. We refer the readers
to [16, 17, 22, 23, 24, 26, 29, 30, 31, 32, 40, 41] and references therein for more
background and related results.

In the remarkable work of Jones and Titi [36], the number of determining modes
N was estimated as

(1.3) N . G,

where G is the Grashof number that measures the size of the force f in terms of
the L2 norm, see Section 3. On the other hand, the Hausdorff dimension of the

1



2 ALEXEY CHESKIDOV AND MIMI DAI

global attractor A for the 2D NSE, an alternative interpretation of the number of
degrees of freedom, was estimated in [17] as

(1.4) dimHA . G
2
3 (1 + logG).

Remarkably this bound has been proved to be optimal up to a logarithmic correction
[1, 39], even though the optimality is still an open question in case of a force with
a fixed shape, i.e., when f = |f |g for some fixed g. Nevertheless, this suggests
that the number of degrees of freedom of two-dimensional turbulent flows can be
of order G

2
3 . This leads to the following

Conjecture 1.1. For two-dimensional turbulent flows, the number of determining
modes is bounded by G

2
3 .

Heuristically, as suggested by the Landau and Lifschitz description of the number
of degrees of freedom of a turbulent flow, the modes in the inertial range should
determine the behavior of solution of the NSE. In the three-dimensional case, this
indicates that Kolmogorov’s dissipation wavenumber cubed κ3

d, defined in terms of
the average energy dissipation rate, should be an appropriate bound for the number
of determining modes, which was proved in the time averaged sense employing the
wavenumber splitting framework developed in our previous works on the 3D NSE
[7, 9]. Even though the bound on the time-average of the number of determining
modes validates Kolmogorov’s predictions, no pointwise bound on the number of
determining modes has been obtained yet. This is partially due to the fact that
the solutions of the 3D NSE can potentially blow up, but there are other serious
obstacles as well.

In the two-dimensional case, Kraichnan’s theory of turbulence suggests that the
wavenumber κη (Kraichnan’s number), defined in terms of the average enstrophy
dissipation rate η (see Subsection 3.2), indicates the end of the inertial range where
the enstrophy cascade occurs. Hence, it is natural to conjecture that

Conjecture 1.2. For two-dimensional turbulent flows, the number of determining
modes is bounded by κ2

η.

In this paper we prove Conjecture 1.2 for every solution of the 2D NSE, while
Conjecture 1.1 for non-intermittent (experimentally observable, see Section 3) solu-
tions. We show that there exists a number Λ̄ (see Section 4), which is a determining
wavenumber in the sense that if the difference of two solutions projected on the
modes below Λ̄ converges to zero, then the whole difference goes to zero in L2. In
particular, if two solutions on the global attractor (see Section 3) coincide below Λ̄,
they are identical. More precisely, we prove

Theorem 1.3. Let u(t) and v(t) be solutions of the 2D Navier-Stokes equations
(1.1). Let Q be such that Λ̄ = λQ. If

(1.5) lim
t→∞

‖u(t)≤Q − v(t)≤Q‖L2 = 0,

then

lim
t→∞

‖u(t)− v(t)‖L2 = 0.

Here Λ̄ = λQ = 2Q/L is the determining wavenumber, and u≤Q denotes a
projection on the modes below this wavenumber (see Subsection 2.2).
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The number of determining modes in two-dimensions is N = Λ̄2, which we prove
satisfies the following estimate

(1.6) N = Λ̄2 . κ2
η . κ0G

4
d+4 , κ0 = 2π/L,

with a small correction when d in close to zero (but not equal to zero), which is
the case of extreme intermittency not observed experimentally in turbulent flows.
Here d is the intermittency dimension, defined in Section 3, which measures the
number of eddies at various scales. The case d = 2 corresponds to the regime where
at each scale the eddies occupy the whole region. Even though two-dimensional
turbulent flows are not expected to be highly intermittent, mathematically, d could
potentially be close or even equal to zero, which is called the case of extreme
intermittency. Obtaining a rigorous positive lower bound on d is a major open
question in mathematical theory of turbulence, see [13, 14] for more background on
analytical approach to intermittency and volumetric theory.

While the first bound in (1.6) proves Conjecture 1.2 modulo a corrector in a small
intermittency region d ∈ (0, 2σ), σ � 1, the second bound interpolates between two
extreme cases

(1.7)

{
N = Λ̄2 . κ0G

2
3 , for d = 2,

N = Λ̄2 . κ0G, for d = 0,

where the first one reflects the optimal bound on the Hausdorff dimension of the
global attractor (1.4) (with removed log), while the second one recovers the es-
timate by John and Titi (1.4) from [36]. Since experimentally and numerically
two-dimensional turbulent flows are found to be non-intermittent, with a few ex-
ceptions, estimate (1.7) validates Conjecture 1.1 in the physically relevant case
d = 2.

This leads to the following

Question 1.4. Are there solutions of the 2D NSE with nontrivial longtime behavior,
which are intermittent, i.e., d� 2?

Recent experiments and numerical simulations suggest that two-dimensional tur-
bulent flows are not intermittent, i.e., d = 2 [3, 42, 43]. There are also opposite
observations [4, 18], but even if intermittency is present, it is not expected to be
strong. There is also numerical evidence that the number of determining modes
does not grow as fast as theoretically predicted [41]. This suggests that there is a
chance for Conjecture 1.1 to be true for all solutions of the 2D NSE. On the other
hand, the Jones-Titi bound (1.3) and hence (1.7) might still be optimal for some
pathological highly intermittent solutions of the 2D NSE, not found numerically
yet, and thus Conjecture 1.1 might hold only for physically realizable turbulent
solutions.

2. Preliminaries

2.1. Notation. We use the following conventional notations:

• A . B an estimate short for A ≤ cB with some absolute constant c;
• A ∼ B an estimate of the form c1B ≤ A ≤ c2B for some absolute constants
c1 and c2;
• A .r B an estimate of the form A ≤ crB with some adimentional constant
cr that depends on the parameter r;
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• ‖ · ‖p = ‖ · ‖Lp ;
• (·, ·) for the L2-inner product.

2.2. Littlewood-Paley decomposition. Littlewood-Paley decomposition theory
are briefly recalled below, see [2, 34]. For an integer q, λq = 2q/L denotes the q-th
shell frequeuncy. We choose a nonnegative radial function χ ∈ C∞r (R3) as

(2.8) χ(ξ) :=

{
1, for |ξ| ≤ 3

4

0, for |ξ| ≥ 1.

Denote ϕ(ξ) := χ(ξ/2)− χ(ξ) and

ϕq(ξ) :=

{
ϕ(2−qξ) for q ≥ 0,

χ(ξ) for q = −1.

Note that the sequence of ϕq forms a dyadic partition of unity. For a tempered
distribution vector field u on T2, the q-th Littlewood-Paley projection of u is defined
as

uq(x) := ∆qu(x) :=
∑
k∈Z3

û(k)ϕq(k)ei
2π
L k·x,

with û(k) being the kth Fourier coefficient of u. Thus we have u =
∑∞
q=−1 uq in

the distributional sense. Note that the Hs norm of u for s ∈ R satisfies

‖u‖Hs ∼

( ∞∑
q=−1

λ2s
q ‖uq‖22

)1/2

.

We also use the short notations

u≤Q :=

Q∑
q=−1

uq, u(P,Q] :=

Q∑
q=P+1

uq, ũq := uq−1 + uq + uq+1.

2.3. Bernstein’s inequality and Bony’s paraproduct.

Lemma 2.1. (Bernstein’s inequality) Let n be the spatial dimension and 1 ≤ s ≤ r.
Then for all tempered distributions u on Tn,

(2.9) ‖uq‖r . λ
n( 1
s−

1
r )

q ‖uq‖s.

Lemma 2.2. (Bony’s paraproduct) [8] For vector fields u and v we have

∆q(u · ∇v) =
∑
|q−p|≤2

∆q(u≤p−2 · ∇vp) +
∑
|q−p|≤2

∆q(up · ∇v≤p−2)

+
∑
p≥q−2

∆q(ũp · ∇vp).
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3. Long time behavior: Grashof and Kraichnan’s numbers.
Intermittency

3.1. Grashof’s number. A solution u(t) to the 2D NSE satisfies the enstrophy
equality for the vorticity ω = curlu:

(3.10)
1

2
‖ω(t)‖22 =

1

2
‖ω(t0)‖22 − ν

∫ t

t0

‖∆u(τ)‖22 dτ +

∫ t

t0

(curl f, u) dτ,

for all t ≥ t0.
In the case of a time-independent force f , it is easy to see that (3.10) implies

‖ω(t)‖22 ≤ ‖ω(t0)‖22 − νκ2
0

∫ t

t0

‖ω(τ)‖22 dτ +
1

ν

∫ t

t0

‖f‖2L2 dτ,

where κ0 = 2πλ0 = 2π/L, and hence the existence of an absorbing set

(3.11) B := {u ∈ L2(T3) : ‖ω‖2 ≤ R}.

Here the radius R is such that

R > νκ0G,

where G is the adimensional Grashof number

G :=
‖f‖L2

ν2κ2
0

.

More precisely, for any solution u(t) there exists t0, depending only on ‖ω(0)‖2,
such that

u(t) ∈ B ∀t > t0.

Moreover, there exists a global attractor with the following structure (see [26]):

A = {u(0) : u(·) ∈ L∞(−∞,∞;L2) satisfies 2D NSE}.

The attractor A ⊂ B is the L2 omega limit of B, and it is the minimal L2 closed
attracting set.

In the case of a time-dependent force f = f(t), a relevant object describing the
long-time dynamics is a pullback attractor (see [11] for a general theory applicable
to the NSE). In the nonautonomous case, there exists an absorbing ball B (3.11)
for the vorticity ω in L2, with any radius R such that R > νκ0G, just as in the
autonomous case, but the Grashof number is now defined as

(3.12) G :=
T

1
2 ‖f‖L2

b(T )

ν
3
2κ0(1− e−νκ2

0T )
1
2

=
‖f‖L2

b(T )

ν2κ2
0

(
T

1− e−T

) 1
2

,

where the averaging time is written as T = ν−1κ−2
0 T for adimensional T (com-

monly chosen to be one). Here it is assumed that f is translationally bounded in
L2
loc(R, L2) and

‖f‖2L2
b(T ) := sup

t∈R

1

T

∫ t+T

t

‖f(τ)‖2L2 dτ.

The pullback attractor is defined as the minimal closed pullback attracting set, it
is the pullback omega limit of B, and it has the following structure:

A(t) = {u(t) : u(·) ∈ L∞(−∞,∞;L2) satisfies 2D NSE}.
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Another classical way to introduce the Grashof number, as in [28, 36], is to
consider forces f with

F := lim sup
t→∞

‖f(t)‖L2 <∞.

We cannot define the pullback attractor in this case, but can still talk about the
long time behavior of solutions to the 2D NSE. Defining the Grashof number as

G :=
F

ν2κ2
0

,

as in the autonomous case, we again have

(3.13) lim sup
t→∞

‖ω(t)‖L2 ≤ νκ0G,

for every solution of the 2D NSE. The bound (3.13), which holds for every definition
of the Grashof number above, is one of the main ingredient that we need here.

3.2. Kraichnan’s number. Fix time T . For example, T = ν−1κ−2
0 is a common

choice, but we will keep T as a free parameter. Going back to the enstrophy equality
(3.10) and using (3.13),

0 ≤ ‖ω(t+ T )‖22 ≤ lim sup
τ→t+

‖ω(τ)‖22 − 2ν

∫ t+T

t

‖∆u(τ)‖22 dτ + 2

∫ t+T

t

(curl f, u) dτ

≤ (νκ0)2G2 − ν
∫ t+T

t

‖∆u(τ)‖22 dτ +
1

ν

∫ t+T

t

‖f‖2L2 dτ.

Hence, defining the time average 〈·〉, used throughout the paper,

〈F 〉 = lim sup
t→∞

∫ t+T

t

F (τ) dτ,

and using the bound

〈‖f‖2L2〉 ≤ (νκ0)4G2,

which clearly holds for every definition of the Grashof number in Subsection 3.1,
we obtain

〈‖∆u‖2L2〉 ≤
νκ2

0G
2

T
+ ν2κ4

0G
2,(3.14)

We can now connect (3.14) to Kraichnan’s number [38], which, taking into ac-
count (possible) intermittency effects, is defined as

(3.15) κη :=
( η
ν3

) 1
d+4

, η := L−dν〈‖∆u‖2L2〉,

where d is the intermittency dimension and η is the average enstrophy dissipation
rate per unit active volume (i.e., the volume occupied by eddies). In order to define
d, first note that in two dimensions, thanks to Bernstein’s inequality,

(3.16) L−2λ2
q‖uq‖22 ≤ λ2

q‖uq‖2∞ ≤ CBλ
2
q‖uq‖42,

where CB is an absolute constant, which depends on the choice of χ(ξ) in (2.8).
The intermittency dimension d is defined as

(3.17) d := sup

{
s ∈ R : 0 <

〈∑
q

λ2+s
q ‖uq‖2∞

〉
≤ C2−s

B L−s

〈∑
q

λ4
q‖uq‖22

〉}
,



THE NUMBER OF DEGREES OF FREEDOM FOR THE 2D NSE 7

if the set above in nonempty, and d = 2 in the case of the empty set, i.e, if u becomes
identically zero after some time. Now (3.16) and the fact that 〈

∑
q λ

4
q‖uq‖22〉 < ∞

imply that d ∈ [0, 2] and〈∑
q

λ2+d
q ‖uq‖2∞

〉
= C2−d

B L−d

〈∑
q

λ4
q‖uq‖22

〉
.

The intermittency dimension d, defined in terms of a level of saturation of Bern-
sten’s inequality (see [7, 9, 12, 13] for similar definitions), measures the number of
eddies at various scales. The case d = 2 corresponds to the regime where at each
scale the eddies occupy the whole region. Even though two-dimensional turbulent
flows are not expected to be higly intermittent, mathematically, d could potentially
be close or equal to zero (the case of extreme intermittency). Obtaining a rigorous
positive lower bound on d is a major open question.

Note that the intermittency dimension d and Kraichnan’s number κη are defined
for each individual trajectory. We also define their global analogs as

D := inf
u
d, Kη := sup

u
κη,

where the infimum and supremum are taken over complete trajectories: u ∈ L∞(R;L2)
satisfying (1.1).

Now using the bound (3.14) we can connect the Kraichnan and Grashof numbers:

κη = 〈L−dν−2‖∆u‖2L2〉
1
d+4 ≤ (2π)−

d
d+4κ0G

2
d+4

(
1

νκ2
0T

+ 1

) 1
d+4

.

Also, taking the supremum over all bounded complete trajectories, with the stan-
dard choice T = ν−1κ−2

0 , we obtain

Kη ≤ 2
1
4κ0G

2
D+4 ,

provided G ≥ 1.

4. Definition of the determining wavenumber Λ̄

We first define a determining wavenumber Λu(t) for each individual trajectory in
terms of the critical norms at various scales, or local Reynolds numbers, pointwise
in time, as we did for other systems in [6, 7, 9]. Then we show that the time
average Λ̄ = 〈Λ〉 is also a determining wavenumber for the 2D NSE, which was not
possible to achieve for supercritical equations. Finally, we bound it in terms of the
Kraichnan and Grashof constants.

Fix σ ∈ (0, 2]. We define a local wavenumber Λ1 in term of a critical norm with
L2 based for the vector field u

Λ1
u(t) = min

{
λq : (Lλp−q)

σλ−1
q ‖ωp‖L2 < c0ν, ∀p > q

and λ−2
q ‖∇ω≤q‖L2 < c0ν, q ∈ N

}
,

(4.18)

where c0 is an adimensional constant. The wavenumber Λ1
u will have an almost

optimal bound when 0 ≤ du ≤ 2σ.
We also define a wavenumber Λ2 in term of an L∞ based critical norm

Λ2
u(t) := min

{
λq : (Lλp−q)

σλ−2
q ‖ωp‖L∞ < c0ν, ∀p > q

and λ−3
q ‖∇ω≤q‖L∞ < c0ν, q ∈ N

}
.

(4.19)
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We point out that Λ2
u will enjoy an optimal bound when du is away from 0. Note

that a solution of the 2D NSEs starting from L2 initial data is regular for all positive
time. Hence the wavenumbers defined in (4.18) and (4.19) are both bounded on
any time interval [T1, T2], T1 > 0; and, as we will see later, on [T1,∞).

We then define

(4.20) Λu(t) = min{Λ1
u(t), Λ2

u(t)},

and

(4.21) Λ̄u = 〈Λu〉, Λmax = sup
u
Λu,

where the supremum is taken over complete trajectories: u ∈ L∞(R;L2) satisfying
(1.1).

We will prove Theorem 1.3, showing that Λ̄u (and hence Λmax) is a determining
wavenumber in the sense that if the difference of two solutions projected on the
modes below this wavenumber converges to zero, then the whole difference goes to
zero in L2. In particular, if two solutions on the global attractor coincide below
Λmax, then they are identical.

5. Proof of Theorem 1.3

In this section we prove the wavenumber defined in (4.20-4.21) is a determining
wavenumber for the 2D NSE as stated in Theorem 1.3. Denote ω1 = ∇ × u1 and
ω2 = ∇× u2. Let v = u1 − u2 and ω = ω1 − ω2 which satisfies the equation

(5.22) ωt + u1 · ∇ω − ν∆ω + v · ∇ω2 = 0.

Multiplying (5.22) by ω and integrating yields

1

2

d

dt
‖ω(t)‖22 + ν‖∇ω(t)‖22

≤−
∫
T2

(v · ∇)ω2 · ω dx−
∫
T2

(u1 · ∇)ω · ω dx.
(5.23)

Note that
∫
T2(u1 · ∇)ω · ω dx = 0. Denote I =

∫
T2(v · ∇)ω2 · ω dx. Applying the

wavenumber splitting approach developed in [7, 9] we show that

Lemma 5.1. Fix any (small) σ ∈ (0, 2). Let 0 < δ < 1, the wavenumber Λu2

defined as in (4.20), and Q such that λQ = Λu2
. Then the flux term I satisfies the

estimate

(5.24) |I| ≤ Cc0ν‖∇ω‖22 + Cc0νΛ
4+2δ
u2

∑
p≤Q

λ−2−2δ
p ‖ωp‖22,

for an absolute constant C > 0.

Since Λu2(t) = min{Λ1
u2

(t), Λ2
u2

(t)}, we will estimate I in two separate cases

according to the definition of Λ1
u in (4.18) and Λ2

u (4.19) respectively.



THE NUMBER OF DEGREES OF FREEDOM FOR THE 2D NSE 9

5.1. Intermittency dimension away from zero. Here we prove Lemma 5.1
assuming Λ1

u ≥ Λ2
u, and hence using the definition of wavenumber Λ2

u in (4.19). We
simply denote Λ2

u2
by Λ in the following estimates without causing confusion. Let

Q be the integer such that Λ = λQ = 2Q/L. Using Bony’s paraproduct in Lemma
2.2, I can be decomposed as

I =
∑
q≥−1

∑
p≥−1

∫
T2

∆p((v · ∇)ω2) · ωq dx

=
∑
q≥−1

∑
|q−p|≤2

∫
T2

∆q(v≤p−2 · ∇(ω2)p)ωq dx

+
∑
q≥−1

∑
|q−p|≤2

∫
T2

∆q(vp · ∇(ω2)≤p−2)ωq dx

+
∑
q≥−1

∑
p≥q−2

∫
T2

∆q(ṽp · ∇(ω2)p)ωq dx

=:I1 + I2 + I3.

Recall that employ the definition of wavenumber in (4.19). Using Hölder’s inequal-
ity we obtain

|I1| ≤
∑
q≥−1

∑
|q−p|≤2

∫
T2

|∆q(v≤p−2 · ∇(ω2)p)ωq| dx

.
∑
p>Q

∑
|q−p|≤2

‖v(Q,p−2]‖2λp‖(ω2)p‖∞‖ωq‖2

+
∑
p>Q

∑
|q−p|≤2

‖v≤Q‖2λp‖(ω2)p‖∞‖ωq‖2

+
∑
p≤Q

∑
|q−p|≤2

‖v≤p−2‖2‖∇(ω2)p‖∞‖ωq‖2

≡: I11 + I12 + I13.

Using the definition (4.19) for u2 and Littlewood-Paley theorem, we deduce from
the Hölder’s, Cauchy–Schwarz, and Jensen inequalities

I11 =
∑
p>Q

∑
|q−p|≤2

‖v(Q,p−2]‖2λp‖(ω2)p‖∞‖ωq‖2

. c0ν
∑
p>Q

∑
|q−p|≤2

Λ2+σλ1−σ
p ‖ωq‖2

∑
Q<p′≤p−2

‖vp′‖2

. c0ν
∑
q>Q

λq‖ωq‖2
∑

Q<p′≤q

λ2
p′‖vp′‖2λ−2

p′ λ
−σ
q λ2+σ

Q

. c0ν
∑
q>Q

λq‖ωq‖2
∑

Q<p′≤q

λ2
p′‖vp′‖2λσp′−q

. c0ν
∑
q>Q

λ2
q‖ωq‖22 + c0ν

∑
q>Q

 ∑
Q<p′≤q

λ2
p′‖vp′‖2(Lλp′−q)

σ

2

.
c0

(1− 2−σ)2
ν‖∇ω‖22
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where we needed σ > 0 to apply Jensen’s inequality in the last step and used the
fact λp′‖vp′‖2 ∼ ‖ωp′‖2.

Again using Hölder’s inequality, definition (4.19), the Cauchy–Schwarz inequality
and Jensen’s inequality, we have

I12 =
∑
p>Q

∑
|q−p|≤2

‖v≤Q‖2λp‖(ω2)p‖∞‖ωq‖2

. c0ν
∑
p>Q

∑
|q−p|≤2

Λ2+σλ1−σ
p ‖ωq‖2‖v≤Q‖2

. c0ν
∑

q>Q−2

Λ2+σλ1−σ
q ‖ωq‖2

∑
p′≤Q

‖vp′‖2

. c0ν
∑

q>Q−2

λq‖ωq‖2λσQ−q

λ2+δ
Q

∑
p′≤Q

λ−1−δ
p′ ‖ωp′‖2λδp′−Q


. c0ν

 ∑
q>Q−2

λq‖ωq‖2(LλQ−q)
σ

2

+ c0νΛ
4+2δ

∑
p′≤Q

λ−2−2δ
p′ ‖ωp′‖22

.
c0

(1− 2−σ)2
ν‖∇ω‖22 + c0νΛ

4+2δ‖∇−1−δω≤Q‖22

provided δ > 0 (and recall σ > 0).
To estimate I13 we first decompose it as

I13 =
∑
q≤Q

∑
|q−p|≤2

‖v≤p−2‖2‖∇(ω2)p‖∞‖ωq‖2

≤
∑
q≤Q

∑
|q−p|≤2
p>Q

‖v≤p−2‖2‖∇(ω2)p‖∞‖ωq‖2

+
∑
q≤Q

∑
|q−p|≤2
p≤Q

‖v≤p−2‖2‖∇(ω2)p‖∞‖ωq‖2

≡: I131 + I132.

The first term is estimated as

I131 ≤ c0ν
∑

Q−1≤q≤Q

∑
|q−p|≤2
p>Q

λ2+σ
Q λ1−σ

p ‖v≤p−2‖2‖ωq‖2

. c0ν
∑

Q−1≤q≤Q

λ2
q‖wq‖22 + c0νΛ

4‖v≤Q‖22

. c0ν‖∇w‖22 + c0νΛ
4+2δ‖∇−1−δω≤Q‖22
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where we used the fact that λQ ∼ λq ∼ λp in the second step. We estimate the
second term as

I132 ≤ c0ν
∑
q≤Q

Λ3‖ωq‖2‖v≤q‖2

. c0νΛ
2+δ

∑
q≤Q

λ−1−δ
q ‖ωq‖2λ1+2δ

q−Q

Λ2+δ
∑
p′≤q

λ−1−δ
p′ ‖ωp′‖2λδp′−q


. c0νΛ

4+2δ
∑
q≤Q

λ−2−2δ
q ‖ωq‖22λ

2(1+2δ)
q−Q

+ c0ν
∑
q≤Q

Λ2+δ
∑
p′≤q

λ−1−δ
p′ ‖ωp′‖2λδp′−q

2

. c0νΛ
4+2δ‖∇−1−δω≤Q‖22

provided δ > 0.
The term I2 can be handled in an analogous way. We first decompose it

|I2| ≤
∑
q≥−1

∑
|q−p|≤2

∫
T2

|∆q(vp · ∇(ω2)≤p−2)ωq| dx

≤
∑
q>Q

∑
|q−p|≤2

‖vp‖2‖∇(ω2)(Q,p−2]‖∞‖ωq‖2

+
∑
q>Q

∑
|q−p|≤2

‖vp‖2‖∇(ω2)≤Q‖∞‖ωq‖2

+
∑
q≤Q

∑
|q−p|≤2

‖vp‖2‖∇(ω2)≤p−2‖∞‖ωq‖2

≡: I21 + I22 + I23

where we adopt the convention that (Q, p− 2] is empty if p− 2 ≤ Q. The subitems
are estimated in the following

I21 ≤
∑
q>Q

∑
|q−p|≤2

‖vp‖2‖ωq‖2
∑

Q<p′≤p−2

‖∇(ω2)p′‖∞

.
∑
q>Q

λ−1
q ‖ωq‖22

∑
Q<p′≤q

λp′‖(ω2)p′‖∞

. c0ν
∑
q>Q

λ−1
q ‖ωq‖22

∑
Q<p′≤q

λ1−σ
p′ Λ2+σ

. c0ν
∑
q>Q

λ2
q‖ωq‖22

∑
Q<p′≤q

λ1−σ
p′ Λ2+σλ−3

q

. c0ν
∑
q>Q

λ2
q‖ωq‖22
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since σ > 0; and

I22 =
∑
q>Q

∑
|q−p|≤2

‖vp‖2‖∇(ω2)≤Q‖∞‖ωq‖2

. c0ν
∑
q>Q

∑
|q−p|≤2

λ−1
q ‖ωp‖2‖ωq‖2Λ3

. c0ν
∑
q>Q

λ2
q‖ωq‖22;

I23 =
∑
q≤Q

∑
|q−p|≤2

‖vp‖2‖∇(ω2)≤p−2‖∞‖ωq‖2

. c0νΛ
3
∑
q≤Q

∑
|q−p|≤2

‖vp‖2‖ωq‖2

. c0νΛ
3

∑
Q−1≤q≤Q

∑
Q+1≤p≤Q+2

‖vp‖2‖ωq‖2

+ c0νΛ
3
∑
q≤Q

∑
|q−p|≤2
p≤Q

‖vp‖2‖ωq‖2

. c0ν
∑

Q−1≤q≤Q+2

λ2
q‖ωq‖22 + c0νΛ

3
∑
q≤Q

λ−1
q ‖ωq‖22

. c0ν‖∇ω‖22 + c0νΛ
4+2δ

∑
q≤Q

λ−2−2δ
q ‖ωq‖22λ1+2δ

q−Q

. c0ν‖∇ω‖22 + c0νΛ
4+2δ‖∇−1−δω≤Q‖22,

where we used that 1 + 2δ ≥ 0 to obtain the last step.
To estimate I3, applying integration by parts and Hölder’s inequality yields that

|I3| ≤
∑
q≥−1

∑
p≥q−2

∫
T2

|∆q(ṽp ⊗ (ω2)p)∇ωq| dx

≤
∑
p>Q

∑
Q<q≤p+2

λq‖ṽp‖2‖ωq‖2‖(ω2)p‖∞

+
∑
p>Q

∑
q≤Q

λq‖ṽp‖2‖ωq‖2‖(ω2)p‖∞

+
∑
p≤Q

∑
q≤p+2

λq‖ṽp‖2‖ωq‖2‖(ω2)p‖∞

≡: I31 + I32 + I33.
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By Hölder’s inequality, definition (4.19), the Cauchy-Schwarz inequality and Jensen’s
inequality we infer

I31 =
∑
p>Q

∑
Q<q≤p+2

λq‖ṽp‖2‖ωq‖2‖(ω2)p‖∞

.
∑
p>Q

‖ṽp‖2‖(ω2)p‖∞
∑

Q<q≤p+2

λq‖ωq‖2

. c0ν
∑
p>Q

Λ2+σλ−σp ‖ṽp‖2
∑

Q<q≤p+2

λq‖ωq‖2

. c0ν
∑
p>Q

λp‖ω̃p‖2
∑

Q<q≤p+2

λq‖ωq‖2λ2+σ
Q λ−2−σ

p

. c0ν
∑
p>Q

λp‖ω̃p‖2
∑

Q<q≤p+2

λq‖ωq‖2λ2+σ
q−p

. c0ν
∑
p>Q

λ2
p‖ωp‖22 + c0ν

∑
p>Q

 ∑
Q<q≤p+2

λq‖ωq‖2λ2+σ
q−p

2

. c0ν
∑
p>Q

λ2
p‖ωp‖22.

Similarly we have

I32 =
∑
p>Q

∑
q≤Q

λq‖ṽp‖2‖ωq‖2‖(ω2)p‖∞

.
∑
p>Q

‖ṽp‖2‖(ω2)p‖∞
∑
q≤Q

λq‖ωq‖2

. c0ν
∑
p>Q

Λ2+σλ−σp ‖ṽp‖2
∑
q≤Q

λq‖ωq‖2

. c0ν
∑
p>Q

λp‖ω̃p‖2

Λ2+δ
∑
q≤Q

λ−1−δ
q ‖ωq‖2λσ−δQ λ2+δ

q λ−2−σ
p


. c0ν

∑
p>Q

λp‖ω̃p‖2

Λ2+δ
∑
q≤Q

λ−1−δ
q ‖ωq‖2λ2+σ

Q−p


. c0ν

∑
p>Q−1

λ2
p‖ωp‖22 + c0ν

∑
p>Q

Λ2+δ
∑
q≤Q

λ−1−δ
q ‖ωq‖2λ2+σ

Q−p

2

. c0ν‖∇ω‖22 + c0νΛ
4+2δ‖∇−1−δω≤Q‖22

where we used σ > 0. Turning to I33, we first decompose it

I33 =
∑
p≤Q

∑
q≤p+2

λq‖ṽp‖2‖ωq‖2‖(ω2)p‖∞

=
∑
p≤Q

∑
Q<q≤p+2

λq‖ṽp‖2‖ωq‖2‖(ω2)p‖∞ +
∑
p≤Q

∑
q≤p+2
q≤Q

λq‖ṽp‖2‖ωq‖2‖(ω2)p‖∞

≡: I331 + I332.
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As before, applying the definition (4.19), Hölder’s inequality, the Cauchy–Schwarz
inequality and Jensen’s inequality, we have

I331 ≤ c0ν
∑
p≤Q

Λ3λ−1
p ‖ṽp‖2

∑
Q<q≤p+2

λq‖ωq‖2

≤ c0ν
∑

Q−2<p≤Q

Λ3λ−1
p ‖ṽp‖2

∑
Q<q≤Q+2

λq‖ωq‖2

. c0νΛ
2‖vQ+1‖2

∑
Q<q≤Q+2

λq‖ωq‖2 + c0ν
∑

Q−2<p≤Q

Λ3λ−1
p ‖vp‖2

∑
Q<q≤Q+2

λq‖ωq‖2

. c0ν
∑

Q<q≤Q+2

λ2
q‖ωq‖22 + c0νΛ

2+δ
∑

Q−2<p≤Q

λ−1−δ
p ‖ωp‖2λ−1+δ

p−Q

∑
Q<q≤Q+2

λq‖ωq‖2

. c0ν
∑

Q<q≤Q+2

λ2
q‖ωq‖22 + c0νΛ

4+2δ

 ∑
Q−2<p≤Q

λ−1−δ
p ‖ωp‖2λ−1+δ

p−Q

2

. c0ν‖∇ω‖22 + c0νΛ
4+2δ‖∇−1−δω≤Q‖22.

Recalling ṽp = vp−1 + vp + vp+1 and Λ‖vQ+1‖2 ∼ ‖ωQ+1‖2 we have

I332 ≤ c0ν
∑
p≤Q

Λ3λ−1
p ‖ṽp‖2

∑
q≤p+2,q≤Q

λq‖ωq‖2

. c0νΛ
2‖vQ+1‖2

∑
q≤Q

λq‖ωq‖2 + c0ν
∑
p≤Q

Λ3λ−1
p ‖vp‖2

∑
q≤p+2,q≤Q

λq‖ωq‖2,

which we can further split using the Cauchy–Schwarz inequality,

I332 . c0νΛ‖wQ+1‖2

Λ2+δ
∑
q≤Q

λ−1−δ
q ‖ωq‖2λ2+δ

q−Q


+ c0νΛ

4+2δ
∑
q≤Q

λ−1−δ
q ‖ωq‖2λ1+2δ

q−Q

 ∑
q−2≤p≤Q

λ−1−δ
p ‖ωp‖2λ−1+δ

p−q


. c0νΛ

2‖ωQ+1‖22 + c0νΛ
4+2δ

∑
q≤Q

λ−1−δ
q ‖ωq‖2λ2+δ

q−Q

2

+ c0νΛ
4+2δ

∑
q≤Q

λ−2−2δ
q ‖ωq‖22λ

2(1+2δ)
q−Q + c0νΛ

4+2δ
∑
q≤Q

 ∑
q−2≤p≤Q

λ−1−δ
p ‖ωp‖2λ−1+δ

p−q

2

. c0νΛ
2‖ωQ+1‖22 + c0νΛ

4+2δ
∑
p≤Q

λ−2−2δ
p ‖ωp‖22

where we need − 1
2 ≤ δ < 1 to obtain the last step.

Combining the estimates above we have for σ > 0 and 0 < δ < 1

|I| ≤ Cc0ν‖∇ω‖22 + Cc0νΛ
4+2δ

∑
p≤Q

λ−2−2δ
p ‖ωp‖22

for some absolute constant C.



THE NUMBER OF DEGREES OF FREEDOM FOR THE 2D NSE 15

5.2. Small intermittency dimension. Now we prove Lemma 5.1 assuming Λ1
u ≤

Λ2
u, and hence using the definition of wavenumber Λ1

u in (4.18). We denote Λ1
u2

by

Λ and let Q be the integer such that Λ = λQ = 2Q/L.
We will estimate the flux I =

∫
T2(v · ∇)ω2 · ω dx in (5.23) in a way similar to

Subsection 5.1. The decomposition of I into subitems is the same as in Subsec-
tion 5.1. We only present the estimates of these subitems below. Using Hölder’s
inequality, Bernstein’s inequality, definition (4.18), the Cauchy–Schwarz inequality
and Jensen’s inequality, we obtain

I11 ≤
∑
p>Q

∑
|q−p|≤2

‖v(Q,p−2]‖∞λp‖(ω2)p‖2‖ωq‖2

. c0ν
∑
p>Q

∑
|q−p|≤2

Λ1+σλ1−σ
p ‖ωq‖2

∑
Q<p′≤p−2

λp′‖vp′‖2

. c0ν
∑
q>Q

λq‖ωq‖2
∑

Q<p′≤q

λ2
p′‖vp′‖2λ−1

p′ λ
−σ
q λ1+σ

Q

. c0ν
∑
q>Q

λq‖ωq‖2
∑

Q<p′≤q

λ2
p′‖vp′‖2λσp′−q

. c0ν
∑
q>Q

λ2
q‖ωq‖22 + c0ν

∑
q>Q

 ∑
Q<p′≤q

λ2
p′‖vp′‖2(Lλp′−q)

σ

2

.
c0

(1− 2−σ)2
ν‖∇ω‖22,

provided σ > 0. Similarly we have

I12 ≤
∑
p>Q

∑
|q−p|≤2

‖v≤Q‖∞λp‖(ω2)p‖2‖ωq‖2

. c0ν
∑
p>Q

∑
|q−p|≤2

Λ1+σλ1−σ
p ‖ωq‖2‖v≤Q‖∞

. c0ν
∑

q>Q−2

Λ1+σλ1−σ
q ‖ωq‖2

∑
p′≤Q

λp′‖vp′‖2

. c0ν
∑

q>Q−2

λq‖ωq‖2λσQ−q

λ2+δ
Q

∑
p′≤Q

λ−1−δ
p′ ‖ωp′‖2λδ+1

p′−Q


. c0ν

 ∑
q>Q−2

λq‖ωq‖2(LλQ−q)
σ

2

+
c0

1− 2−σ
νΛ4+2δ

∑
p′≤Q

λ−2−2δ
p′ ‖ωp′‖22

.
c0

1− 2−σ
ν‖∇ω‖22 +

c0
(1− 2−σ)

νΛ4+2δ‖∇−1−δω≤Q‖22

where we needed σ > 0 and δ > −1.
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Proceeding to I13, we have

I13 ≤
∑
q≤Q

∑
|q−p|≤2

‖v≤p−2‖∞‖∇(ω2)p‖2‖ωq‖2

≤
∑
q≤Q

∑
|q−p|≤2
p>Q

‖v≤p−2‖∞‖∇(ω2)p‖2‖ωq‖2

+
∑
q≤Q

∑
|q−p|≤2
p≤Q

‖v≤p−2‖∞‖∇(ω2)p‖2‖ωq‖2

≡: I131 + I132.

The estimates of I131 and I132 are performed as

I131 ≤ c0ν
∑

Q−1≤q≤Q

∑
|q−p|≤2
p>Q

λ1+σ
Q λ1−σ

p ‖v≤p−2‖∞‖ωq‖2

. c0ν
∑

Q−1≤q≤Q

λ2
q‖wq‖22 + c0νΛ

2‖v≤Q‖2∞

. c0ν‖∇w‖22 + c0νΛ
4+2δ‖∇−1−δω≤Q‖22

where we used the fact λQ ∼ λq ∼ λp again; and

I132 ≤ c0ν
∑
q≤Q

Λ2‖ωq‖2‖v≤q‖∞

. c0νΛ
2+δ

∑
q≤Q

λ−1−δ
q ‖ωq‖2λ2+2δ

q−Q

Λ2+δ
∑
p′≤q

λ−1−δ
p′ ‖ωp′‖2λ1+δ

p′−q


. c0νΛ

4+2δ
∑
q≤Q

λ−2−2δ
q ‖ωq‖22λ

2(2+2δ)
q−Q

+ c0ν
∑
q≤Q

Λ2+δ
∑
p′≤q

λ−1−δ
p′ ‖ωp′‖2λ1+δ

p′−q

2

. c0νΛ
4+2δ‖∇−1−δω≤Q‖22

provided δ > −1. The subitems of I2 are estimated as

I21 ≤
∑
q>Q

∑
|q−p|≤2

‖vp‖2‖∇(ω2)(Q,p−2]‖2‖ωq‖∞

.
∑
q>Q

∑
|q−p|≤2

‖vp‖2‖ωq‖∞
∑

Q<p′≤p−2

‖∇(ω2)p′‖2

. c0ν
∑

q>Q−2

‖ωq‖22
∑

Q<p′≤q

λ1−σ
p′ Λ1+σ

. c0ν
∑
q>Q

λ2
q‖ωq‖22

∑
Q<p′≤q

λ1−σ
p′ Λ1+σλ−2

q

. c0ν
∑
q>Q

λ2
q‖ωq‖22
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for σ > 0; and similarly

I22 ≤
∑
q>Q

∑
|q−p|≤2

‖vp‖2‖∇(ω2)≤Q‖2‖ωq‖∞

. c0ν
∑
q>Q

∑
|q−p|≤2

λ−1
p λq‖ωp‖2‖ωq‖2Λ2

. c0ν
∑
q>Q

λ2
q‖ωq‖22;

I23 ≤
∑
q≤Q

∑
|q−p|≤2

‖vp‖2‖∇(ω2)≤p−2‖2‖ωq‖∞

. c0νΛ
2
∑
q≤Q

∑
|q−p|≤2

λq‖vp‖2‖ωq‖2

. c0νΛ
2

∑
Q−1≤q≤Q

∑
Q+1≤p≤Q+2

λq‖vp‖2‖ωq‖2

+ c0νΛ
2
∑
q≤Q

∑
|q−p|≤2
p≤Q

λq‖vp‖2‖ωq‖2

. c0ν
∑

Q−1≤q≤Q+2

λ2
q‖ωq‖22 + c0νΛ

2
∑
q≤Q

‖ωq‖22

. c0ν‖∇ω‖22 + c0νΛ
4+2δ

∑
q≤Q

λ−2−2δ
q ‖ωq‖22λ2+2δ

q−Q

. c0ν‖∇ω‖22 + c0νΛ
4+2δ‖∇−1−δω≤Q‖22

provided δ ≥ −1.
In the end, applying Hölder’s inequality, definition (4.18), the Cauchy–Schwarz

inequality and Jensen’s inequality, the subitems I31 and I32 are estimated as follows,

I31 ≤
∑
p>Q

‖ṽp‖2‖(ω2)p‖2
∑

Q<q≤p+2

λq‖ωq‖∞

. c0ν
∑
p>Q

Λ1+σλ−σp ‖ṽp‖2
∑

Q<q≤p+2

λ2
q‖ωq‖2

. c0ν
∑
p>Q

λp‖ω̃p‖2
∑

Q<q≤p+2

λq‖ωq‖2λ1+σ
Q λqλ

−2−σ
p

. c0ν
∑
p>Q

λp‖ω̃p‖2
∑

Q<q≤p+2

λq‖ωq‖2λ2+σ
q−p

. c0ν
∑
p>Q

λ2
p‖ωp‖22 + c0ν

∑
p>Q

 ∑
Q<q≤p+2

λq‖ωq‖2λ2+σ
q−p

2

. c0ν
∑
p>Q

λ2
p‖ωp‖22,
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for σ > 0. Now for I32 we have

I32 ≤
∑
p>Q

‖ṽp‖2‖(ω2)p‖2
∑
q≤Q

λq‖ωq‖∞

. c0ν
∑
p>Q

Λ1+σλ−σp ‖ṽp‖2
∑
q≤Q

λ2
q‖ωq‖2.

Using the Cauchy–Schwarz inequality, we conclude

I32 . c0ν
∑
p>Q

λp‖ω̃p‖2

Λ2+δ
∑
q≤Q

λ−1−δ
q ‖ωq‖2λσ−δ−1

Q λ3+δ
q λ−2−σ

p


. c0ν

∑
p>Q

λp‖ω̃p‖2

Λ2+δ
∑
q≤Q

λ−1−δ
q ‖ωq‖2λ2+σ

Q−p


. c0ν

∑
p>Q−1

λ2
p‖ωp‖22 + c0ν

∑
p>Q

Λ2+δ
∑
q≤Q

λ−1−δ
q ‖ωq‖2λ2+σ

Q−p

2

. c0ν
∑

p>Q−1

λ2
p‖ωp‖22 + c0νΛ

4+2δ
∑
q≤Q

‖∇−1−δωq‖22,

provided δ ≥ −3. We need to further split the last term I33,

I33 =
∑
p≤Q

∑
q≤p+2

λq‖ṽp‖2‖ωq‖∞‖(ω2)p‖2

. c0ν
∑
p≤Q

Λ2λ−1
p ‖ṽp‖2

∑
Q<q≤p+2

λ2
q‖ωq‖2 + c0ν

∑
p≤Q

Λ2λ−1
p ‖ṽp‖2

∑
q≤p+2
q≤Q

λ2
q‖ωq‖2

≡: I331 + I332

and estimate the subitems I331 and I332 as

I331 ≤ c0ν
∑

Q−2<p≤Q

Λ2λ−1
p ‖ṽp‖2

∑
Q<q≤Q+2

λ2
q‖ωq‖2

. c0ν‖ωQ+1‖2
∑

Q<q≤Q+2

λ2
q‖ωq‖2 + c0ν

∑
Q−2<p≤Q

Λ2λ−1
p ‖vp‖2

∑
Q<q≤Q+2

λ2
q‖ωq‖2

. c0ν
∑

Q<q≤Q+2

λ2
q‖ωq‖22 + c0νΛ

2+δ
∑

Q−2<p≤Q

λ−1−δ
p ‖ωp‖2λ−1+δ

p−Q

∑
Q<q≤Q+2

λq‖ωq‖2λq−Q

. c0ν
∑

Q<q≤Q+2

λ2
q‖ωq‖22 + c0νΛ

4+2δ

 ∑
Q−2<p≤Q

λ−1−δ
p ‖ωp‖2λ−1+δ

p−Q

2

. c0ν‖∇ω‖22 + c0νΛ
4+2δ‖∇−1−δω≤Q‖22,
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and

I332 . c0νΛ‖vQ+1‖2
∑
q≤Q

λ2
q‖ωq‖2 + c0ν

∑
p≤Q

Λ2λ−1
p ‖vp‖2

∑
q≤p+2,q≤Q

λ2
q‖ωq‖2

. c0νΛ‖wQ+1‖2

Λ2+δ
∑
q≤Q

λ−1−δ
q ‖ωq‖2λ3+δ

q−Q


+ c0νΛ

4+2δ
∑
q≤Q

λ−1−δ
q ‖ωq‖2λ2+2δ

q−Q

 ∑
q−2≤p≤Q

λ−1−δ
p ‖ωp‖2λ−1+δ

p−q

 .

Finally, thanks to the Cauchy–Schwarz inequality,

I332 . c0νΛ
2‖ωQ+1‖22 + c0νΛ

4+2δ

∑
q≤Q

λ−1−δ
q ‖ωq‖2λ3+δ

q−Q

2

+ c0νΛ
4+2δ

∑
q≤Q

λ−2−2δ
q ‖ωq‖22λ

2(2+2δ)
q−Q + c0νΛ

4+2δ
∑
q≤Q

 ∑
q−2≤p≤Q

λ−1−δ
p ‖ωp‖2λ−1+δ

p−q

2

. c0νΛ
2‖ωQ+1‖22 + c0νΛ

4+2δ
∑
p≤Q

‖∇−1−δωp‖22,

provided −1 ≤ δ < 1.
Putting the estimates above together we conclude that (5.24) is proved for σ > 0

and 0 < δ < 1.

5.3. Finishing the proof of Theorem 1.3. First we recall a generalization of
Grönwall’s lemma from [27].

Lemma 5.2. Let α(t) be a locally integrable real valued function on (0,∞), satis-
fying for some 0 < T <∞ the following conditions:

lim inf
t→∞

∫ T+t

t

φ(τ) dτ > 0, lim sup
t→∞

∫ T+t

t

φ−(τ) dτ <∞,

where φ− = max{−φ, 0}. Let ψ(t) be a measurable real valued function on (0,∞)
such that

ψ(t)→ 0, as t→∞.

Suppose ξ(t) is an absolutely continuous non-negative function on (0,∞) such that

d

dt
ξ + φξ ≤ ψ, a.e. on (0,∞).

Then

ξ(t)→ 0 as t→∞.

Now we are ready to prove the main result. Choosing c0 small enough compared
to C−1 ∼ (1− 2−σ)2, we obtain from (5.24) that
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− ν‖∇ω‖22 + I

≤ −ν
2
‖∇ω‖22 + cC0νΛ

4+2δ
∑
p≤Q

λ−2−2δ
p ‖ωp‖22

≤ −ν
2
Λ̄2‖ω>Q̄‖22 +

ν

8
Λ4+2δΛ̄−2−2δ‖ω>Q̄‖22 +

ν

8
Λ4+2δ‖ω≤Q̄‖22

≤ −ν
4
Λ̄2
(
‖ω‖22 − 2‖ω<Q̄‖22

)
+
ν

8
Λ4+2δΛ̄−2−2δ‖ω‖22 +

ν

8
Λ4+2δ‖ω≤Q̄‖22

≤ ν

8
‖ω‖22Λ̄2

(
−2 + (Λ/Λ̄)4+2δ

)
+
ν

8

(
4Λ̄2 + Λ4+2δ

)
‖ω≤Q̄‖22.

(5.25)

It follows from (5.23) and (5.25) that

(5.26)
d

dt
‖ω‖22 + φ‖ω‖22 ≤ ψ,

where

φ(t) =
ν

8
Λ̄2
(
2− (Λ/Λ̄)4+2δ

)
, ψ(t) =

ν

8

(
4Λ̄2 + Λ4+2δ

)
‖ω≤Q̄‖22.

Since Λ(t) is bounded, we have

lim sup
t→∞

∫ T+t

t

φ−(τ) dτ <∞.

Also, limt→∞ w≤Q̄(t) = 0 implies that limt→∞ ψ(t) = 0. Finally, thanks to Jensen’s
inequality,

lim inf
t→∞

1

T

∫ T+t

t

(
2− (Λ/Λ̄)4+2δ

)
dt ≥ 2− 1

Λ̄4+2δ
lim sup
t→∞

(
1

T

∫ T+t

t

Λdt

)4+2δ

= 1 > 0.

Hence

lim inf
t→∞

∫ T+t

t

φ(τ) dτ > 0.

Thus applying Lemma 5.2 to (5.26) yields

lim
t→∞

‖ω(t)‖2 = 0.

6. Estimates of the determining wavenumber

In this section we prove estimates (1.6) for the average wavenumber Λ̄.

6.1. Estimates in term of the Kraichnan number. Recall that the intermit-
tency dimension d ∈ [0, 2] is defined so that

(6.27)

〈∑
q

λ2+d
q ‖uq‖2∞

〉
. L−d

〈∑
q

λ4
q‖uq‖22

〉
.

We first handle the case when the intermittency d is away from zero and hence use
definition (4.19) of the determining wavenumber. Note that whenever Λ(t) > λ0,
we have that one of the conditions in definition of Λ2

u in (4.19) is not satisfied for
q = Q− 1, i.e.,

(6.28) 2(p−Q+1)σλ−2
Q−1‖ωp‖∞ ≥ c0ν, for some p ≥ Q,
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or

(6.29) ‖∇ω≤Q−1‖∞ ≥ cσνλ3
Q−1 = 1

8c0νΛ
3.

Recall from the previous section that c0 ∼ (1− 2−σ)2. Thus we have

(c0ν)2Λ6 ≤ 64(λp−QL)2σΛ2‖ωp‖2∞, for some p ≥ Q,
or

(c0ν)2Λ6 ≤ 64‖∇ω≤Q−1‖2∞,
provided Λ > λ0. Hence, adding the right hand sides, we obtain

(6.30) (c0ν)2(Λ− λ0)6 . ‖∇ω≤Q−1‖2∞ + sup
p≥Q

(Lλp−Q)2σΛ2‖ωp‖2∞.

Using (6.30) and Jensen’s inequality we get

〈Λ〉 − λ0 . 〈(Λ− λ0)d+4〉
1
d+4

.

〈
Λd−2

(c0ν)2

(
‖∇ω≤Q−1‖2∞ + sup

q≥Q
(Lλq−Q)2σΛ2‖ωq‖2∞

)〉 1
d+4

.

〈
1

(c0ν)2

 ∑
q≤Q−1

λ
d
2
q ‖ωq‖∞(LλQ−q)

d−2
2

2

+
Λd

ν2
sup
q≥Q

(Lλq−Q)2σ‖ωq‖2∞

〉 1
d+4

.

〈
1

(c0ν)2

∑
q≤Q−1

λdq‖ωq‖2∞ +
1

ν2
sup
q≥Q

(Lλq−Q)2σ−dλdq‖ωq‖2∞

〉 1
d+4

.

〈
c−2
0 + 1

ν2

∑
q

λdq‖ωq‖2∞

〉 1
d+4

,

where d ∈ [2σ, 2] was used at the last step. Since ‖ωq‖∞ . λq‖uq‖∞ by Bernstein’s
inequality, it then follows from (6.27)

〈Λ〉 − λ0 .

〈
ν

ν3

∑
q

λ2+d
q ‖uq‖2∞

〉 1
d+4

.

〈
L−dν

ν3

∑
q

λ4
q‖uq‖22

〉 1
d+4

= κη.

Extreme intermittency. Now we consider the case d ∈ [0, 2σ], not expected
in turbulent flows, but still plausible mathematically. For Λ(t) > λ0, one of the
conditions in definition of Λ1

u in (4.18) is not satisfied for q = Q− 1, i.e.,

(6.31) 2(p−Q+1)σλ−1
Q−1‖ωp‖2 ≥ c0ν, for some p ≥ Q,

or

(6.32) ‖∇ω≤Q−1‖2 ≥ c0νλ2
Q−1 = 1

4cσνΛ
2.

It follows

(c0ν)2Λ4 ≤ 16(λp−QL)2σΛ2‖ωp‖22, for some p ≥ Q,
or

(c0ν)2Λ4 ≤ 16‖∇ω≤Q−1‖22.
Combining the two estimates above yields

(6.33) (c0ν)2(Λ− λ0)4 . ‖∇ω≤Q−1‖22 + sup
p≥Q

(Lλp−Q)2σΛ2‖ωp‖22.
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We infer from (6.33) and Jensen’s inequality

〈Λ〉 − λ0 . 〈(Λ− λ0)4〉 14

.

〈
1

(c0ν)2

(
‖∇ω≤Q−1‖22 + sup

q≥Q
(Lλq−Q)2σΛ2‖ωq‖22

)〉 1
4

.

〈
1

ν2

∑
q≤Q−1

λ2
q‖ωq‖22 +

1

ν2
sup
q≥Q

(Lλq−Q)2σ−2λ2
q‖ωq‖22

〉 1
4

.

〈
1

ν2

∑
q

λ2
q‖ωq‖22

〉 1
4

since σ < 1. Thanks to ‖ωq‖2 . λq‖uq‖2 by Bernstein’s inequality, we thus have
for d ≤ 2σ,

〈Λ〉 − λ0 .

〈
1

ν2

∑
q

λ4
q‖uq‖22

〉 1
4

= κη

(
κη
κ0

) d
4d+16

≤ κη
(
κη
κ0

) d
16

.

where we assumed that κη ≥ κ0 at the last step. To conclude, when κη ≥ κ0, we
have

(6.34)

Λ̄ . κη, for d ≥ 2σ,

Λ̄ . κη

(
κη
κ0

) d
16

, for d < 2σ.

In the above estimate we assumed that σ was a fixed small positive number. If
we are interested in the extreme intermittency regime d ∈ (0, 2σ), not observed ex-
perimentally, then recall that Theorem 5.1 holds for any σ ∈ (0, 2) in the definition
of Λ2

u as long as c0 . (1 − 2−σ)2. Then given the intermittency dimension d > 0,
the optimal choice for σ is σ = d/2, and we arrive at a more precise estimate

Λ̄ . κη min
{

(1− 4−d)−
4
d+4 ,

(
κ−1

0 κη
) d

4d+16

}
.

6.2. Estimates in term of the Grashof number. Recall from Subsection 3.2
that

κη . κ0G
2
d+4 ,

provided G ≥ 1. Thus

(6.35)

{
Λ̄ . κ0G

2
d+4 , for d ≥ 2σ,

Λ̄ . κ0G
2
d+4G

d
2(d+4)2 , for d < 2σ,

Note that the extreme intermittency regime d = 0 is the worst case scenario for
the estimates (6.35). Indeed, (6.35) implies

Λ̄ . κ0G
1
2 ,

i.e., the number of determining modes Λ̄2 is always bounded by G, which recovers
the result by Jones and Titi [36].

In the physically relevant case d = 2, usually observed in experiments, the esti-
mates (6.35) become

Λ̄ . κ0G
1
3
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which is consistent with the classical result [17] on the finite dimensionality of the
global attractor A

dimHA . G
2
3 (1 + logG),

with the logarithmic factor of G removed.

Acknowledgement

A. Cheskidov was partially supported by the NSF grant DMS-1909849. M. Dai
was partially supported by the NSF grants DMS-1815069 and DMS-2009422, and
the von Neumann Fellowship. The authors are grateful to IAS for its hospitality in
2021-2022 during which time the work was completed.

References

[1] A. V. Babin and M. I. Vishik. Attractors of partial differential evolution equations and

estimates of their dimension. Russ. Math. Surv. 38, 151–213, 1983.
[2] H. Bahouri, J. Chemin, and R. Danchin. Fourier analysis and nonlinear partial differen-

tial equations. Grundlehrender Mathematischen Wissenschaften, 343. Springer, Heidel-

berg, 2011.
[3] G. Boffetta and S. Musacchio. Evidence for the double cascade scenario in two-

dimensional turbulence. Phys. Rev. E 82, 016307, 2010.

[4] R. T. Cerbus and W. I. Goldburg. Intermittency in 2d soap film turbulence. Physics of
Fluids 25, no. 10, 105111, 2013.

[5] A. Cheskidov. Global attractors of evolutionary systems. Journal of Dynamics and Dif-

ferential Equations, 21: 249–268, 2009.
[6] A. Cheskidov and M. Dai. Determining modes for the surface quasi-geostrophic equation.

Physica D: Nonlinear Phenomena, Vol. (376-377): 204–215, 2018.
[7] A. Cheskidov and M. Dai. Kolmogorov’s dissipation number and the number of degrees

of freedom for the 3D Navier-Stokes equations. Proceedings of the Royal Society of Ed-

inburg, Section A, Vol. (149): 429–446, 2019.
[8] A. Cheskidov and M. Dai. On the determining wavenumber for the nonautonomous sub-

critical SQG equation. Journal of Dynamics and Differential Equations, Vol. (32): 1511–

1525, 2020.
[9] A. Cheskidov, M. Dai and L. Kavlie. Determining modes for the 3D Navier-Stokes equa-

tions. Physica D: Nonlinear Phenomena, Vol. (374-375): 1–9, 2018.
[10] A. Cheskidov and C. Foias. On global attractors of the 3D Navier-Stokes equations. J.

Differential Equations, Vol. 231, (2): 714–754, 2006.

[11] A. Cheskidov and L. Kavlie. Pullback attractors for generalized evolutionary systems.

Discrete & Continuous Dynamical Systems - B, Vol. 20: 749–779, 2015.
[12] A. Cheskidov and R. Shvydkoy. A unified approach to regularity problems for the 3D

Navier-Stokes and Euler equations: the use of Kolmogorov’s dissipation range. J. Math.
Fluid Mech., 16:263–273, 2014.

[13] A. Cheskidov and R. Shvydkoy. Euler equations and turbulence: analytical approach to

intermittency. SIAM J. Math. Anal., 46(1), 353–374, 2014.
[14] A. Cheskidov and R. Shvydkoy. Volumetric theory of intermittency in fully developed

turbulence. preprint.

[15] P. Constantin and C. Foias. Navier–Stokes Equations. University Chicago Press, Chicago,
1988.

[16] P. Constantin, C. Foias, O. P. Manley, and R. Temam. Determining modes and fractal

dimension of turbulent flows. J. Fluid Mech., 150:427–440, 1985.
[17] P. Constantin, C. Foias, and R. Temam. On the dimension of the attractors in two-

dimensional turbulence. Physica D, 30, 284–296, 1988.

[18] W. B. Daniel and M. A. Rutgers. Intermittency in forced two-dimensional turbulence.
arXiv:nlin/0005008.



24 ALEXEY CHESKIDOV AND MIMI DAI

[19] R. Dascaliuc, C. Foias, and M. S. Jolly. Relations between energy and enstrophy on the

global attractor of the 2-D Navier-Stokes equations. J. Dynam. Differential Equations 17,

4 (2005), 643–736.
[20] R. Dascaliuc, C. Foias, and M. S. Jolly. Estimates on enstrophy, palinstrophy and invari-

ant measures for 2-D tubulence. J. Differential Equations 248 (2010), 792–819.

[21] C. Doering and G. Gibbon. Applied Analysis of the Navier-Stokes Equations. Cambridge
University Press, 1995.

[22] C. Foias, M. Jolly, R. Kravchenko and E. Titi. A determining form for the 2D Navier-

Stokes equations – the Fourier modes case. J. Math. Phys., 53(11), 115623, 30 pp, 2012.
[23] C. Foias, M. Jolly, R. Kravchenko and E. Titi. A unified approach to determining forms

for the 2D Navier-Stokes equations – the general interpolants case. Russ. Math. Surv.

69, 359, 2014.
[24] C. Foias, M. Jolly, R. Kravchenko and E. Titi. A determining form for the two-

dimensional Navier-Stokes equations: The Fourier modes case. J. Math. Phys. 53,
115623, 2012.

[25] Foias, C., Jolly, M. S., Manley, O. P., and Rosa. R. Statistical estimates for the Navier-

Stokes equations and the Kraichnan theory of 2-D fully developed turbulence. J. Statist.
Phys. 108, 3-4, 591–645, 2002.

[26] C. Foias, O. Manley, R. Rosa, and R. Temam. Navier-Stokes equations and turbulence.

Vol. 83 of Encyclopedia of Mathematics and its Applications. Cambridge University Press,
Cambridge, 2001.

[27] C. Foias, O. P. Manley, R Temam, and Y. M. Tréve. Asymptotic analysis of the Navier-
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