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Abstract. We prove that two Aleksandrov solutions of a generated prescribed
Jacobian equation have the same gradients at points where they are both differen-
tiable and equal. For the optimal transportation case where two solutions can be
translated to agree at a point without changing the g-subdifferential at that point,
we recover the uniqueness up to a constant of solutions. For the general case, our
result is a new proof with less regularity assumptions of a key theorem recently used
to prove the uniqueness of solutions.

1. Introduction

Let Ω and Ω∗ be two non empty bounded open and connected subsets of Rd. We are
interested in continuous functions u on Ω which generate mappings Tu : Ω→ Ω∗ with
a prescribed Jacobian, i.e.

(1.1) detDTu(x) = ψ(x, u(x), Tu(x)), Tu(x) = T (x, u(x), Du(x)),

where ψ and T are functions on Ω×R×Ω∗ which take values in R and Rd respectively.
We will assume that ψ is separable in the sense that

ψ(x, u, p) =
f(x)

R(T (x, u, p))
,

for positive functions f ∈ L1(Ω) and R ∈ L1(Ω∗). The second boundary value
condition consists in requiring

(1.2) Tu(Ω) = Ω∗.

Problem (1.1)-(1.2) was introduced by Trudinger [8] motivated by problems in geo-
metric optics as a generalization of the Monge-Ampère equation of optimal trans-
portation. In this paper, we prove under the stated assumptions that the gradients of
weak solutions to generated prescribed Jacobian equations are equal at points where
they are both differentiable and equal. In the optimal transportation case, by transla-
tion, we obtain an analytical description of the geometric argument that Aleksandrov
solutions are unique up to a constant [6, Chap 8-Theorem 2]. Our result provides
a more unified account of the uniqueness problem for generated prescribed Jacobian
equations, as the optimal transportation case can be derived from our results without
assuming that solutions are C1,1. Uniqueness results were proven in [7] under the
assumption that the solutions are in C1,1(Ω).
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A necessary condition for the existence of weak solutions in the sense of Aleksandrov
of (1.1)-(1.2) is the compatibility condition

(1.3)

∫
Ω

f(x)dx =

∫
Ω∗
R(q)dq.

Weak solutions to detD2u(x) = f(x) and (1.3), in the case R = 1, were called
extremal solutions in [10]. Our proof that gradients are equal at points where solutions
are equal and differentiable, is analogous to arguments given in [10] for extremal
solutions.

We organize the paper as follows. In the next section we review concepts on generated
prescribed Jacobian equations pertinent to our results. In section 3 we present our
main result from which we derive uniqueness results.

2. Preliminaries

We make structural assumptions following [5, 7]. All the assumptions listed below,
(A1)–(A7) and (A1*), will be assumed to hold for the results of this paper. Recall
that a domain of Rd is a non empty open and connected subset of Rd.

Let Ω′ be a bounded domain such that Ω ⊂ Ω′ and let Γ be a domain such that
Γ ⊂ Ω′ × Ω∗ × R for which the projections

I(x, y) = { z ∈ R, (x, y, z) ∈ Γ },
are open intervals. We consider a bounded C4(Γ) function g which will be referred
to as the generating function. We refer to [4, Section 4] for detailed examples of
generating functions g. Let

U = { (x, g(x, y, z), gx(x, y, z)), (x, y, z) ∈ Γ }.
Note that U ⊂ Ω× R× Rd. We furthermore assume that

(A1) for each (x, u, p) ∈ U , there exists a unique (x, y, z) ∈ Γ such that

g(x, y, z) = u, gx(x, y, z) = p,

(A2) gz < 0

Assumption (A1) allows to define the mapping T : U → Rd and a scalar function
Z : U → R such that

g(x, T (x, u, p), Z(x, u, p)) = u

gx(x, T (x, u, p), Z(x, u, p)) = p.

With Assumption (A2) one defines the dual generating function H by

(2.1) g(x, y,H(x, y, u)) = u,

for (x, y, u) ∈ Γ∗ = { (x, y, g(x, y, z), (x, y, z) ∈ Γ) }. By the implicit function theorem,
H is C4. We define

J(x, y) = g(x, y, .)(I(x, y)),

and require that

(A1*) the mapping Q = −gy/gz is one-to-one in x for all (x, y, z) ∈ Γ.

Since Hy = −gy/gz, condition (A1*) is dual to (A1). We furthermore assume that
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(A3) the d× d matrix E = gxy − (gz)
−1gxz ⊗ gy is invertible on Γ.

The last assumption allows to write (1.1) as a Monge-Ampère equation [5]

det[D2u−gxx(., T (., u,Du), Z(., u,Du))] = detE(., T (., u,Du), Z(., u,Du))ψ(., u,Du).

This follows from, c.f. [7],

DT (., u,Du) = E−1[D2u− gxx(., T (., u,Du), Z(., u,Du))].

The functions x 7→ g(x, ., .) play the role hyperplanes play as support functions in the
theory of convex functions.

Definition 2.1. A function u ∈ C0(Ω) is said to be g-convex on Ω if for each x0 ∈ Ω,
there exists (y0, z0) ∈ Rd × R such that (x0, y0, z0) ∈ Γ and

u(x0) = g(x0, y0, z0)

u(x) ≥ g(x, y0, z0)∀x ∈ Ω such that (x, y0, z0) ∈ Γ.

The function x 7→ g(x, y0, z0) is called a g-affine function. We say that it is a g-
support to the graph of u at x0. Let ||.|| denote the Euclidean norm of Rd. We have
[3, Proposition 3.4]

Lemma 2.2. A g-convex function u is semi-convex, i.e. u + C||x||2 is convex for
some constant C.

Let u ∈ C0(Ω) be a g-convex function on Ω. The g-subdifferential of u at x0 ∈ Ω is
defined as the set-valued function

∂gu(x0) = { y ∈ Ω∗,∃z0 ∈ I(x0, y) such that g(x, y, z0) is a g-support to u at x0 }.
For E ⊂ Ω, we define ∂gu(E) = ∪x∈E∂gu(x).

Lemma 2.3. For (y0, z0) ∈ Rd × R and x0 ∈ Ω such that (x0, y0, z0) ∈ Γ with
z0 ∈ I(x0, y0), assume that L(x) = g(x, y0, z0) is a g-support to the graph of a g-
convex function u at x0. Then ∂gL(Ω) = { y0 }.

Proof. Clearly { y0 } ⊂ ∂gL(x0) ⊂ ∂gL(Ω). Conversely, if y1 ∈ ∂GL(Ω), ∃x1 ∈ Ω
and z1 ∈ I(x1, y1) with (x1, y1, z1) ∈ Γ, such that x 7→ g(x, y1, z1) is a g-support
to L at x1. Since g ∈ C4(Γ) and L(x) ≥ g(x, y1, z1) for all x ∈ Ω, we have
DL(x1) = gx(x1, y1, z1). But DL(x1) = gx(x1, y0, z0) by definition of L. Also
L(x1) = g(x1, y0, z0) = g(x1, y1, z1). By Assumption (A1) we get y1 = y0. This
completes the proof. �

We will also need, c.f. for example [1, Proposition 1],

Proposition 2.4. If a g-convex function u is differentiable at x0 ∈ Ω, then ∂gu(x0)
has only one element y0 determined by gx(x0, y0, z0) = Du(x0) with z0 = H(x0, y0, u(x0)).

We now recall the notion of weak solution used in [8]. The g-Monge-Ampère measure
is defined as the set function on Borel sets

M [u](B) =

∫
∂gu(B)

R(p)dp.
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A weak solution of (2.2) in the sense of Aleksandrov is a C0(Ω) g-convex function u
such that

M [u](B) =

∫
B

f(x)dx for all Borel sets B ⊂ Ω

∂gu(Ω) = Ω∗.
(2.2)

To relate ∂gu(x0) to Tu(x0) for x0 ∈ Ω, we need the assumption

(A4) the matrix function A(., u, p) = gxx(., T (., u, p), Z(., u, p)) satisfies

(DpkplAij)ζiζjηkηl ≥ 0,

in U for all ζ, η ∈ Rd such that ζ · η = 0.

Define for y0 ∈ Rd

I(Ω, y0) = { z ∈ R, (x, y0, z) ∈ Γ for all x ∈ Ω }.

We consider the mapping Q defined on Γ by

Q(x, y, z) = −gy
gz

(x, y, z).

The domain Ω is said to be g-convex with respect to y0 ∈ Rd and zy0 ∈ I(Ω, y0) if the
image of Ω by the mapping x 7→ Q(x, y0, zy0) is convex in Rd. The domain Ω is sub
g-convex with respect to y0 ∈ Rd and zy0 ∈ I(Ω, y0) if the convex hull of the image of
Ω by the mapping x 7→ Q(x, y0, zy0) is contained in Q(Γ).

Recall that ∂u(x0) denotes the subdifferential of u at x0. We have by [9, Lemma 2.2]

Lemma 2.5. Let x0 ∈ Ω and assume that the domain Ω is sub g-convex with respect
to all y ∈ T (x0, u(x0), ∂u(x0)) and zy ∈ I(Ω, y). Under the assumptions A1, A2, A1*,
A3 and A4, if u is a C0(Ω) g-convex function, then

∂gu(x0) = T (x0, u(x0), ∂u(x0)).

Finally, we need an additional condition to control the gradients of g-convex functions

(A5) there exists constants m0 ≥ −∞ and K0 ≥ 0 such that for all (x, y, z) ∈ Γ,
(m0,∞) ⊂ J(x, y) and |gx(x, y, z)| ≤ K0 if g(x, y, z) ≥ m0.

Assumption (A5) allows to prove existence of a solution to (2.2). As with [3], c.f.
also [2] for stronger assumptions, we will assume that there are continuous functions
a and b defined on Ω′ × Ω∗ such that

(A6) the interval [a(x, y), b(x, y)] ⊂ J(x, y) for all x ∈ Ω′ and y ∈ Ω∗

(A7) a solution u of (2.2) satisfies a(x, y) < u(x) < b(x, y) for all x ∈ Ω and y ∈
∂gu(x).

Let us denote by Nr(A) the r-neighborhood of the set A. We have [3, Proposition
2.12]

Proposition 2.6. Let u be a g-convex function. For x ∈ Ω and ε > 0, there exists
δ > 0 such that if ||z − x|| < δ we have

∂gu(z) ⊂ Nε(∂gu(x)).
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3. Uniqueness of solutions to generated prescribed Jacobian
equations

We denote by Bε(p) the Euclidean ball of center p and radius ε and |Bε(p)| denotes
its Lebesgue measure. Let u and v be two solutions of (1.1) and let x0 ∈ Ω.

Assume that both u and v are differentiable at x0 with Du(x0) 6= Dv(x0) and u(x0) =
v(x0). By Proposition 2.4, ∂gu(x0) has only one element. The same holds for ∂u(x0).
By Lemma 2.5, T (x0, u(x0), Du(x0)) is the only element of ∂gu(x0).

Let p′ = Dv(x0) and put p = T (x0, v(x0), p′). Now, let U denote the set of points in
Ω for which u(x) < v(x). We have x0 ∈ ∂U . We first show that ∂gv(U) ⊂ ∂gu(U)
with ∂gv(U) = ∂gu(U) up to a set of measure 0. Then we show that there exists ε > 0
such that Bε(p) ⊂ ∂gu(U). This implies in particular that U is non-empty. Finally
we show that there exists δ > 0 such that |Bδ(x0) \U | = 0 which is not possible since
Du(x0) 6= Dv(x0). We conclude that Dv(x0) = Du(x0).

Theorem 3.1. Let u, v ∈ C(Ω) be two g-convex solutions of (2.2) with f > 0.
We also assume that u, v > m0 on Ω, where m0 is given by Assumption (A5), that
the domain Ω is sub g-convex with respect to all y ∈ T (x0, u(x0), ∂u(x0)) and zy ∈
I(Ω, y) and the assumptions (A1)–(A7) and (A1*) hold. Assume that u and v are
differentiable at x0 for some x0 ∈ Ω with u(x0) = v(x0). Then Du(x0) = Dv(x0).

Proof. Assume that Du(x0) 6= Dv(x0) and let U denote the set of points x in Ω for
which u(x) < v(x). We have x0 ∈ ∂U .

Part 1 We prove that ∂gv(U) ⊂ ∂gu(U) with ∂gv(U) = ∂gu(U) up to a set of measure
0.

We first show that ∂gv(U) ⊂ ∂gu(U). Let x1 ∈ U and y1 ∈ ∂gv(x1). Since by
assumption ∂gv(Ω) = ∂gu(Ω), there exists x2 ∈ Ω such that y1 ∈ ∂gu(x2). Let
z1 ∈ I(x1, y1) and z2 ∈ I(x2, y1) such that v(x) ≥ g(x, y1, z1) for all x ∈ Ω with
equality at x = x1 and u(x) ≥ g(x, y1, z2) for all x ∈ Ω with equality at x = x2. We
claim that z1 < z2. Otherwise z2 ≤ z1 and since gz < 0, we have

u(x1) ≥ g(x1, y1, z2) ≥ g(x1, y1, z1) = v(x1).

By our assumption u(x1) < v(x1) and thus v(x1) < v(x1). A contradiction. Therefore
z1 < z2 and for any r ∈ Ω

v(r) ≥ g(r, y1, z1) > g(r, y1, z2).

In particular, for r = x2, we obtain v(x2) > g(x2, y1, z2) = u(x2) i.e. x2 ∈ U and
y1 ∈ ∂gu(U). We conclude that ∂gv(U) ⊂ ∂gu(U).

Since M [u](U) = M [v](U), we have ∂gu(U) = ∂gv(U) up to a set of measure 0.

Part 2 Let p′ = Dv(x0) and put p = T (x0, v(x0), p′). As discussed above, by Propo-
sition 2.4 and Lemma 2.5, p is the unique element of ∂gv(x0). We show that there
exists ε > 0 such that Bε(p) ⊂ ∂gu(U).

Since ∂gv(Ω) = ∂gu(Ω), there exists x1 ∈ Ω such that p ∈ ∂gu(x1). Let z0 ∈ I(x0, p)
and z1 ∈ I(x1, p) such that

h(x) = g(x, p, z0),
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is a g-support to the graph of v at x0 and

l(x) = g(x, p, z1),

is a g-support to the graph of u at x1.

After choosing ε > 0, in particular so that Bε(p) ⊂ ∂gu(Ω), we will show that for
q ∈ Bε(p), one can find z′1 ∈ R such that for m(x) = g(x, q, z′1) we have g(x1, q, z

′
1) =

u(x1) and v ≥ h > m on Ω. We then show that q ∈ ∂gu(x2), x2 ∈ Ω with v(x2) >
m(x2) ≥ u(x2), i.e. x2 ∈ U .

We have
g(x0, p, z0) = v(x0) = u(x0) ≥ g(x0, p, z1).

Since gz < 0 we have z0 ≤ z1. Moreover

v(x1) ≥ g(x1, p, z0) ≥ g(x1, p, z1) = u(x1),

i.e. x1 ∈ U .

Assume that v(x1) = u(x1). Then, from the above inequalities g(x1, p, z0) = g(x1, p, z1)
and thus z0 = z1 as gz < 0. But this implies that u(x) ≥ g(x, p, z0) for all x ∈ Ω with
g(x0, p, z0) = v(x0) = u(x0), i.e. p ∈ ∂gu(x0) ∩ ∂gv(x0). By Proposition 2.4 we have

gx(x0, p, z0) = Du(x0) and gx(x0, p, z0) = Dv(x0).

Thus Du(x0) = Dv(x0) which contradicts our assumption and we conclude that
x1 ∈ U, z0 < z1 and p ∈ ∂gu(U).

By definition, a domain is a connected open subset. Since p ∈ ∂gu(Ω) = Ω∗ which is
open by assumption, we can find ε′ > 0 such that Bε′(p) ⊂ Ω∗. Since g(x1, p, z1) =
u(x1) > m0, by the continuity of g, there exists ε′′ > 0 such that g(x1, q, z1) > m0 for
||q − p|| < ε′′.

Let q ∈ Ω∗ such that g(x1, q, z1) > m0. By Assumption (A5) (m0,∞) ⊂ J(x1, q).
As u(x1) > m0, we can find, using the definition of J(x1, q), z

′
1 ∈ I(x1, q) such that

g(x1, q, z
′
1) = u(x1). Put

m(x) = g(x, q, z′1).

We have by (2.1)

z′1 = H(x1, q, u(x1)) and z1 = H(x1, p, u(x1)).

Recall that z0 < z1 and define

k = min
x∈Ω

h(x)− l(x) = min
x∈Ω

g(x, p, z0)− g(x, p, z1).

We emphasize that k > 0. By the uniform continuity of g and H on Ω, there exists
ε
′′′
> 0 such that for ||p− q|| < ε

′′′
we have for all x ∈ Ω

|l(x)−m(x)| = |g(x, p, z1)− g(x, q, z′1)|
= |g(x, p,H(x1, p, u(x1)))− g(x, q,H(x1, q, u(x1)))| < k.

Choose ε < min{ ε′, ε′′, ε′′′ }. We have for all x ∈ Ω and q ∈ Bε(p)

(3.1) h(x)−m(x) = (h(x)− l(x)) + (l(x)−m(x)) > k + (−k) = 0.

Since Bε(p) ⊂ Ω∗ = ∂gu(Ω) we can find x2 ∈ Ω such that q ∈ ∂gu(x2). Let z2 ∈
I(x2, q) such that u(x) ≥ g(x, q, z2) for all x ∈ Ω with equality at x = x2. We have
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g(x1, q, z
′
1) = u(x1) ≥ g(x1, q, z2), which gives z′1 ≤ z2 as gz < 0. We then have using

(3.1)

v(x2) ≥ h(x2) > m(x2) = g(x2, q, z
′
1) ≥ g(x2, q, z2) = u(x2).

We conclude that x2 ∈ U .

Part 3 We obtain a contradiction and conclude that Dv(x0) = Du(x0).

Since Bε(p) ⊂ ∂gu(U) and ∂gv(U) = ∂gu(U) up to a set of measure 0, we have

(3.2) Bε(p) ⊂ ∂gv(U) a.e.

By Proposition 2.6, since v is differentiable at x0 and thus ∂gv(x0) = { p }, there is
δ > 0 such that

(3.3) ∂gv(Bδ(x0)) ⊂ Bε(p).

Therefore by (3.2) and (3.3)

∂gv(Bδ(x0) \ U) ⊂ ∂gv(U).

Now, the set of vectors which are contained in the g-subdifferential of two distinct
points is contained in a set of measure 0, c.f. [8, p. 1674]. We therefore have

|∂gv(Bδ(x0) \ U)| = 0.

With B = Bδ(x0)\U we have M [v](B) =
∫
∂gv(B)

R(p)dp = 0 =
∫
B
f(x)dx with R > 0

on Ω∗ and f > 0 on Ω, as v solves (2.2). We obtain |Bδ(x0) \ U | = 0. But since
Dv(x0) 6= Du(x0), for any ρ > 0 such that Bρ(x0) ⊂ Ω, we have |Bρ(x0) \ U | > 0. A
contradiction.

The theorem is therefore proved as outlined at the beginning of this section.

�

Remark 3.2. Assumptions (A1)-(A7) and (A1*) are standard in the theory of ge-
nerated prescribed Jacobian equations.

In the remaining part of this section, we discuss some consequences of Theorem 3.1.

3.1. The optimal transport case. We take g(x, y, z) = c(x, y) − z where c is a
C4 cost function such that the assumptions A1, A*1, A3, A4 and A7 hold. We
have gz = −1 so that Assumption A2 holds. Here I(x, y) = R and J(x, y) = R.
Assumption A5 then holds for m0 = −∞ and we recall that Ω′×Ω∗ is bounded with
c ∈ C4(Γ). Assumption A6 trivially holds in this case.

Let u be a g-convex function. And put v = u + α for α ∈ R. Then for x0 ∈ Ω,
∂gu(x0) = ∂gv(x0) and hence if u solves (2.2), then u+ α is also a solution.

Let then u and v be two solutions of (2.2). If u and v are differentiable at x0 ∈ Ω, by
adding a constant to v, we may assume that u(x0) = v(x0). As g-convex functions
are semi-convex by Lemma 2.2, they are differentiable a.e. By Theorem 3.1 we obtain
Du(x0) = Dv(x0). We conclude that Du = Dv a.e. By Poincaré’s inequality, u − v
is locally constant and hence a constant if u and v are continuous on Ω.

In the general case, it cannot be guaranteed that u+α for a constant α, is a solution
of (2.2) when u is also a solution.



8 GERARD AWANOU AND GANTUMUR TSOGTGEREL

3.2. Rankin’s uniqueness results. Theorem 3.1 is proved in [7] with a completely
distinct approach under the assumptions that f,R > 0 and C1. In addition the
solutions u and v were assumed therein to be in C1,1(Ω).

It was then proved in [7] that under the above stated assumptions, solutions which
intersect in Ω are the same. Furthermore, if the solutions are in C2(Ω) and with a
further convexity assumption on Ω∗, solutions which intersect on ∂Ω were shown to
be the same.
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