Dedication

To the memory of my parents: Aron and Golda Friedland
Preface
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The book consists of seven chapters which are somewhat independent. Chapter 1 discusses the fundamental notions of Linear Algebra over general and special integral domains. Chapter 2 deals with well known canonical form: Jordan canonical form, Kronecker canonical form, and their applications. Chapter 3 discusses functions of matrices and analytic similarity with respect to one complex variable. Chapter 4 devoted to linear operators over finite dimensional inner product spaces. Chapter 5 is a short chapter on elements of multilinear algebra. Chapter 6 deals with nonnegative matrices. Chapter 7 discusses various topics as norms, complexity problem of the convex hull of a tensor product of certain two convex sets, variation of tensor power and spectra, inverse eigenvalue problems for nonnegative matrices, and cones.
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Chapter 1

Domains, Modules and Matrices

1.1 Rings, Domains and Fields

Definition 1.1.1 A non empty set $R$ is called a ring if $R$ has two binary operations, called addition and multiplication and denoted by $a + b$ and $ab$ respectively, such that for all $a, b, c \in R$ the following holds:

1. $a + b \in R$; (1.1.1)
2. $a + b = b + a$ (the commutative law); (1.1.2)
3. $(a + b) + c = a + (b + c)$ (the associative law); (1.1.3)
4. $\exists 0 \in R$ such that $a + 0 = 0 + a = a$, $\forall a \in R$; (1.1.4)
5. $\forall a \in R$, $\exists -a \in R$ such that $a + (-a) = 0$; (1.1.5)
6. $ab \in R$; (1.1.6)
7. $a(b + c) = (ab) + (ac)$ (the associative law); (1.1.7)
8. $a(b + c) = ab + ac$, $(b + c)a = ba + ca$, (the distributive laws). (1.1.8)

$R$ has an identity element $1$ if $a1 = 1a$ for all $a \in R$. $R$ is called commutative if

9. $ab = ba$, for all $a, b \in R$. (1.1.9)

Note that the properties (1.1.2) – (1.1.8) imply that $a0 = 0a = 0$. If $a$ and $b$ are two nonzero elements such that

10. $ab = 0$ (1.1.10)
then \( a \) and \( b \) are called zero divisors.

**Definition 1.1.2** \( \mathbb{D} \) is called an integral domain if \( \mathbb{D} \) is a commutative ring without zero divisors which contains an identity element 1.

The classical example of an integral domain is the ring of integers \( \mathbb{Z} \). In this book we shall use the following example of an integral domain.

**Example 1.1.3** Let \( \Omega \subset \mathbb{C}^n \) be a nonempty set. Then \( H(\Omega) \) denotes the ring of functions \( f(z_1, \ldots, z_n) \) such that for each \( \zeta \in \Omega \) there exists an open neighborhood \( O(f, \zeta) \) of \( \zeta \) on which \( f \) is analytic. If \( \Omega \) is open we assume that \( f \) is defined only on \( \Omega \). If \( \Omega \) consists of one point \( \zeta \) then \( H_\zeta \) stands for \( H(\{ \zeta \}) \).

Recall that \( \Omega \subset \mathbb{C}^n \) is called connected, if in the relative topology on \( \Omega \), induced by the standard topology on \( \mathbb{C}^n \), the only subsets of \( \Omega \) which are both open in \( \Omega \) and closed in \( \Omega \) are \( \emptyset \) and \( \Omega \). Note that the zero element is the zero function of \( H(\Omega) \) and the identity element is the constant function which is equal to 1. The properties of analytic functions imply that \( H(\Omega) \) is an integral domain if and only if \( \Omega \) is a connected set. In this book we shall assume that \( \Omega \) is connected unless otherwise stated. See [Rud74] and [GuR65] for properties of analytic functions in one and several complex variables.

**Definition 1.1.4** A nonempty \( \Omega \subset \mathbb{C}^n \) is called a domain if \( \Omega \) is an open connected set.

For \( a, b \in \mathbb{D} \), \( a \) divides \( b \), (or \( a \) is a divisor of \( b \)), denoted by \( a|b, \) if \( b = ab_1 \) for some \( b_1 \in \mathbb{D} \). An element \( a \) is called invertible, (unit, unimodular), if \( a|1 \). \( a, b \in \mathbb{D} \) are associates, denoted by \( a \equiv b \), if \( a|b \) and \( b|a \). Let \( \{ b \} = \{ a \in \mathbb{D} : a \equiv b \} \). The associates of \( a \) and units are called improper divisors of \( a \). For an invertible \( a \) denote by \( a^{-1} \) the unique element such that

\[
(1.1.11) \quad aa^{-1} = a^{-1}a = 1.
\]

\( f \in H(\Omega) \) is invertible if and only if \( f \) does not vanish at any point of \( \Omega \).

**Definition 1.1.5** A field \( \mathbb{F} \) is an integral domain \( \mathbb{D} \) such that any nonzero element is invertible. A field \( \mathbb{F} \) has characteristic 0 if for any nonzero integer \( n \) and a nonzero element \( f \in \mathbb{F} \) \( nf \neq 0 \).

The familiar examples of fields are the set of rational numbers \( \mathbb{Q} \), the set of real numbers \( \mathbb{R} \), and the set of complex numbers \( \mathbb{C} \). Note that
the characteristic of \( \mathbb{Q}, \mathbb{R}, \mathbb{C} \) is 0. Given an integral domain \( \mathbb{D} \) there is a standard way to construct the field \( \mathbb{F} \) of its quotients. \( \mathbb{F} \) is formed by the set of equivalence classes of all quotients \( \frac{a}{b}, b \neq 0 \) such that

\[
\frac{a}{b} + \frac{c}{d} = \frac{ad + bc}{bd}, \quad \frac{ac}{bd}, \quad b, d \neq 0.
\]

**Definition 1.1.6** For \( \Omega \subset \mathbb{C}^n, \zeta \in \mathbb{C}^n \) let \( \mathcal{M}(\Omega), \mathcal{M}_\zeta \) denote the quotient fields of \( H(\Omega), H_\zeta \) respectively.

**Definition 1.1.7** Let \( \mathbb{D}[x_1, \ldots, x_n] \) be the ring of all polynomials in \( n \) variables with coefficients in \( \mathbb{D} \):

\[
p(x_1, \ldots, x_n) = \sum_{|\alpha| \leq m} a_\alpha x^\alpha, \quad \text{for some } m \in \mathbb{N},
\]

where \( \alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{Z}_+^n, \quad |\alpha| = \sum_{i=1}^n \alpha_i, \quad x^\alpha := x_1^{\alpha_1} \cdots x_n^{\alpha_n}.
\]

Sometimes we denote \( \mathbb{D}[x_1, \ldots, x_n] \) and \( p(x_1, \ldots, x_n) \) by \( \mathbb{D}[x] \) and \( p(x) \) respectively.

The degree of \( p(x_1, \ldots, x_n) \neq 0 \) (denoted \( \deg p \)) is the largest natural number \( d \) such that there exists \( a_\alpha \neq 0 \) with \( |\alpha| = d \). (\( \deg 0 = -\infty \).) A polynomial \( p \) is called homogeneous if \( a_\alpha = 0 \) for all \( |\alpha| < \deg p \). It is a standard fact that \( \mathbb{D}[x_1, \ldots, x_n] \) is an integral domain. (See Problems 2-3 below.) As usual \( \mathbb{F}(x_1, \ldots, x_n) \) denotes the quotient field of \( \mathbb{F}[x_1, \ldots, x_n] \).

**Problems**

1. Let \( C[a, b] \) be the set of real valued continuous functions on the interval \([a, b], a < b \). Show that \( C[a, b] \) is a commutative ring with identity and zero divisors.

2. Let \( \mathbb{D} \) be an integral domain. Prove that \( \mathbb{D}[x] \) is an integral domain.

3. Prove that \( \mathbb{D}[x_1, \ldots, x_n] \) is an integral domain. (Use the previous problem and the identity \( \mathbb{D}[x_1, \ldots, x_n] = \mathbb{D}[x_1, \ldots, x_{n-1}][x_n] \).)

4. Let \( p(x_1, \ldots, x_n) \in \mathbb{D}[x_1, \ldots, x_n] \). Show that \( p = \sum_{i \leq \deg p} p_i \), where each \( p_i \) is either a zero polynomial or a homogeneous polynomial of degree \( i \) for \( i \geq 0 \). If \( p \) is not a constant polynomial then \( m = \deg p \geq 1 \) and \( p_m \neq 0 \). The polynomial \( p_m \) is called the principal part of \( p \) and is denoted by \( p_\pi \). (If \( p \) is a constant polynomial then \( p_\pi = p \).)
5. Let $p, q \in \mathbb{D}[x_1, \ldots, x_n]$. Show $(pq)_x = p_x q_x$.

6. Let $\mathbb{F}$ be a field with two elements at least which does not have characteristic 0. Show that there exists a unique prime integer $p \geq 2$ such that $pf = 0$ for each $f \in \mathbb{F}$. $p$ is called the characteristic of $\mathbb{F}$.

1.2 Bezout Domains

Let $a_1, \ldots, a_n \in \mathbb{D}$. Assume first that not all of $a_1, \ldots, a_n$ are equal to zero. An element $d \in \mathbb{D}$ is a greatest common divisor (g.c.d) of $a_1, \ldots, a_n$ if $d | a_i$ for $i = 1, \ldots, n$, and for any $d'$ such that $d' | a_i$, $i = 1, \ldots, n$, $d' | d$. Denote by $(a_1, \ldots, a_n)$ any g.c.d. of $a_1, \ldots, a_n$. Then $\{(a_1, \ldots, a_n)\}$ is the equivalence class of all g.c.d. of $a_1, \ldots, a_n$. For $a_1 = \cdots = a_n = 0$, we define 0 to be the g.c.d. of $a_1, \ldots, a_n$, i.e. $(a_1, \ldots, a_n) = 0$. The elements $a_1, \ldots, a_n$ are called coprime if $\{(a_1, \ldots, a_n)\} = \{\{1\}\}$.

Definition 1.2.1 \(\mathbb{D}\) is called a greatest common divisor domain, or simply GCD domain and denoted by $\mathbb{D}_G$, if any two elements in $\mathbb{D}$ have a g.c.d.

A simple example of $\mathbb{D}_G$ is $\mathbb{Z}$. See Problem 5 below for a non GCD domain.

Definition 1.2.2 Let $\mathbb{D}$ be a commutative ring. A subset $I \subset \mathbb{D}$ is called an ideal if for any $a, b \in I$ and $p, q \in \mathbb{D}$ the element $pa + qb$ belongs to $I$.

In $\mathbb{Z}$ any nontrivial ideal is the set of all numbers divisible by an integer $k \neq 0$. In $H(\Omega)$, the set of functions which vanishes on a prescribed set $U \subset \Omega$, i.e.

\[
I(U) := \{ f \in H(\Omega) : f(\zeta) = 0, \text{ for all } \zeta \in U \},
\]

is an ideal. An ideal $I$ is called prime if $ab \in I$ implies that either $a$ or $b$ is in $I$. $I \subset \mathbb{Z}$ is a prime ideal if and only if $I$ is the set of integers divisible by some prime number $p$. An ideal $I$ is called maximal if the only ideals which contain $I$ are $I$ and $\mathbb{D}$. $I$ is called finitely generated if there exists $k$ elements (generators) $p_1, \ldots, p_k \in I$ such that any $i \in I$ is of the form

\[
i = a_1 p_1 + \cdots + a_k p_k
\]

for some $a_1, \ldots, a_k \in \mathbb{D}$. For example, in $\mathbb{D}[x, y]$ the set of all polynomials $p(x, y)$ such that

\[
p(0, 0) = 0,
\]
is an ideal generated by $x$ and $y$. An ideal is called a principal ideal if it is generated by one element $p$.

**Definition 1.2.3** $\mathbb{D}$ is called a Bezout domain, or simply BD and denoted by $\mathbb{D}_B$, if any two elements $a, b \in \mathbb{D}$ have g.c.d. $(a, b)$ such that

$$ (a, b) = pa + qb, $$

for some $p, q \in \mathbb{D}$.

It is easy to show by induction that for $a_1, \ldots, a_n \in \mathbb{D}_B$

$$ (a_1, \ldots, a_n) = \sum_{i=1}^{n} p_i a_i, \text{ for some } p_1, \ldots, p_n \in \mathbb{D}_B. $$

**Lemma 1.2.4** An integral domain is a Bezout domain if and only if any finitely generated ideal is principal.

**Proof.** Assume that an ideal of $\mathbb{D}_B$ is generated by $a_1, \ldots, a_n$. Then (1.2.5) implies that $(a_1, \ldots, a_n) \in I$. Clearly $(a_1, \ldots, a_n)$ is a generator of $I$. Assume now that any finitely generated ideal of $\mathbb{D}$ is principal. For given $a, b \in \mathbb{D}$ let $I$ be the ideal generated by $a$ and $b$. Let $d$ be a generator of $I$. So

$$ d = pa + qb. $$

Since $d$ generates $I$ $d$ divides $a$ and $b$. (1.2.6) implies that if $d'$ divides $a$ and $b$ then $d' | d$. Hence $d = (a, b)$ and $\mathbb{D}$ is $\mathbb{D}_B$. \qed

Let $I \subset \mathbb{D}[x, y]$ be the ideal given by (1.2.3). Clearly $(x, y) = 1$. As $1 \notin I$, $I$ is not principal. As $x, y$ generate $I$ we obtain that $\mathbb{D}[x, y]$ is not $\mathbb{D}_B$. In particular $\mathbb{F}[x_1, \ldots, x_n]$ is not $\mathbb{D}_B$ for $n \geq 2$. The same argument shows that $H(\Omega)$ is not $\mathbb{D}_B$ for $\Omega \subset \mathbb{C}^n$ and $n \geq 2$. It is a standard fact that $\mathbb{F}[x]$ is a Bezout domain [Lan67]. (See $\S$1.3.) For a connected set $\Omega \subset \mathbb{C}$ $H(\Omega)$ is $\mathbb{D}_B$. This result is implied by the following interpolation theorem [Rud74, Thms 15.11, 15.15]:

**Theorem 1.2.5** Let $\Omega \subset \mathbb{C}$ be an open set, $A \subset \Omega$ be a countable set with no accumulation point in $\Omega$. Assume that for each $\zeta \in A$, $m(\zeta)$ and $w_0, \zeta, \ldots, w_m(\zeta, \zeta)$ are a nonnegative integer and $m(\zeta) + 1$ complex numbers, respectively. Then there exists $f \in H(\Omega)$ such that

$$ f^{(n)}(\zeta) = n! w_n(\zeta), \quad n = 0, \ldots, m(\zeta), \quad \text{for all } \zeta \in A. $$

Furthermore, if all $w_n(\zeta) = 0$ then there exists $g \in H(\Omega)$ such that all zeros of $g$ are in $A$ and $g$ has a zero of order $m(\zeta) + 1$ at each $\zeta \in A$.  

Theorem 1.2.6 Let $\Omega \subset \mathbb{C}$ be a domain. Then for $a, b \in H(\Omega)$ there exists $p \in H(\Omega)$ such that $(a, b) = pa + b$.

**Proof.** If $a = 0$ or $b = 0$ then $(a, b) = 1$. Assume that $ab \neq 0$. Let $A$ be the set of common zeros of $a(z)$ and $b(z)$. For each $\zeta \in A$ let $m(\zeta) + 1$ be the minimum multiplicity of the zero $z = \zeta$ of $a(z)$ and $b(z)$. Theorem 1.2.5 implies the existence of $f \in H(\Omega)$ which has its zeros at $A$, such that at each $\zeta \in A$ $f(z)$ has a zero of order $m(\zeta) + 1$. Hence

$$a = \hat{a}f, \quad b = \hat{b}f, \quad \hat{a}, \hat{b} \in H(\Omega).$$

Thus $\hat{a}$ and $\hat{b}$ do not have common zeros. If $A$ is empty then $\hat{a} = a$, $\hat{b} = b$. Let $\hat{A}$ be the set of zeros of $\hat{a}$. Assume that for each $\zeta \in \hat{A}$, $\hat{a}$ has a zero of multiplicity $n(\zeta) + 1$. Since $b(\zeta) \neq 0$ for any $\zeta \in \hat{A}$, Theorem 1.2.5 implies the existence of a function $g \in H(\Omega)$ which satisfies the interpolation conditions:

$$\frac{d^k}{dz^k}(e^{g(z)})|_{z=\zeta} = \frac{d^k}{dz^k}b(z)|_{z=\zeta}, \quad k = 0, \ldots, n(\zeta), \quad \zeta \in \hat{A}.$$

Then

$$p = e^g - \frac{\hat{b}}{\hat{a}}, \quad (a, b) = fe^g = pa + b$$

and the theorem follows. $\square$

**Corollary 1.2.7** Let $\Omega \subset \mathbb{C}$ be a connected set. Then $H(\Omega)$ is a Bezout domain.

**Problems**

1. Let $a, b, c \in \mathbb{D}_B$. Assume that $(a, b) = 1$, $(a, c) = 1$. Show that $(a, bc) = 1$.

2. Let $I$ be a prime ideal in $\mathbb{D}$. Show that $\mathbb{D}/I$ (the set of all cosets of the form $I + a$) is an integral domain.

3. Let $I$ be an ideal in $\mathbb{D}$. For $p \in \mathbb{D}$ denote by $I(p)$ the set:

$$I(p) := \{ a \in \mathbb{D} : \quad a = bp + q, \text{ for all } b \in \mathbb{D}, q \in I \}.$$ 

Show that $I(p)$ is an ideal. Prove that $I$ is a maximal ideal if and only if for any $p \notin I$, $I(p) = \mathbb{D}$.

4. Show that an ideal $I$ is maximal if and only if $\mathbb{D}/I$ is a field.
5. Let $\mathbb{Z}[\sqrt{-3}] = \{a \in \mathbb{C}, a = p + q\sqrt{-3}, p, q \in \mathbb{Z}\}$. Show

(a) $\mathbb{Z}[\sqrt{-3}]$, viewed as a subset of $\mathbb{C}$, is a domain with respect to the addition and multiplication in $\mathbb{C}$.

(b) Let $z = a + b\sqrt{-3} \in \mathbb{Z}[\sqrt{-3}]$. Then

$|z| = 1 \iff z = \pm 1, \quad |z| = 2 \iff z = \pm 2$ or $z = \pm 1 \pm \sqrt{-3}$.

$|z| \geq \sqrt{7}$ for all other values of $z \neq 0$. In particular if $|z| = 2$ then $z$ is a prime.

(c) Let

$$a = 4 = 2 \cdot 2 = (1 + \sqrt{-3})(1 - \sqrt{-3}), \quad b = (1 + \sqrt{-3}) \cdot 2 = -(1 - \sqrt{-3})^2.$$

Then any $d$ that divides $a$ and $b$ divides one of the following primes $d_1 := 1 + \sqrt{-3}, d_2 = 1 - \sqrt{-3}, d_2 := 2$.

(d) $\mathbb{Z}[\sqrt{-3}]$ is not GCD domain.

1.3 $\mathbb{D}_U, \mathbb{D}_P$ and $\mathbb{D}_E$ domains

$p \in \mathbb{D}$ is irreducible (prime) if it is not a unit and every divisor of $p$ is improper. A positive integer $p \in \mathbb{Z}$ is irreducible if and only if $p$ is prime. A linear polynomial in $\mathbb{D}[x_1, \ldots, x_n] \text{ is irreducible.}$

**Lemma 1.3.1** Let $\Omega \subset \mathbb{C}$ be a connected set. Then all irreducible elements of $H(\Omega)$ (up to multiplication by invertible elements) are of the form $z - \zeta$ for each $\zeta \in \Omega$.

**Proof.** Let $f \in H(\Omega)$ be noninvertible. Then there exists $\zeta \in \Omega$ such that $f(\zeta) = 0$. Hence $z - \zeta | f(z)$. Therefore the only irreducible elements are $z - \zeta$. Clearly $\frac{z - \zeta}{z - \zeta}$ is analytic in $\Omega$ if and only if $\eta = \zeta$. □

For $\zeta \in \mathbb{C}$, $H_{\zeta}$ has one irreducible element, namely $z - \zeta$.

**Definition 1.3.2** $\mathbb{D}$ is a unique factorization domain, or simply UFD and denoted by $\mathbb{D}_U$, if any nonzero, noninvertible element $a$ can be factored as a product of irreducible elements

$$a = p_1 \cdots p_r,$$

and these are uniquely determined up to order and invertible factors.

$\mathbb{Z}$ and $H_{\zeta}, \zeta \in \mathbb{C}$ are $\mathbb{D}_U$. $\mathbb{F}[x_1, \ldots, x_n]$ is $\mathbb{D}_U$ [Lan67].
Lemma 1.3.3 Let \( \Omega \subset \mathbb{C} \) be a domain. Then \( H(\Omega) \) is not a unique factorization domain.

Proof. Theorem 1.2.6 yields the existence of a nonzero function \( a(z) \in H(\Omega) \) which has a countably infinite number of zeros \( \Omega \) (which do not accumulate in \( \Omega \)). Use Lemma 1.3.1 to deduce that \( a \) can not be a product of a finite number of irreducible elements. \( \square \)

A straightforward consequence of this lemma is that for any domain \( \Omega \subset \mathbb{C}^n, H(\Omega) \) is not \( \mathbb{D}_U \). See Problem 2 below.

Definition 1.3.4 \( \mathbb{D} \) is principal ideal domain, or simply PID and denoted by \( \mathbb{D}_P \), if every ideal of \( \mathbb{D} \) is principal.

\( \mathbb{Z} \) and \( \mathbb{F}[z] \) are \( \mathbb{D}_P \). It is known that any \( \mathbb{D}_P \) is \( \mathbb{D}_U \) ([Lan67] or [vdW59]). Thus \( H(\Omega) \) is not \( \mathbb{D}_P \) for any open connected set \( \Omega \subset \mathbb{C}^n \).

Definition 1.3.5 \( \mathbb{D} \) is a Euclidean domain, or simply ED and denoted by \( \mathbb{D}_E \), if there exists a function \( d: \mathbb{D} \setminus \{0\} \to \mathbb{Z}_+ \) such that:

\[
\begin{align*}
(1.3.2) & \quad \text{for all } a, b \in \mathbb{D}, ab \neq 0 \quad d(a) \leq d(ab); \\
(1.3.3) & \quad a = tb + r, \text{ where either } r = 0 \text{ or } d(r) < d(b).
\end{align*}
\]

We define \( d(0) = -\infty \).

Standard examples of Euclidean domains are \( \mathbb{Z} \) and \( \mathbb{F}[x] \), see Problem 1 below.

Lemma 1.3.6 Any ideal \( \{0\} \neq I \subset \mathbb{D}_E \) is principal.

Proof. Let \( \min_{x \in I \setminus \{0\}} d(x) = d(a) \). Then \( I \) is generated by \( a \). \( \square \)

Lemma 1.3.7 Let \( \Omega \subset \mathbb{C} \) be a compact connected set. Then \( H(\Omega) \) is \( \mathbb{D}_E \). Here \( d(a) \) is the number of zeros of a nonzero function \( a \in H(\Omega) \) counted with their multiplicities.

Proof. Let \( a \) be a nonzero analytic functions on a domain \( O \supset \Omega \). Since each zero of \( a \) is an isolated zero of finite multiplicity, the assumption that \( \Omega \) is compact yields that \( a \) has a finite number of zeros in \( \Omega \). Hence \( d(a) < \infty \).

Let \( p_a \) be a nonzero polynomial of degree \( d(a) \) such that \( a_0 := \frac{a}{p_a} \) does not vanish on \( \Omega \). By definition, \( d(a) = d(p_a) = \deg p \). Let \( a, b \in H(\Omega), ab \neq 0 \).

Since \( \mathbb{C}[z] \) is \( \mathbb{D}_E \) we deduce that

\[
p_a(z) = t(z)p_b(z) + r(z), \quad r = 0 \text{ or } d(r) < d(p_b).
\]
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Hence

$$a = \frac{a_0t}{b_0}b + a_0r, \quad a_0r = 0 \text{ or } d(a_0r) = d(r) < d(p_b) = d(b).$$

$\square$

The Weierstrass preparation theorem [GuR65] can be used to prove the following extension of the above lemma to several complex variables:

**Lemma 1.3.8** Let $\Omega \subset \mathbb{C}^n$ be a compact connected set. Then $H(\Omega)$ is $\mathbb{D}_U$.

Let $a_1, a_2 \in \mathbb{D}_E \setminus \{0\}$. Assume that $d(a_1) \geq d(a_2)$. The Euclidean algorithm consists of a sequence $a_1, \ldots, a_{k+1}$ which is defined recursively as follows:

$$(1.3.4) \quad a_i = t_ia_{i+1} + a_{i+2}, \quad a_{i+2} = 0 \text{ or } d(a_{i+2}) < d(a_{i+1}).$$

Since $d(a) \geq 0$ the Euclidean algorithm terminates $a_1 \neq 0, \ldots, a_k \neq 0$ and $a_{k+1} = 0$. Hence

$$(1.3.5) \quad (a_1, a_2) = a_k.$$ 

See Problem 3 below.

**Problems**

1. Show that the following domains are Euclidean.
   (a) $\mathbb{Z}$, where $d(a) = |a|$ for any $a \in \mathbb{Z}$.
   (b) $\mathbb{F}[x]$, where $d(p(x)) = \deg p(x)$ for each nonzero polynomial $p(x) \in \mathbb{F}[x]$.

2. Let $\Omega \subset \mathbb{C}^n$ be a domain. Construct a nonzero function $f$ depending on one variable in $\Omega$, which has an infinite number of zeros in $\Omega$. Prove that $f$ can not be decomposed to a finite product of irreducible elements. Hence $H(\Omega)$ is not $\mathbb{D}_U$.

3. Consider the equation (1.3.3) for $r \neq 0$. Show that $(a, b) = (a, r)$. Using this result prove (1.3.5).

1.4 Factorizations in $\mathbb{D}[x]$

Let $\mathbb{F}$ be the field of quotients of $\mathbb{D}$. Assume that $p(x) \in \mathbb{D}[x]$. Suppose that

$$p(x) = p_1(x)p_2(x), \quad \text{for some } p_1(x), p_2(x) \in \mathbb{F}[x].$$
We discuss the problem of determining when \( p_1(x), p_2(x) \in \mathbb{D}[x] \). One has to take into account that for any \( q(x) \in \mathbb{F}[x] \),

\[
q(x) = \frac{p(x)}{a}, \quad \text{for some } p(x) \in \mathbb{D}[x], \text{ and some } a \in \mathbb{D}.
\]

**Definition 1.4.1**

Let

\[
p(x) = a_0x^m + \cdots + a_m \in \mathbb{D}[x].
\]

\( p(x) \) is called normalized if \( a_0 = 1 \). Let \( \mathbb{D} \) be a GCD domain and denote \( c(p) = (a_0, \ldots, a_m) \). \( p(x) \) is called primitive if \( c(p) = 1 \).

The following result follows from Problem 2 below.

**Lemma 1.4.2**

Let \( \mathbb{F} \) be the quotient field of \( \mathbb{D}_G \). Then for any \( q(x) \in \mathbb{F}[x] \) there exists a decomposition (1.4.1) where \( (c(p), a) = 1 \). The polynomial \( p(x) \) is uniquely determined up to an invertible factor in \( \mathbb{D}_G \). Furthermore,

\[
q(x) = \frac{b}{a} r(x), \quad r(x) \in \mathbb{D}_G[x], \ a, b \in \mathbb{D}_G,
\]

where \( (a, b) = 1 \) and \( r(x) \) is primitive.

**Lemma 1.4.3** (Gauss’s lemma) Let \( p(x), q(x) \in \mathbb{D}_U[x] \) be primitive. Then \( p(x)q(x) \) is primitive.

The proof of Gauss’s lemma follows from the following proposition.

**Proposition 1.4.4**

Let \( p, q \in \mathbb{D}_G[x] \). Assume that \( \pi \in \mathbb{D} \) is a prime element which divides \( c(pq) \). Then \( \pi \) divides either \( c(p) \) or \( c(q) \).

**Proof.** Clearly, it is enough to assume that \( p, q \neq 0 \). We prove the Proposition by induction on \( k = \deg p + \deg q \). For \( k = 0 \) \( p(x) = a_0, q(x) = b_0 \). Hence \( c(pq) = a_0b_0 \). Since \( \pi \mid a_0b_0 \) we deduce that \( \pi \) divides either \( a_0 = c(p) \) or \( b_0 = c(q) \).

Assume that the proposition holds for \( k \leq l \) and assume that \( k = l + 1 \). Let \( p = \sum_{i=0}^{m} a_i x^i, q = \sum_{j=0}^{n} b_j x^j, \) where \( a_n b_l \neq 0 \) and \( l + 1 = m + n \). So \( \pi \mid a_m b_n \). Without loss of generality we may assume that nontrivial case \( \pi \mid a_m \) and \( m > 0 \). Let \( r(x) = \sum_{i=0}^{m-1} a_i x^i \). Since \( \pi \mid c(pq) \) it is straightforward that \( \pi \mid c(rq) \). As \( \deg r + \deg q \leq l \) we deduce that \( \pi \mid c(r)c(q) \). If \( \pi \mid c(q) \) the proposition follows. If \( \pi \mid c(r) \) then \( \pi \mid c(p) \) and the proposition follows in this case too. \( \Box \)
Corollary 1.4.5 Let \( p(x) \in \mathbb{D}_U[x] \) be primitive. Assume that \( p(x) \) is irreducible in \( \mathbb{F}[x] \), where \( \mathbb{F} \) is the quotient field of \( \mathbb{D}_U \). Then \( p(x) \) is irreducible in \( \mathbb{D}_U[x] \).

Theorem 1.4.6 Let \( \mathbb{F} \) be the quotient field of \( \mathbb{D}_U \). Then any \( p(x) \in \mathbb{D}_U[x] \) has unique decomposition (up to invertible elements in \( \mathbb{D}_U \)):

\[
p(x) = a q_1(x) \cdots q_s(x), \quad q_1, \ldots, q_s \in \mathbb{D}_U[x], \quad a \in \mathbb{D}_U,
\]

where \( q_1(x), \ldots, q_s(x) \) are primitive and irreducible in \( \mathbb{F}[x] \), and \( a \) has decomposition (1.3.1). Hence \( \mathbb{D}_U[x] \) is a UFD.

See [Lan67] and Problems 3-5 below.

Normalization 1.4.7 Let \( \mathbb{F} \) be a field and assume that \( p(x) \in \mathbb{F}[x] \) is a nonconstant normalized polynomial in \( \mathbb{F}[x] \). Let (1.4.4) be a decomposition to irreducible factors. Normalize the decomposition (1.4.4) by letting \( q_1(x), \ldots, q_s(x) \) be normalized irreducible polynomials in \( \mathbb{F}[x] \). (Then \( a = 1 \).)

Lemmas 1.4.3 and 1.4.5 yield (see Problem 5 below):

Theorem 1.4.8 Let \( p(x) \) be a normalized nonconstant polynomials in \( \mathbb{D}_U[x] \). Let (1.4.4) be a normalized decomposition in \( \mathbb{F}[x] \), where \( \mathbb{F} \) is the quotient field of \( \mathbb{D}_U \). Then \( q_1(x), \ldots, q_s(x) \) are irreducible polynomials in \( \mathbb{D}_U[x] \).

Theorem 1.4.9 Let \( \Omega \subset \mathbb{C}^n \) be a connected set. Assume that \( p(x) \) is a normalized nonconstant polynomial in \( H(\Omega)[x] \). Let (1.4.4) be a normalized decomposition in \( \mathcal{M}[x] \), where \( \mathcal{M} \) is the field of meromorphic functions in \( \Omega \). Then each \( q_j(x) \) is an irreducible polynomial in \( H(\Omega)[x] \).

Proof. By the definition of \( H(\Omega) \) we may assume that \( p(x) \in H(\Omega_0)[x] \), \( q_j(x) \in \mathcal{M}(\Omega_0)[x] \), \( j = 1, \ldots, s \) for some domain \( \Omega_0 \supset \Omega \). Let

\[
q(x, z) = x^t + \sum_{r=1}^{t} \frac{\alpha_r(z)}{\beta_r(z)} x^{t-r},
\]

\( x \in \mathbb{C}, \ z \in \Omega_0, \ \alpha_r(z), \beta_r(z) \in H(\Omega_0), \ r = 1, \ldots, t \).

Then \( q(x, z) \) is analytic on \( \Omega_0 \setminus \Gamma \), where \( \Gamma \) is an analytic variety given by

\[
\Gamma = \{ z \in \Omega_0 : \prod_{r=1}^{t} \beta_r(z) = 0 \}.
\]

Let \( x_1(z), \ldots, x_t(z) \) be the roots of \( q(x, z) = 0 \), which is well defined as an unordered set of functions \( \{ x_1(z), \ldots, x_t(z) \} \) on \( \Omega \setminus \Gamma \). Suppose that each
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$x_k(z)$ is bounded on some neighborhood $O$ of a point $\zeta \in \Gamma$. Then each \( \frac{a_j(z)}{b_j(z)} \), which is the $j$ symmetric function of \( \{x_1(z), ..., x_t(z)\} \), is bounded on $O$. The Riemann extension theorem [GrH78] implies that $\frac{a_j(z)}{b_j(z)}$ is analytic in $O$. If each $x_k(z)$ is bounded in the neighborhood of each $\zeta \in \Gamma$ it follows that $\frac{a_k(z)}{b_k(z)} \in H(\Omega_0)$, $k = 1, ..., t$.

The assumption that $p(x, z)$ is a normalized polynomial in $H(\Omega_0)$ yields that all the roots of $p(x, z) = 0$ are bounded on any compact set $S \subset \Omega$. The above arguments show that each $q_j(x, z)$ in the decomposition (1.4.4) of $p(x, z)$ is an irreducible polynomial in $H(\Omega)[x]$. \( \square \)

Problems

1. $a_1, ..., a_k \in \mathbb{D} \setminus \{0\}$ are said to have a least common multiple, denoted by $\text{lcm}(a_1, ..., a_k)$ and abbreviated as lcm, if the following conditions hold. Assume that $b \in \mathbb{D}$ is divisible by each $a_i, i = 1, ..., k$. Then $\text{lcm}(a_1, ..., a_k)|b$. (Note that the lcm is defined up to an invertible element.) Let $\mathbb{D}$ be a GCD domain. Show

   - (a) $\text{lcm}(a_1, a_2) = \frac{a_1a_2}{\text{lcm}(a_1, a_2)}$.
   - (b) For $k > 2$ $\text{lcm}(a_1, ..., a_k) = \frac{\text{lcm}(a_1, ..., a_{k-1})a_k}{\text{lcm}(\text{lcm}(a_1, ..., a_{k-1}), a_k)}$.

2. Let $\mathbb{F}$ be the quotient field of $\mathbb{D}_G$. Assume that $0 \neq q(x) \in \mathbb{F}[x]$. Write $q(x) = \sum_{i \in I} \frac{b_i}{c_i} x^i$ where $a_i, b_i \in \mathbb{D}_G \setminus \{0\}$ for each $i \in I$, and $I = \{0 \leq i_1 < \ldots < i_k\}$ is a finite subset of $\mathbb{Z}_+ \setminus \{0\}$. Let $a_i' = \frac{a_i}{(a_i, b_i)}$, $b_i' = \frac{b_i}{(a_i, b_i)}$ for $i \in I$. Then (1.4.1) holds, where $e = \text{lcm}(a_1', ..., a_k')$ and $p(x) = \sum_{i \in I} \frac{b_i'}{a_i'} x^i$. Show that $(c(p), a) = 1$. Furthermore, if $q(x) = \frac{x^d}{e}$ for some $r(x) \in \mathbb{D}_G[x], c \in \mathbb{D}_G$ then $c = ep(x)$ for some $e \in \mathbb{D}_G \setminus \{0\}$.

3. Let $p(x)$ be given by (1.4.2) and put

$$q(x) = b_0 x^n + \cdots + b_n, \quad r(x) = p(x)q(x) = c_0 x^{m+n} + \cdots + c_{m+n}.$$ 

Assume that $p(x), q(x) \in \mathbb{D}_U[x]$. Let $\pi$ be an irreducible element in $\mathbb{D}_U$ such that

$$\pi | a_i, \ i = 0, ..., \alpha, \ \pi | b_j, \ j = 0, ..., \beta, \ \pi | c_{\alpha + \beta + 2}.$$ 

Then either $\pi | a_{\alpha+1}$ or $\pi | b_{\beta+1}$. 
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4. Prove that if \( p(x), q(x) \in \mathbb{D}_U[x] \) then \( c(pq) = c(p)c(q) \).
   
   Deduce from the above equality Lemma 1.4.3. Also, show that if \( p(x) \)
   and \( q(x) \) are normalized polynomials then \( p(x)q(x) \) is primitive.

5. Prove Theorem 1.4.8.

6. Using the equality \( \mathbb{D}[x_1, ..., x_{n-1}][x_n] = \mathbb{D}[x_1, ..., x_n] \), prove that \( \mathbb{D}_U[x_1, ..., x_n] \)
   is a UFD. Deduce that \( F[x_1, ..., x_n] \) is a UFD.

1.5 Elementary Divisor Domains

**Definition 1.5.1** \( \mathbb{D}_G \) is an elementary divisor domain, or simply EDD
and denoted by \( \mathbb{D}_{ED} \), if for any three elements \( a, b, c \in \mathbb{D} \) there exists
\( p, q, x, y \in \mathbb{D} \) such that

\[
(a, b, c) = (px, b) + (py, a) + (qy, c).
\]

By letting \( c = 0 \) we obtain that \( (a, b) \) is a linear combination of \( a \) and \( b \).
Hence an elementary divisor domain is a Bezout domain.

**Theorem 1.5.2** Let \( \mathbb{D} \) be a principal ideal domain. Then \( \mathbb{D} \) is an ele-
mentary divisor domain.

**Proof.** Without loss of generality we may assume that \( abc \neq 0 \), \( (a, b, c) = 1 \).
Let \( (a, c) = d \). Since \( \mathbb{D} \) is \( \mathbb{D}_U \) ([Lan67]), we decompose \( a = a' a'' \), where in
the prime decomposition (1.3.1) of \( a \), \( a' \) contains all the irreducible factors
of \( a \), which appear in the decomposition of \( d \) into irreducible factors. Thus

\[
a = a' a'', \quad (a', a'') = 1, \quad (a', c) = (a, c), \quad (a'', c) = 1,
\]

and if \( a', f \) are not coprime then \( c, f \) are not coprime.

Hence there exist \( q \) and \( \alpha \) such that

\[
b - 1 = -qc + \alpha a''.
\]

Let \( d' = (a, b + qc) \). The above equality implies that \( (d', a'') = 1 \). Suppose
that \( d' \) is not coprime with \( a' \). Then there exists a noninvertible \( f \) such that
\( f \) divides \( d' \) and \( a' \). According to (1.5.2) \( (f, c) = f' \) and \( f' \) is not invertible.
Thus \( f'|b \) which implies that \( f' \) divides \( a, c \) and \( b \), which is contradictory to
our assumption that \( (a, b, c) = 1 \). So \( (d', a') = 1 \) which implies \( (d', a) = 1 \).
Therefore there exists \( x, y \in \mathbb{D} \) such that \( xa + y(b + qc) = 1 \). This shows
(1.5.1) with \( p = 1 \). \( \square \)

**Theorem 1.5.3** Let \( \Omega \subset \mathbb{C} \) be a connected set. Then \( H(\Omega) \) is an ele-
mentary divisor domain.
Proof. Given \( a, b, c \in H(\Omega) \) we may assume that \( a, b, c \in H(\Omega_0) \) for some domain \( \Omega_0 \supset \Omega \). Theorem 1.2.6 yields

\[
(a, b, c) = (a, (b, c)) = a + g(b, c) = a + g(b + qc).
\]

Problems

1. \( \mathbb{D} \) is called adequate if for any \( 0 \neq a, c \in \mathbb{D} \) (1.5.2) holds. Use the proof of Theorem 1.5.2 to show that any adequate \( \mathbb{D}_B \) is \( \mathbb{D}_{ED} \).

2. Prove that for any connected set \( \Omega \subset \mathbb{C} \), \( H(\Omega) \) is an adequate domain ([Hel43]).

1.6 Modules

Definition 1.6.1 \( M \) is an abelian group if it has a binary operation, denoted by +, which satisfies the conditions (1.1.1 – 1.1.5).

Definition 1.6.2 Let \( R \) be a ring with identity. An abelian group \( M \) is called a (left) \( R \)-module if for each \( r \in R \), \( v \in M \) the product \( rv \) is an element of \( M \) such that the following properties hold:

\[
(rv_1 + rv_2) = rv_1 + rv_2, \quad (r_1 + r_2)v = r_1v + r_2v,
\]

(1.6.1)

\[
(rs)v = r(sv), \quad 1v = v.
\]

\( N \subset M \) is called a submodule if \( N \) is an \( R \)-module.

Assume that \( R \) does not have zero divisors. (I.e. if \( r, s \in R \) and \( rs = 0 \) then either \( r = 0 \) or \( s = 0 \).) Then \( M \) does not have zero divisors if

(1.6.2) \( rv = 0 \) if and only if \( v = 0 \) for any \( r \neq 0 \).

Assume that \( \mathbb{D} \) is an integral domain. Then \( M \) is a called a \( \mathbb{D} \)-module if in addition to being a module, \( M \) does not have zero divisors.

Let \( \mathbb{F} \) be a field. Then an \( \mathbb{F} \)-module is called a vector space \( V \) over \( \mathbb{F} \). A submodule of \( V \) is called a subspace.

A standard example of an \( R \)-module is

(1.6.3) \( R^m := \{v = (v_1, \ldots, v_m)^T : v_i \in R, \ i = 1, \ldots, m\} \),
where
\[ u + v = (u_1 + v_1, \ldots, u_m + v_m)^\top, \]
(1.6.4)
\[ ru = (ru_1, \ldots, ru_m)^\top, \quad r \in R. \]

Note that if R does not have zero divisors then \( R^n \) is an R-module with no zero divisors.

One of the standard examples of submodules in \( D^n \) is as follows: Consider the linear homogeneous system

(1.6.5)
\[ \sum_{j=1}^{n} a_{ij}x_j = 0, \quad a_{ij}, x_j \in D, \ i = 1, \ldots, m, \ j = 1, \ldots, n. \]

Then the set of solutions \( x = (x_1, \ldots, x_n)^\top \) is a submodule of \( D^n \).

**Definition 1.6.3** A \( D \)-module \( M \) is finitely generated if there exist \( n \)-elements (generators) \( v_1, \ldots, v_n \in M \) such that any \( v \in M \) is of the form

(1.6.6)
\[ v = \sum_{i=1}^{n} a_i v_i, \quad a_i \in D, \ i = 1, \ldots, n. \]

If each \( v \) can be expressed uniquely in the above form then \( v_1, \ldots, v_n \) is called a basis in \( M \), and \( M \) is said to have a finite basis. We denote a basis in \( M \) by \( [v_1, \ldots, v_n] \).

Note that \( D^m \) has a standard basis \( v_i = (\delta_{i1}, \ldots, \delta_{in})^\top, i = 1, \ldots, n \).

We now bring a short proof to the well known fact that a finitely generated vector space has a finite basis. We start with the following well known result.

**Lemma 1.6.4** Let \( D \) be an integral domain. Assume that \( n > m > 0 \) are integers. Consider the submodule \( N \subset D^n \) given by (1.6.5). Then \( N \) contains a nonzero element.

**Proof.** We first prove this result where \( D \) is a field \( F \). We prove this result by induction on \( n \). For \( n = 2 \) we have \( m = 1 \) and the lemma follows immediately. Suppose that lemma holds for \( n = N \). Assume that \( n = N+1 \). If \( a_{m1} = \ldots = a_{mn} = 0 \), let \( x_n = 0 \) and use the induction hypothesis. If \( a_{mj} \neq 0 \) then \( x_j = \frac{1}{a_{mj}} \sum_{i \neq j} a_{mi}x_i \). Substitute \( x_j \) by this expression in the first \( m - 1 \) equations in (1.6.5) and use induction to deduce the lemma.
Consider now the case \( D \) is an integral domain. Let \( \mathbb{F} \) be its field of quotients. By previous arguments there exist a solution \( x = (x_1, \ldots, x_n)^\top \in \mathbb{F}^n \setminus \{0\} \). Hence there exists \( a \in D \setminus \{0\} \) such that \( ax \in \mathbb{D}^n \). So \( ax \in \mathbb{N} \setminus \{0\} \).

Definition 1.6.5 Let \( D \) be an integral domain and \( M \) be a \( D \)-module. Assume that \( v_1, \ldots, v_n \in M \).

1. \( a_1v_1 + \ldots + a_nv_n \) is called a linear combination of \( v_1, \ldots, v_n \).
2. \( v_1, \ldots, v_n \) are called linearly independent if the equality \( \sum_{i=1}^{n} a_iv_i = 0 \) implies that \( a_1 = \ldots = a_n = 0 \).
3. \( v_1, \ldots, v_n \) are called linearly dependent if there exist \( a_1, \ldots, a_n \in D \) not all \( 0 \) such that \( \sum_{i=1}^{n} a_iv_i = 0 \).

Theorem 1.6.6 Let \( V \neq \{0\} \) be a vector space over \( \mathbb{F} \). Then the following are equivalent.

1. \( V \) has a basis \([v_1, \ldots, v_n]\).
2. Any \( n+1 \) elements in \( V \) are linearly dependent and any \( n \) linearly independent elements in \( V \) form a basis in \( V \). (\( n \) is called the dimension of \( V \) and denoted as \( \text{dim} V \).)
3. \( V \) is finitely generated.

Proof. 1. \( \Rightarrow \) 2. Let \( u_1, \ldots, u_{n+1} \in V \). So \( u_j = \sum_{i=1}^{n} b_{ij}v_i \) for \( j = 1, \ldots, n+1 \). Clearly

\[
\sum_{j=1}^{n+1} x_ju_j = \sum_{i=1}^{n} (\sum_{j=1}^{n+1} b_{ij}x_j)v_i.
\]

Lemma 1.6.4 yields that the system \( \sum_{j=1}^{n+1} b_{ij}x_j = 0 \) for \( i = 1, \ldots, n \) has a nontrivial solution. Hence \( u_1, \ldots, u_{n+1} \) are linearly dependent. Assume now that \( u_1, \ldots, u_n \in V \) linearly independent. Let \( u \in V \). So \( u_1, \ldots, u_n, u \) are linearly dependent. Hence \( x_1u_1 + \ldots + x_nu_n + au = 0 \) for some \( (x_1, \ldots, x_n, a)^\top \neq 0 \). As \( u_1, \ldots, u_n \) are linearly independent \( a \neq 0 \). So \( u = \sum_{i=1}^{n} y_iu_i \). Suppose \( u = \sum_{i=1}^{n} z_iu_i \). So \( u - u = 0 = \sum_{i=1}^{n} (y_i - z_i)u_i \). As \( u_1, \ldots, u_n \) are linearly independent it follows that \( y_i = z_i \) for \( i = 1, \ldots, n \). Hence \( u_1, \ldots, u_n \) is a basis of \( V \).

Clearly, 2. \( \Rightarrow \) 1. and 1. \( \Rightarrow \) 3. We now show 3. \( \Rightarrow \) 1. Assume that \( u_1, \ldots, u_m \) generate \( V \). Suppose first that \( u_1, \ldots, u_m \) are linearly independent. Then the above arguments show that \( u_1, \ldots, u_m \) is a basis in \( V \).
Assume next that \( u_1, \ldots, u_m \) are linearly dependent. Hence \( u_i \) is a linear combination of \( u_1, \ldots, u_{i-1}, u_{i+1}, \ldots, u_m \) for some \( i \). In particular, these \( m - 1 \) vectors generate \( V \). Continuing in this manner we find a subset of \( n \) vectors out of \( u_1, \ldots, u_m \) which generate \( V \) and are linearly independent. These \( n \) vectors form a basis in \( V \).

A finitely generated vector space is called finite dimensional.

**Lemma 1.6.7** Let \( D \) be an integral domain and assume that \( M \) is a \( D \)-module. Let \( \hat{V} \) be the set of all elements of the form \( (a,v) \) where \( a \in F \backslash \{0\} \) and \( v \in M \). Define a relation on \( \hat{V} \): 
\[(a,v) \sim (b,w) \text{ if there exists } c \in D \backslash \{0\} \text{ such that } ca, cb \in D \text{ and } (ca)v = (cb)w.\]

Then

1. \( \sim \) is an equivalence relation.
2. Let \( V := \hat{V} / \sim \). Define \( \phi : M \to V \) such that \( \phi(v) = (1, v) \). Then
   
   (a) One can define uniquely the addition on \( V \) and multiplication from the left by \( r \in R \) such that
   \[ \phi(r(u + v)) = r(\phi(u) + \phi(v)), \quad \phi((r + s)u) = (r + s)\phi(u). \]
   (b) \( V \) is a vector space over \( F \).
   (c) If \( M \) is finitely generated then \( V \) is finitely generated.

We leave the proof of this lemma as an exercise.

**Corollary 1.6.8** Any two finite bases of a \( D \) module contain the same number of elements \( \dim V \), where \( V \) is defined in Lemma 1.6.7.

In §1.13 we show that the above module has a basis if \( D \) is a Bezout domain.

**Notation 1.6.9** For a set \( S \) denote by \( S^{m \times n} \) the set of all \( m \times n \) matrices 
\[ A = [a_{ij}]_{i=1,j=1}^{m,n}, \] where each \( a_{ij} \in S \). In what follows assume that \( A \in S^{m \times n} \) as above.

1. The vectors \( v_i := (a_{i1}, \ldots, a_{im}) \) and \( c_j := (a_{1j}, \ldots, a_{mj})^{\top} \) are called the \( i \)-th row and the \( j \)-th columns of \( A \) respectively.
2. Denote by \( A^{\top} \in S^{n \times m} \) the matrix \( B = [b_{pq}]_{p=1,q=1}^{n,m} \) where \( b_{pq} = a_{qp} \) for \( p = 1, \ldots, n, q = 1, \ldots, m \).
3. \( A \) is called upper triangular or lower triangular if \( a_{ij} = 0 \) for \( i > j \) or \( j > i \) respectively.
4. A is called diagonal if $a_{ij} = 0$ for $i \neq j$.

**Definition 1.6.10** Let $R$ be a ring with identity. Then:

1. Assume that $m,n,p \in \mathbb{N}$. Then for $A = [a_{ij}]_{i,j=1}^{m,n} \in \mathbb{R}^{m \times n}$ and $B = [b_{jk}]_{j,k=1}^{n,p} \in \mathbb{R}^{n \times p}$ define $AB = [c_{ik}]_{i,k=1}^{m,p}$ by the formula:
   
   $$c_{ik} = \sum_{j=1}^{n} a_{ij} b_{jk}, \quad i = 1, \ldots, m, \quad k = 1, \ldots, p.$$ 

2. Define $I_n := [\delta_{ij}]_{i,j=1}^{n} \in \mathbb{R}^{n \times n}$.

3. $A \in \mathbb{R}^{n \times n}$ is called invertible, or unimodular, if there exists $B \in \mathbb{R}^{n \times n}$ such that $AB = BA = I_n$.

**Lemma 1.6.11** Let $R$ be a ring with identity. Then

1. $R^{n \times n}$ is a ring with identity $I_n$.

2. $R^{m \times n}$ is an $R$-left and $R$-right module. (That is $rA$ and $Ar$ are defined for each $A \in R^{m \times n}$ and $r \in R$, and the corresponding distribution properties apply.)

3. $R^{m \times n}$ is a left $R^{m \times m}$-module and a right $R^{n \times n}$-module.

4. For $n \geq 2$ $R^{n \times n}$ has zero divisors even if $R$ is a field.

5. Assume in addition that $R$ is commutative. Then $R^{n \times n}$ is an algebra: $r(AB) = (rA)B = A(rB)$.

The proof of the lemma is left to the reader.

**Definition 1.6.12** Let $M$ be a module over $D$. Assume that $M_i$ is a submodule of $M$ for $i = 1, \ldots, k$. Then $M$ is called a direct sum of $M_1, \ldots, M_k$, and denoted as $M = \bigoplus_{i=1}^{k} M_i$, if every element $m \in M$ can be expressed in unique way as a sum $m = \sum_{i=1}^{k} m_i$, where $m_i \in M_i$ for $i = 1, \ldots, k$.

**Definition 1.6.13** The ring of quaternions $\mathbb{H}$ is a four dimensional vector space over $\mathbb{R}$ with the basis $1, i, j, k$, i.e. vectors of the form

$$q = a + bi + cj + dk, \quad a, b, c, d \in \mathbb{R},$$

where

$$i^2 = j^2 = k^2 = -1, \quad ij = -ji = k, \quad jk = -kj = i, \quad ki = -ik = j.$$
It is known that \( \mathbb{H} \) is a noncommutative division algebra over \( \mathbb{R} \). See Problem 7 below.

**Problems**

1. Prove Lemma 1.6.7.

2. Let \( M \) be a finitely generated module over \( D \). Let \( F \) be the quotient field of \( D \). Show

   (a) Assume that \( M \) is generated by \( a_1, \ldots, a_m \). Let \( N = \{ x = (x_1, \ldots, x_m)^T \in D^m, \sum_{i=1}^m x_i a_i = 0 \} \). Then \( N \) is a \( D \)-module.

   (b) Let \( U \subseteq F^m \) be the subspace generated by all vectors in \( N \). (Any vector in \( U \) is a finite linear combination of vectors in \( N \).

      i. Show that any vector \( u \in U \) is of the form \( 1/c b \), where \( b \in N \).

      ii. Assume that \( \dim U = l \). Pick a basis \( [u_1, \ldots, u_l] \) in \( U \) and complete this basis to a basis in \( F^m \). So \( [u_1, \ldots, u_l, w_1, \ldots, w_{m-l}] \) is a basis in \( F^m \). Let \( W = \text{span} (w_1, \ldots, w_{m-l}) \). Let \( V \) be the quotient space \( F^m/U \). Show that any vector in \( V \) is of the form of a coset \( w+U \) for a unique vector \( w \in W \).

   (c) Define \( \phi : M \to V \) as follows. Let \( a \in M \) and write \( a = \sum_{i=1}^m a_i a_i \). Set \( \phi(a) = (a_1, \ldots, a_m)^T + U \). Then

      i. \( \phi \) is well defined, i.e. does not depend on a particular representation of \( a \) as a linear combination of \( a_1, \ldots, a_m \).

      ii. \( \phi(a) = \phi(b) \iff a = b \).

      iii. \( \phi(aa + bb) = a\phi(a) + b\phi(b) \) for any \( a, b \in D \) and \( a, b \in M \).

      iv. For any \( v \in V \) there exists \( a \in D \) and \( a \in M \) such that \( \phi(a) = av \).

   (d) Let \( Y \) be a finite dimensional vector space over \( F \) with the following properties.

      i. There is an injection \( \phi : M \to Y \), i.e. \( \phi \) is one to one, such that \( \phi(\alpha m + \beta n) = a\phi(m) + b\phi(n) \) for any \( a, b \in D \) and \( m, n \in M \).

      ii. For any \( y \in Y \) there exists \( a \in D \) and \( m \in M \) such that \( \phi(m) = ay \).

   Show that \( \dim Y = \dim V \), where \( V \) is defined in part b.
3. Let $M$ be a $D$-module with a finite basis. Let $N$ be a submodule of $M$. Show that if $D$ is $D_P$ then $N$ has a finite basis.

4. Let $M$ be a $D$-module with a finite basis. Assume that $N$ is a finitely generated submodule of $M$. Show that if $D$ is $D_B$ then $N$ has a finite basis.

5. Prove Lemma 1.6.11.

6. Let $M$ be a module over $D$. Assume that $M_i$ is a submodule of $M$ for $i = 1, \ldots, k$. Then $N := M_1 + \ldots + M_k$ is the set of all elements $m \in M$ of the form $m_1 + \ldots + m_k$, where $m_i \in M_i$ for $i = 1, \ldots, k$. Show

(a) $N$ is a submodule of $M$.

(b) $\cap_{i=1}^{k} M_i$ is a submodule of $M$.

(c) Assume that $M_1, \ldots, M_k$ are finitely generated. Then $N$ is finitely generated and $\dim N \leq \sum_{i=1}^{k} \dim M_i$.

(d) Assume that $M_1, \ldots, M_k$ have bases and $N = \bigoplus_{i=1}^{k} M_i$. Then $N$ has a basis and $\dim N = \sum_{i=1}^{k} \dim M_i$.

7. Show

(a) The ring of quaternions $H$ can be viewed as $C^2$, where each $q \in H$ of the form (1.6.7) can be written as $q = z + wj$, where $z = a + bi, w = c + di \in C$. Furthermore, for any $z \in C, jz = \bar{z}$.

(b) $H$ is a ring with the identity $1 = 1 + 0i + 0j + 0k$.

(c) $(rq)s = q(rs)$ for any $q, s \in H$ and $r \in R$. Hence $H$ is an algebra over $R$.

(d) Denote $|q| = \sqrt{a^2 + b^2 + c^2 + d^2}, q = a - bi - cj - dk$ for any $q$ of the form (1.6.7). Then $qq = \bar{q}q = |q|^2$. Hence $|q|^{-2}q$ is the right and the left inverse of $q \neq 0$.

1.7 Determinants

Definition 1.7.1

1. For a positive integer $n$ denote $[n] := \{1, \ldots, n\}$.

2. For $k \in [n]$ denote by $[n]_k$ the set of all subsets of $[n]$ of cardinality $k$. Each $\alpha \in [n]_k$ is represented by $\alpha := (\alpha_1, \ldots, \alpha_k)$, where $\alpha_1, \ldots, \alpha_k$ are integers satisfying $1 \leq \alpha_1 < \ldots < \alpha_k \leq n$. Denote $\|\alpha\|_1 := \sum_{j=1}^{k} \alpha_j$. 
3. Let \( A = [a_{ij}]_{i,j=1}^{m,n} \in S_{m \times n} \). Assume that \( \alpha = (\alpha_1, \ldots, \alpha_k) \in [m]_k, \beta = (\beta_1, \ldots, \beta_l) \in [n]_l \). Denote by \( A(\alpha, \beta) = [a_{\alpha_p \beta_q}]_{p,q=1}^{k,l} \in S_{k \times l} \) and by \( A(\alpha, \beta) \in S_{(m-k) \times (n-l)} \) the matrix obtained from \( A \) by deleting \( \alpha_1, \ldots, \alpha_k \) rows and \( \beta_1, \ldots, \beta_l \) columns respectively.

4. Let \( \Sigma_n \) the group of bijections (permutations) \( \sigma : [n] \to [n] \).

5. \( \text{id} \in \Sigma_n \) is the identity element, i.e., \( \text{id}(i) = i \) for all \( i \in [n] \).

6. An element \( \tau \in \Sigma_n \) is called a transposition if there exists \( i, j \in [n], i \neq j \) such that \( \tau(i) = j, \tau(j) = i \) and \( \tau(k) = k \) for \( k \in [n] \setminus \{i, j\} \).

7. Let \( \mathbb{D} \) be an integral domain and let \( \mathbb{F} \) be its field of quotients. For \( n \geq 2 \) define \( \text{sign} : \Sigma_n \to \{-1, 1\} \subset \mathbb{D} \) as follows: Let \( x_1, \ldots, x_n \in \mathbb{F}(x_1, \ldots, x_n) \). Then

\[
\text{sign } \sigma = \frac{\prod_{1 \leq i < j \leq n} (x_{\sigma(j)} - x_{\sigma(i)})}{\prod_{1 \leq i < j \leq n} (x_j - x_i)}.
\]

For \( n = 1 \) let \( \text{sign id} = 1 \).

8. \( \sigma \) is called even or odd if either \( \text{sign } \sigma = 1 \) or \( \text{sign } \sigma = -1 \) respectively.

The following lemma is well known and its proof is left as Problem 1:

**Lemma 1.7.2**

1. Each \( \sigma \in \Sigma_n \) is a product of transpositions

\[
\sigma = \tau_1 \circ \tau_2 \circ \cdots \circ \tau_m. \tag{1.7.1}
\]

2. \( \text{sign id} = 1. \)

3. \( \text{sign } \tau = -1 \) for each transposition.

4. The map \( \text{sign} \) is a homomorphism: \( \text{sign } \sigma \circ \omega = (\text{sign } \sigma)(\text{sign } \omega) \) for all \( \sigma, \omega \in \Sigma_n \).

5. Assume that (1.7.1) holds. Then \( \text{sign } \sigma = (-1)^m. \)

**Definition 1.7.3** Let \( \mathbb{D} \) be an integral domain. Let \( A = [a_{ij}]_{i,j=1}^{n \times n} \in \mathbb{D}^{n \times n} \). Then the determinant of \( A \), denoted as \( \det A \), is defined as follows:

\[
\det A = \sum_{\sigma \in \Sigma_n} \text{sign } \sigma a_{1\sigma(1)} a_{2\sigma(2)} \cdots a_{n\sigma(n)}. \tag{1.7.2}
\]
Theorem 1.7.4 Let $D$ be an integral domain. Assume that $A = [a_{ij}], B = [b_{ij}] \in D^{n \times n}$. Then the following conditions hold:

1. $\det A$ is a multilinear function on the rows or columns of $A$.

2. $\det I_n = 1$.

3. $\det A^\top = \det A$.

4. The determinant of lower triangular or upper triangular matrix $A$ is a product of its diagonal entries.

5. Let $B$ be obtained from $A$ by permuting two rows or columns of $A$. Then $\det B = -\det A$.

6. If $A$ has two equal rows or columns then $\det A = 0$.

7. (Laplace row and column expansion for determinants) For $i, j \in [n]$ denote by $A(i, j) \in D^{(n-1) \times (n-1)}$ the matrix obtained from $A$ by deleting its $i$-th row and $j$-th column. Then

$$
\det A = \sum_{j=1}^{n} a_{ij} (-1)^{i+j} \det A(i, j) = 
\sum_{j=1}^{n} a_{ji} (-1)^{i+j} \det A(j, i),
$$

for $i \in [n]$.

8. (Laplace multiple row or column expansion.) Fix $k \in [n-1]$ and $\alpha = (\alpha_1, \ldots, \alpha_k) \in [n]_k$. Then

$$
\det A = \sum_{\beta \in [n]_k} (-1)^{||\alpha||_1 + ||\beta||_1} \det A[\alpha, \beta] \det A(\alpha, \beta) = 
\det A = \sum_{\beta \in [n]_k} (-1)^{||\alpha||_1 + ||\beta||_1} \det A[\beta, \alpha] \det A(\beta, \alpha)
$$

9. $\det AB = (\det A)(\det B)$.

10. (Cauchy-Binet identity.) Let $n \geq 2$ and $m \in [n]$. Assume that $F \in D^{m \times n}, G \in D^{n \times m}$. Then

$$
\det FG = \sum_{\alpha \in [n]_m} \det F[[m], \alpha] \det G[\alpha, [m]].
$$
1.7. DETERMINANTS

Proof. 1. Immediate.
2. Follows from sign id = 1.
3. Note that if \( \sigma(i) = j \) then \( i = \sigma^{-1}(j) \). Hence

\[
\det A = \sum_{\sigma \in \Sigma_n} \text{sign } \sigma \prod_{j \in [n]} a_{\sigma^{-1}(jj)}.
\]

Let \( \omega := \sigma^{-1} \) and recall that sign \( \omega = \text{sign } \sigma \). This proves the equality \( \det A = \det A \).
4. Assume that \( A \) is upper triangular. Note that \( \prod_{i \in [n]} a_{i \sigma(i)} = 0 \) if \( \sigma(i) < i \) for some \( i \in [n] \). Hence \( \prod_{i \in [n]} a_{1 \sigma(i)} = 0 \) if \( \sigma \neq \text{id} \). Therefore \( \det A = a_{11} \cdots a_{nn} \). Similar result hold for lower triangular matrices.
5. Let \( B \) obtained from \( A \) by permuting two columns. Hence there exists a transposition \( \tau \in \Sigma_n \) such that \( b_{ij} = a_{i \tau(j)} \). Thus

\[
\det B = \sum_{\sigma \in \Sigma_n} \text{sign } \sigma \prod_{i \in [n]} b_{i \sigma(i)} = \sum_{\sigma \in \Sigma_n} \text{sign } \sigma \prod_{i \in [n]} a_{(\sigma \circ \tau)(i)}.
\]

Let \( \omega = \sigma \circ \tau \). Recall that sign \( \omega = \text{sign } \sigma \text{ sign } \tau = -\text{sign } \sigma \). Hence \( \det B = -\det A \). Use 3. to deduce this equality if \( B \) is obtained from \( A \) by permuting two rows.
6. Assume that \( A \) has to identical rows. Suppose first that \(-1 \neq 1\). Permute the two identical rows to deduce that \( \det A = -\det A \). So \( 2\det A = 0 \), hence \( \det A = 0 \). Suppose now that \(-1 = 1\). So sign \( \sigma = 1 \) for each \( \sigma \in \Sigma_n \). To show that \( \det A = 0 \) we may assume without loss of generality that the first and the second row of \( A \) are the same: \( a_{1j} = a_{2j} = b_j \) for \( j \in [n] \). In the formula for \( \det A \) consisting of \( n! \) terms we have exactly 2 identical terms of the form \( (b_i b_j)x, (b_j b_i)x \). Hence \( (b_i b_j)x + (b_j b_i)x = 2b_i b_j x = 0 \). Therefore \( \det A = 0 \). The same results follows if \( A \) has two identical columns.
8. We first show the validity of the first identity of (1.7.4). It is clear that the right-hand side of (1.7.4) contains exactly \( n! \) terms appearing in \( \det A \). It is left to show that the product \( a_{1 \sigma(1)} \cdots a_{n \sigma(n)} \) appears in the right-hand side of (1.7.4) with the sign \( \text{sign } \sigma \). Assume first that \( \beta = \alpha \). Then in the right-hand side of (1.7.4) we have the expression \( \det A[\alpha, \alpha] \det A(\alpha, \alpha) \).

Consider in \( \Sigma_n \) the subgroup \( \Sigma_n(\alpha) \) of all permutations on \([n]\) which leave invariant \( \alpha \). This subgroup is isomorphic to the direct product of \( \Sigma_k \times \Sigma_{n-k} \). So each element of this product is \( \sigma = (\mu, \nu) \). It is straightforward to show that sign \( \sigma = \text{sign } \mu \text{ sign } \nu \). Hence the expression \( \det A[\alpha, \alpha] \det A(\alpha, \alpha) \) contains \( k!(n-k)! \) terms with the right signs. For a general \( \beta \) we interchange the column \( \beta_i \) with the column \( \alpha_i \) for \( i = 1, \ldots, k \). Now use the previous case to deduce that the correct sign of the product \( \det A[\alpha, \beta] \det A(\alpha, \beta) \) is \((-1)^{||a|| + ||\beta||} \).
7. follows from 8.

9. Let \(a_1, \ldots, a_n\) and \(b_1, \ldots, b_n\) be the columns of the matrix \(A\) and \(B\) respectively. So \(A = [a_1, \ldots, a_n]\) and \(B = [b_1, \ldots, b_n]\). It is straightforward to show that \(BA = [Ba_1, \ldots, Ba_n]\). Let \(x = (x_1, \ldots, x_n)^\top \in \mathbb{D}^n\). Then \(Bx = x_1b_1 + \cdots + x_nb_n\). Use the multilinearity of \(\det BA\) in columns to deduce that \(\det BA\) is a sum of \(n^n\) terms of the form: 
\[
(a_{i_1} \ldots a_{i_n})\det [b_{i_1}, b_{i_2}, \ldots, b_{i_n}].
\]
Recall that \(\det [b_{i_1}, b_{i_2}, \ldots, b_{i_n}] = 0\) if \(i_p = i_q\) for some \(p \neq q\). Hence \(\det BA\) is a sum of \(n^n\) terms of the form \((a_{i_1} \ldots a_{i_n})\det [b_{i_1}, b_{i_2}, \ldots, b_{i_n}]\), where \(\{i_1, \ldots, i_n\} = [n]\). Note that \(\det [b_{i_1}, b_{i_2}, \ldots, b_{i_n}] = \text{sign } \sigma \det B\). Hence 
\[
\det BA = \sum_{\sigma \in \Sigma_n} \det B \left( \sum_{\sigma \in \Sigma_n} \text{sign } \sigma \prod_j a_{\sigma(j)} \right) = \det B \det A^\top = \det B \det A.
\]

10. is proved similarly to 9. \(\square\)

**Definition 1.7.5** Let \(A = [a_{ij}] \in \mathbb{D}^{n \times n}\). Then the adjoint of \(A\), sometimes called the adjugate of \(A\), is defined as \(\text{adj } A := [b_{ij}] \in \mathbb{D}^{n \times n}\), where \(b_{ij} = (-1)^{i+j}A(j,i)\) for \(i, j \in [n]\).

**Lemma 1.7.6** Let \(\mathbb{D}\) be an integral domain. Assume that \(A \in \mathbb{D}^{n \times n}\). Then

1.
\[
(1.7.6) \quad A \text{adj } A = (\text{adj } A)A = (\det A)I_n.
\]

2. \(A\) is invertible if and only if \(\det A\) is an invertible element in \(\mathbb{D}\). Furthermore, if \(A\) is invertible then \(A^{-1} = \frac{1}{\det A} \text{adj } A\).

**Proof.** Let \(\text{adj } A = [b_{ij}]_{i,j \in [n]}\). The equality \(\sum_{j=1}^{n} a_{ij}b_{ji} = \sum_{j=1}^{n} b_{ij}a_{ji}\) follows from the Laplace expansion. The equality \(\sum_{j=1}^{n} a_{ij}b_{jk} = \sum_{j=1}^{n} b_{ij}a_{jk} = 0\) for \(i \neq k\) follows from the observation that these sums are row or column expansion of the determinants of corresponding matrices having two identical rows or columns.

2. Suppose that \(I_n = AB\). Then \(1 = \det AB = (\det A)(\det B)\). Hence \(\det A\) is invertible. Vice versa assume that \(\det A\) is invertible. Then \(1.7.6\) implies that \(A^{-1} = \frac{1}{\det A} \text{adj } A\). Suppose that \(AB = I_n\). Multiply from the left by \(\frac{1}{\det A} \text{adj } A\) to deduce that \(B = \frac{1}{\det A} \text{adj } A\). \(\square\)

**Problems**
1. Prove Lemma 1.7.2.

2. Let $m > n$ be positive integers and assume that $D$ is an integral domain. Assume that $F \in D^{m \times n}, G \in D^{n \times m}$. Show that $\det AB = 0$.

### 1.8 Algebraically closed fields

**Definition 1.8.1** A field $F$ is algebraically closed if any polynomial $p(x) \in F[x]$ of the form (1.4.2) splits into linear factors in $F[x]$:  

\[
p(x) = a_0 \prod_{i=1}^{m} (x - \xi_i), \quad \xi_i \in F, \ i = 1, \ldots, m, \ a_0 \neq 0.
\]

The classical example of an algebraically closed field is the field of complex numbers $\mathbb{C}$. The field of real numbers $\mathbb{R}$ is not algebraically closed.

**Definition 1.8.2** Let $K \supseteq F$ be fields. Then $K$ is called an extension field of $F$. $K$ is called a finite extension of $F$ if $K$ is a finite dimensional vector space over $F$. The dimension of the vector space $K$ over $F$ is called the degree of $K$ over $F$ and is denoted by $[K : F]$.

Thus $\mathbb{C}$ is a finite extension of $\mathbb{R}$ of degree 2. It is known ([Lan67], see Problems 1 - 2 below) that:

**Theorem 1.8.3** Let $p(x) \in F[x]$. Then there exists a finite extension $K$ of $F$ such that $p(x)$ splits into linear factors in $K[x]$.

The classical Weierstrass preparation theorem in two complex variables is an explicit example of the above theorem. We state the Weierstrass preparation theorem in a form needed later [GuR65].

**Theorem 1.8.4** Let $H_0$ be the ring of analytic functions in one variable in the neighborhood of the origin $0 \in \mathbb{C}$. Let $p(\lambda) \in H_0[\lambda]$ be a normalized polynomial of degree $n$

\[
p(\lambda, z) = \lambda^n + \sum_{j=1}^{n} a_j(z) \lambda^{n-j}, \quad a_j(z) \in H_0, \ j = 1, \ldots, n.
\]

Then there exists a positive integer $s|n!$ such that

\[
p(\lambda, w_s) = \prod_{j=1}^{n} (\lambda - \lambda_j(w)), \quad \lambda_j(w) \in H_0, \ j = 1, \ldots, n.
\]
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In this particular case the extension field \( K = M_0 \) is the set of multi-valued functions in \( z \), which are analytic in \( z \) in the neighborhood of the origin. Thus \( K = M_0(w) \), where

\[
(1.8.4) \quad w^s = z.
\]

The degree of \( K \) over \( F \) is \( s \).

Problems

1. Let \( F \) be a field and assume that \( p(x) = x^d + a_d x^{d-1} + \ldots + a_1 \in F[x] \), where \( d > 1 \). On the vector space \( F^d \) define a product as follows. Let \( b(x) = \sum_{i=1}^{d} b_i x^{d-i}, c(x) = \sum_{i=1}^{d} c_i x^{d-i} \). Then \( (b_1, \ldots, b_d)(c_1, \ldots, c_d) = (r_1, \ldots, r_d) \), where \( r(x) = \sum_{i=1}^{d} r_i x^{d-i} \) is the remainder of \( b(x)c(x) \) after dividing by \( p(x) \). I.e. \( b(x)c(x) = g(x)p(x) + r(x) \) where \( \deg r(x) < d \). Let \( P_d \) be \( F^d \) with the above product.

Show

(a) \( P_d \) is a commutative ring with identity \( e_1 = (1, 0, \ldots, 0) \).
(b) \( F \) is isomorphic to span \( (e_1) \), where \( f \mapsto f e_1 \).
(c) Let \( e_i = (\delta_{i1}, \ldots, \delta_{id}), i = 2, \ldots, d \). Then
   \[ e_i = e_{i+1}, i = 0, \ldots, d-1, \quad p(e_2) = 0. \]
(d) \( P_d \) is a domain if and only if \( p(x) \) is an irreducible polynomial over \( F[x] \).
(e) \( P_d \) is a field if and only if \( p(x) \) is an irreducible polynomial over \( F[x] \).
(f) Assume that \( p(x) \in F[x] \) is irreducible. Then \( K := P_d \) is an extension field of \( F \) with \( [K : F] = d \). Furthermore \( p(x) \) viewed as \( p(x) \in K[x] \) decomposes to \( p(x) = (x - e_2)q(x) \), where \( q(x) = x^{d-1} + \sum_{i=1}^{d} g_i x^{d-i} \in K[x] \).

2. Let \( F \) be a field and \( p(x) \in F[x] \). Show that there exists a finite extension field \( K \) such that \( p(x) \) splits in \( K \). Furthermore \( [K : F] \leq (\deg p)! \)

1.9 The resultant and the discriminant

Let \( D \) be an integral domain. Suppose that

\[
(1.9.1) \quad p(x) = a_0 x^n + \cdots + a_m, \quad q(x) = b_0 x^n + \cdots + b_n \in D[x].
\]
Assume furthermore that \( m, n \geq 1 \) and \( a_0b_0 \neq 0 \). Let \( \mathcal{F} \) be the quotient field of \( \mathcal{D} \) and assume that \( \mathbb{K} \) is a finite extension of \( \mathcal{F} \) such that \( p(x) \) and \( q(x) \) split to linear factors in \( \mathbb{K} \). That is

\[
p(x) = a_0 \prod_{i=1}^{m} (x - \xi_i), \quad \xi_i \in \mathbb{K}, \; i = 1, \ldots, m, \; a_0 \neq 0.
\]

(1.9.2)

\[
q(x) = b_0 \prod_{j=1}^{n} (x - \eta_j), \quad \eta_j \in \mathbb{K}, \; j = 1, \ldots, n, \; b_0 \neq 0.
\]

Then the resultant \( R(p, q) \) of \( p, q \) and the discriminant \( D(p) \) of \( p \) are defined as follows:

\[
R(p, q) = a_0^n b_0^m \prod_{i,j=1}^{m,n} (\xi_i - \eta_j),
\]

(1.9.3)

\[
D(p) = a_0^{m(m-1)} \prod_{1 \leq i < j \leq m} (\xi_i - \xi_j)^2.
\]

It is a classical result that \( R(p, q) \in \mathbb{D}[a_0, \ldots, a_m, b_0, \ldots, b_n] \) and \( D(p) \in \mathbb{D}[a_0, \ldots, a_m] \), (see [vdW59]). More precisely, we have the following.

**Theorem 1.9.1** Let

\[
\mathbf{a} = (a_0, \ldots, a_m) \in \mathbb{D}^{m+1}, \; \mathbf{b} = (b_0, \ldots, b_n) \in \mathbb{D}^{n+1},
\]

\[
p(x) = \sum_{i=0}^{m} a_i x^{m-i}, \; q(x) = \sum_{j=0}^{n} b_j x^{n-j}.
\]

Then \( R(p, q) = \det \mathbf{C}(\mathbf{a}, \mathbf{b}) \), where

\[
\mathbf{C}(\mathbf{a}, \mathbf{b}) = \begin{bmatrix}
    a_0 & a_1 & a_2 & \cdots & a_m & 0 & 0 & \cdots & 0 \\
    0 & a_0 & a_1 & \cdots & a_{m-1} & a_m & 0 & \cdots & 0 \\
    \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
    0 & 0 & 0 & \cdots & a_0 & a_1 & a_2 & \cdots & a_m \\
    b_0 & b_1 & \cdots & b_{n-2} & b_{n-1} & b_n & 0 & \cdots & 0 \\
    0 & b_0 & b_1 & \cdots & b_{n-2} & b_{n-1} & b_n & 0 & \cdots \\
    \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
    0 & 0 & 0 & \cdots & b_0 & b_1 & b_2 & \cdots & b_n \\
\end{bmatrix}
\]

is an \((m + n) \times (m + n)\) matrix.
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Proof. Let $F$ be the quotient field of $D$, and assume that $p, q \in D[x]$ split in a finite extension field $K$ of $F$. Let $c(x) = \sum_{i=0}^{n-1} c_i x^{n-1-i}, d(x) = \sum_{j=0}^{m-1} d_j x^{m-1-j} \in F[x]$. Then $c(x)p(x) + d(x)q(x) = \sum_{t=0}^{m+n-1} g_t x^{m+n-1-t}$.

Denote by $f = (c_0, \ldots, c_{n-1}, d_0, \ldots, d_{m-1}), g = (g_0, \ldots, g_{m+n-1}) \in \mathbb{D}^{m+n}$. A straightforward calculation shows that $f \mathbb{C} \mathbb{R} = 0$.

Thus there exist $p$ and $q$ such that $(1.9.4)$ holds.

Therefore, it is enough to show the equality $R(p, q) = 0$.

If $a_0 b_0 = 0$ then $R(p, q) = \det C(a, b)$. Divide the first $n$ rows of $C(a, b)$ by $a_0$ and the last $m$ rows of $C(a, b)$ by $b_0$, to deduce that it is enough to show the equality $R(p, q) = \det C(a, b)$ in the case $a_0 = b_0 = 1$.

Then $p(x) = \prod_{i=1}^{n} (x - u_i), q(x) = \prod_{j=1}^{m} (x - v_j) \in \mathbb{K}[x]$. Recall that $(-1)^i a_i$ and $(-1)^j b_j$ are the $i$-th and $j$-th elementary symmetric polynomials in $u_1, \ldots, u_m$ and $v_1, \ldots, v_n$, respectively:

\[(1.9.4) \quad a_i = (-1)^i \sum_{1 \leq t_1 < \ldots < t_i \leq m} u_{t_1} \ldots u_{t_i}, \quad i = 1, \ldots, m,
\]

\[b_j = (-1)^j \sum_{1 \leq t_1 < \ldots < t_j \leq n} v_{t_1} \ldots v_{t_j}, \quad j = 1, \ldots, n.
\]

Then $C(a, b)$ is a matrix with polynomial entries in $u = (u_1, \ldots, u_m), v = (v_1, \ldots, v_n)$. Hence $s(u, v) := \det C(a, b)$ is a polynomial in $m + n$ variables, the coordinates of $u$ and $v$ respectively.

Assume that $u_i = v_j$ for some $i \in [1, m], j \in [1, n]$. Then $p(x)$ and $q(x)$ have a common factor $x - u_i = x - v_j$. The above arguments shows that $s(u, v) = 0$. Hence $s(u, v)$ is divisible by $t(u, v) = \prod_{i=1,j=1}^{m,n} (u_i - v_j)$. So $s(u, v) = h(u, v)t(u, v)$, for some polynomial $h(u, v)$.

Consider $s(u, v), t(u, v), h(u, v)$ as polynomials in $v$ with coefficients in $\mathbb{D}[u]$. Then $\deg t(u, v) = nm$ and the term of the highest degree is $(-1)^m v_1 \ldots v_m$. Observe next that the contribution of the variables $v$ in $\det C(a, b)$ comes from the last $m$ rows. The term of the maximal degree in each such row is $n$ which comes only from $b_n = (-1)^m v_1 \ldots v_n$. Hence the coefficient of the product $b_n^m$ comes from the minor of $C(a, b)$ based on the first $n$ rows and columns. Clearly, this minor is equal to $a_0^m = 1$. So $h(u, v)$ is only polynomial in $u$, i.e. its does not depend on the coordinates of $v$.

Furthermore $h(u) = 1$, i.e. $h(u, v)$ is a constant polynomial whose value is 1.

\[\Box\]

If $F$ is a field of characteristic 0 then

\[(1.9.5) \quad D(p) = \pm a_0^{-1} R(p, p').\]
1.9. THE RESULTANT AND THE DISCRIMINANT

Note that if $a_i, b_j$ are given the weight $i$ for $i = 0, \ldots$, then $R(p, q)$ and $D(p)$ are polynomials with total degrees $mn$ and $m(m - 1)$ respectively. See Problem 4 below.

Problems

1. Let $D$ be an integral domain and assume that $p(x) = x^m, q(x) = (x + 1)^n$. Show

(a) $R(p, q) = 1$.

(b) Let $a = (1, 0, \ldots, 0) \in D^{m+1}, b = \binom{(n)}{0}, \binom{(n)}{1}, \ldots, \binom{(n)}{n} \in D^{n+1}$.
   Let $C(a, b)$ be defined as in Theorem 1.9.1. Then $\det C(a, b) = 1$.

2. Let $u = (u_1, \ldots, u_m), v = (v_1, \ldots, v_n)$. Assume that each $a_i \in D[u], b_j \in D[v]$, is a multilinear polynomial for $i = 0, \ldots, m, j = 0, \ldots, n$, where the degree of $a_i, b_j$ with respect to any variable is at most 1. Let $C(a, b)$ be defined as in Theorem 1.9.1. Show that $\det C(a, b)$ is a polynomial of degree at most $n$ and $m$ with respect to $u_i$ and $v_j$ respectively, for any $i = 1, \ldots, m$ and $j = 1, \ldots, n$.

3. Let the assumptions of Theorem 1.9.1 hold. Show

(a) If $a_0 = b_0$ then $\det C(a, b) = 0$.

(b) Assume that $p(x)$ is not the zero polynomial and $a_0 = 0, b_0 \neq 0$.
   Then $\det C(a, b) = 0$ if and only if $p(x)$ and $q(x)$ have a common root in an extension field $K$ of $F$, where $p(x)$ and $q(x)$ split.

4. Let $C(a, b)$ be defined as in Theorem 1.9.1. View $\det C(a, b)$ as a polynomial $F(a, b)$. Assume that the weight $\omega(a_i) = i, \omega(b_j) = j$.
   Then the weight of a monomial in the variables $a, b$ is the sum of the weights of each variable times the number of times in appears in this monomial. Show

(a) Each nontrivial monomial in $F(a, b)$ is of weight $mn$.

(b) Assume as in the proof of Theorem 1.9.1 that $a_0 = b_0 = 1$ and $a_i$ and $b_j$ are the $i$–th and $j$–th elementary symmetric polynomials in $u$ and $v$ respectively. Then each nontrivial monomial in $u, v$ appearing in $F(a(u), b(v))$ is of total degree $mn$. 
1.10 The ring $\mathbb{F}[x_1, \ldots, x_n]$

**Definition 1.10.1** Let $U, V$ be two subsets of $W$. Then $U \setminus V$ denotes the set of all points of $U$ which are not in $V$. ($U \setminus V$ may be empty).

In 1.2 we pointed out that $\mathbb{F}[x_1, \ldots, x_n]$ is not $\mathbb{D}_B$ for $n \geq 2$. It is known (see [Lan67]) that $\mathbb{F}[x_1, \ldots, x_n]$ is Noetherian:

**Definition 1.10.2** $\mathbb{D}$ is Noetherian, denoted by $\mathbb{D}_N$, if any ideal of $\mathbb{D}$ is finitely generated.

In what follows we assume that $\mathbb{F}$ is algebraically closed. Let $p_1, \ldots, p_k \in \mathbb{F}[x_1, \ldots, x_n]$. Denote by $U(p_1, \ldots, p_k)$ the common set of zeros of $p_1, \ldots, p_k$:

\[(1.10.1) \quad U(p_1, \ldots, p_k) = \{ x = (x_1, \ldots, x_n) : p_j(x) = 0, \ j = 1, \ldots, k \} .\]

$U(p_1, \ldots, p_k)$ may be an empty set. A set of the form $U(p_1, \ldots, p_k)$ is called an algebraic variety (in $\mathbb{F}^n$). It is known (see [Lan67]) that any nonempty variety in $\mathbb{F}^n$ splits as

\[(1.10.2) \quad U = \bigcup_{i=1}^{k} V_i,\]

where each $V_i$ is an irreducible algebraic variety, which is not contained in any other $V_j$. Over $\mathbb{C}$ each irreducible variety $V \subset \mathbb{C}^n$ is a closed connected set. Furthermore, there exists a strict subvariety $W \subset V$ (of singular points of $V$) such that $V \setminus W$ is a connected analytic manifold of complex dimension $d$ in $\mathbb{C}^n$. $\dim V := d$ is called the dimension of $V$. If $d = 0$ then $V$ consists of one point. For any set $U \subset \mathbb{F}^n$ let $I(U)$ be the ideal of polynomials vanishing on $U$:

\[(1.10.3) \quad I(U) = \{ p \in \mathbb{F}[x_1, \ldots, x_n] : p(x) = 0, \ \forall x \in U \} .\]

**Theorem 1.10.3** (Hilbert Nullstellensatz) Let $\mathbb{F}$ be an algebraically closed field. Let $I \subseteq \mathbb{F}[x_1, \ldots, x_n]$ be the ideal generated by $p_1, \ldots, p_k$. Assume that $g \in \mathbb{F}[x_1, \ldots, x_n]$. Then $g^j \in I$ for some positive integer $j$ if and only if $g \in I(U(p_1, \ldots, p_k))$.

**Corollary 1.10.4** Let $p_1, \ldots, p_k \in \mathbb{F}[x_1, \ldots, x_n]$, where $\mathbb{F}$ is an algebraically closed field. Then $p_1, \ldots, p_k$ generate $\mathbb{F}[x_1, \ldots, x_n]$ if and only if $U(p_1, \ldots, p_k) = \emptyset$.

1.11 Matrices and homomorphisms

**Definition 1.11.1** Let $M$, $N$ be $\mathbb{D}$-modules. Let $T : N \to M$. $T$ is a homomorphism if

\[(1.11.1) \quad T(au + bv) = aTu + bTv, \quad \text{for all } u, v \in N, \ a, b \in \mathbb{D}.\]
Let
\[
\text{Range } T = \{ u \in M : \quad u = T v, \quad v \in N \},
\]
\[
\text{Ker } T = \{ v \in N : \quad T v = 0 \}.
\]
be the range and the kernel of \( T \). Denote by \( \text{Hom}(N, M) \) the set of all homomorphisms of \( N \) to \( M \).

\( N' := \text{Hom}(N, D) \) is called the dual module of \( N \). For a vector space \( V \) over \( F \) the vector space \( V' \) is called the dual vector space of \( V \).

\( T \in \text{Hom}(N, M) \) is an isomorphism if there exists \( Q \in \text{Hom}(M, N) \) such that \( QT \) and \( TQ \) are the identity maps on \( M \) and \( N \) respectively. \( M \) and \( N \) are isomorphic if there exists an isomorphism \( T \in \text{Hom}(N, M) \).

\( \text{Hom}(N, M) \) is a \( D \)-module with
\[
(aS + bT)v = aSv + bTv, \quad a, b \in D, \quad S, T \in \text{Hom}(N, M), \quad v \in N.
\]
Assume that \( M \) and \( N \) have finite bases. Let \([u_1, \ldots, u_m]\) and \([v_1, \ldots, v_n]\) be bases in \( M \) and \( N \) respectively. Then there exists a natural isomorphism between \( \text{Hom}(N, M) \) and \( D^{m \times n} \). For each \( T \in \text{Hom}(N, M) \) let \( A = [a_{ij}] \in D^{m \times n} \) be defined as follows:
\[
(1.11.2) \quad T v_j = \sum_{i=1}^{m} a_{ij} u_i, \quad j = 1, \ldots, n.
\]
Conversely, for each \( A = [a_{ij}] \in D^{m \times n} \) there exists a unique \( T \in \text{Hom}(N, M) \) which satisfies (1.11.2). The matrix \( A \) is called the representation matrix of \( T \) in the bases \([u_1, \ldots, u_m]\) and \([v_1, \ldots, v_n]\).

**Definition 1.11.2** Let \( D \) be an integral domain and \( A = [a_{ij}]_{i \in [m], j \in [n]} \in D^{m \times n} \).

1. Assume that \( \alpha = (\alpha_1, \ldots, \alpha_k) \in [m], \beta = (\beta_1, \ldots, \beta_k) \in [n] \). Then \( \det A[\alpha, \beta] \) is called an \( (\alpha, \beta) \) minor, \( k \)-minor, or simply a minor of \( A \).

2. The rank of \( A \), denoted by \( \text{rank } A \), is the maximal size of a nonvanishing minor of \( A \). (The rank of the zero matrix is 0.)

3. The nullity of \( A \), denoted by \( \text{nul } A \), is \( n - \text{rank } A \).

Any \( A \in D^{m \times n} \) can be viewed as \( T \in \text{Hom}(\mathbb{D}^n, \mathbb{D}^m) \), where \( Tx := Ax, \ x = (x_1, \ldots, x_n)^T \). We will sometime denote \( T \) by \( A \). If \( \mathbb{D} \) is \( \mathbb{D}_B \) then \( \text{Range } A \) has a finite basis of dimension \( \text{rank } A \) (see Problem 1 below).
We now study the relations between the representation matrices of a fixed \( T \in \text{Hom}(N, M) \) with respect to different bases in \( M \) and \( N \).

**Notation 1.11.3** Denote by \( \text{GL}(n, D) \) the group of invertible matrices in \( D^{n \times n} \).

**Lemma 1.11.4** Let \( M \) be a \( D \)-module with a finite basis \([\tilde{u}_1, \ldots, \tilde{u}_m]\).

Then \([u_1, \ldots, u_m]\) is a basis in \( M \) if and only if the matrix \( Q = [q_{ki}] \in D^{m \times m} \) given by the equalities

\[
(1.11.3) \quad u_i = \sum_{k=1}^{m} q_{ki} \tilde{u}_k, \quad i = 1, \ldots, m,
\]

is an invertible matrix.

**Proof.** Suppose first that \([u_1, \ldots, u_m]\) is a basis in \( M \). Then

\[
(1.11.4) \quad \tilde{u}_k = \sum_{i=1}^{m} r_{ik} u_i, \quad k = 1, \ldots, m.
\]

Let \( R = [r_{ik}]^m \). Insert (1.11.4) to (1.11.3) and use the assumption that \([u_1, \ldots, u_m]\) is a basis to obtain that \( RQ = I \). Hence \( \det R \det Q = 1 \). Lemma 1.7.6 yields that \( Q \in \text{GL}(m, D) \). Assume now that \( Q \) is invertible. Let \( R = Q^{-1} \). Hence (1.11.4) holds. It is straightforward to deduce that \([\tilde{u}_1, \ldots, \tilde{u}_m]\) is a basis in \( M \).

**Definition 1.11.5** Let \( A, B \in D^{m \times n} \). Then \( A \) and \( B \) are right equivalent, left equivalent and equivalent if the following conditions hold respectively:

\[
(1.11.5) B = AP \quad \text{for some } P \in \text{GL}(n, D) \quad (A \sim_r B),
\]

\[
(1.11.6) B = QA \quad \text{for some } Q \in \text{GL}(m, D) \quad (A \sim_l B),
\]

\[
(1.11.7) B = QAP \quad \text{for some } P \in \text{GL}(n, D), Q \in \text{GL}(m, D) \quad (A \sim B).
\]

Clearly, all the above relations are equivalence relations.

**Theorem 1.11.6** Let \( M \) and \( N \) be \( D \)-modules with finite bases having \( m \) and \( n \) elements respectively. Then \( A, B \in D^{m \times n} \) represent some \( T \in \text{Hom}(N, M) \) in certain bases as follows:

(1) \( A \sim_l B \) if and only if \( A \) and \( B \) represent \( T \) in the corresponding bases of \( U \) and \( V \) respectively

\[
(1.11.8) \quad [u_1, \ldots, u_m], [v_1, \ldots, v_n] \quad \text{and} \quad [\tilde{u}_1, \ldots, \tilde{u}_m], [\tilde{v}_1, \ldots, \tilde{v}_n].
\]
(r) \( A \sim_r B \) if and only if \( A \) and \( B \) represent \( T \) in the corresponding bases of \( U \) and \( V \) respectively

\[ (1.11.9) \quad [u_1, \ldots, u_m], [v_1, \ldots, v_n] \text{ and } [\tilde{u}_1, \ldots, \tilde{u}_m], [\tilde{v}_1, \ldots, \tilde{v}_n]. \]

(e) \( A \sim B \) if and only if \( A \) and \( B \) represent \( T \) in the corresponding bases of \( U \) and \( V \) respectively

\[ (1.11.10) \quad [u_1, \ldots, u_m], [v_1, \ldots, v_n] \text{ and } [\tilde{u}_1, \ldots, \tilde{u}_m], [\tilde{v}_1, \ldots, \tilde{v}_n]. \]

**Sketch of a proof.** Let \( A \) be the representation matrix of \( T \) in the bases \([u_1, \ldots, u_m]\) and \([v_1, \ldots, v_n]\) given in (1.11.2). Assume that the relation between the bases \([u_1, \ldots, u_m]\) and \([\tilde{u}_1, \ldots, \tilde{u}_m]\) is given by (1.11.3). Then

\[
Tv_j = \sum_{i=1}^m a_{ij}u_i = \sum_{i=k=1}^m q_{ki}a_{ij}\tilde{u}_k, \quad j = 1, \ldots, n.
\]

Hence the representation matrix \( B \) in bases \([\tilde{u}_1, \ldots, \tilde{u}_m]\) and \([v_1, \ldots, v_n]\) is given by (1.11.6).

Change the basis \([v_1, \ldots, v_n]\) to \([\tilde{v}_1, \ldots, \tilde{v}_n]\) according to

\[
\tilde{v}_j = \sum_{i=1}^nP_{ij}v_i, \quad j = 1, \ldots, n, \quad P = [p_{ij}] \in \text{GL}(n, D).
\]

Then a similar computation shows that \( T \) is represented in the bases \([u_1, \ldots, u_m]\) and \([\tilde{v}_1, \ldots, \tilde{v}_n]\) by \( AP \). Combine the above results to deduce that the representation matrix \( B \) of \( T \) in bases \([\tilde{u}_1, \ldots, \tilde{u}_m]\) and \([\tilde{v}_1, \ldots, \tilde{v}_n]\) is given by (1.11.7).

**Problems**

1. Let \( A \in D_B^{m \times n} \). View \( A \) as a linear transformation from \( D_B^n \to D_B^m \) to show that \( \text{Range } A \) is a module with basis of dimension rank \( A \).
   **(Hint:** Use Problem 1.6.4.)

2. For \( A, B \in D^{m \times n} \) show:

   (a) If \( A \sim_l B \) then \( \text{Ker } A = \text{Ker } B \) and \( \text{Range } A \) and \( \text{Range } B \) are isomorphic.

   (b) \( A \sim_r B \) then \( \text{Range } A = \text{Range } B \) and \( \text{Ker } A \) and \( \text{Ker } B \) are isomorphic.
1.12 Hermite normal form

We start this section with two motivating problems.

**Problem 1.12.1** Given \( A, B \in \mathbb{D}^{m \times n} \), when are they

(l) left equivalent;

(r) right equivalent;

(e) equivalent?

**Problem 1.12.2** For a given \( A \in \mathbb{D}^{m \times n} \) characterize the equivalence classes corresponding to the relations of left equivalence, right equivalence and equivalence as defined in Problem 1.12.1.

For \( \mathbb{D}_G \) the equivalence relation has the following natural invariants:

**Lemma 1.12.3** For \( A \in \mathbb{D}_G^{m \times n} \) let

\[
\mu(\alpha, A) := \text{g.c.d.} \left( \{ \det A[\alpha, \theta], \theta \in [n]_k \} \right), \quad \alpha \in [m]_k, \tag{1.12.1}
\]

\[
\nu(\beta, A) := \text{g.c.d.} \left( \{ \det A[\phi, \beta], \phi \in [m]_k \} \right), \quad \beta \in [n]_k,
\]

\[
\delta_k(A) := \text{g.c.d.} \left( \{ \det A[\phi, \theta], \phi \in [m]_k, \theta \in [n]_k \} \right),
\]

(\( \delta_k(A) \) is called the \( k \)-th determinant invariant of \( A \).) Then

\[
\mu(\alpha, A) \equiv \mu(\alpha, B) \quad \text{for all} \quad \alpha \in [m]_k \quad \text{if} \quad A \sim_l B,
\]

\[
\nu(\beta, A) \equiv \nu(\beta, B) \quad \text{for all} \quad \beta \in [n]_k \quad \text{if} \quad A \sim_r B,
\]

\[
\delta_k(A) \equiv \delta_k(B) \quad \text{if} \quad A \sim B,
\]

for \( k = 1, \ldots, \min(m, n) \). (Recall that for \( a, b \in \mathbb{D} \), \( a \equiv b \) if \( a = bc \) for some invertible \( c \in \mathbb{D} \).)

**Proof.** Suppose that \( B = AP \) for some \( P \in \text{GL}(n, \mathbb{D}) \). Then the Cauchy-Binet formula (1.7.5) yields:

\[
\det B[\alpha, \gamma] = \sum_{\theta \in [n]_k} \det A[\alpha, \theta] \det P[\theta, \gamma]. \tag{1.12.3}
\]

Hence \( \mu(\alpha, A) \) divides \( \mu(\alpha, B) \). As \( A = BP^{-1} \) we get \( \mu(\alpha, B) | \mu(\alpha, A) \). Thus \( \mu(\alpha, A) \equiv \mu(\alpha, B) \). The other equalities in (1.12.2) are established in a similar way.

Clearly

\[
A \sim_l B \iff A^T \sim_r B^T, \quad A, B \in \mathbb{D}^{m \times n}. \tag{1.12.4}
\]
1.12. HERMITE NORMAL FORM

Hence it is enough to consider the left equivalence relation. We characterize the left equivalence classes for Bezout domains $\mathbb{D}_B$. To do that we need some notation.

Recall that $P \in \mathbb{D}^{n \times n}$ is called a permutation matrix if $P$ is a matrix having in each row and each column exactly one nonzero element which is equal to the identity element 1. A permutation matrix is invertible since $P^{-1} = P^T$.

**Definition 1.12.4** Let $\mathcal{P}_n \subset \text{GL}(n, \mathbb{D})$ be the group of $n \times n$ permutation matrices.

**Definition 1.12.5** An invertible matrix $U \in \text{GL}(n, \mathbb{D})$ is called simple if there exists $P, Q \in \mathcal{P}_n$ such that

\begin{equation}
U = P \begin{bmatrix} V & 0 \\ 0 & I_{n-2} \end{bmatrix} Q,
\end{equation}

where

\begin{equation}
V = \begin{bmatrix} \alpha & \beta \\ \gamma & \delta \end{bmatrix} \in \text{GL}(2, \mathbb{D}), \quad (\alpha \delta - \beta \gamma \text{ is invertible}).
\end{equation}

$U$ is called elementary if $U$ is of the form (1.12.5) and

\begin{equation}
V = \begin{bmatrix} \alpha & \beta \\ 0 & \delta \end{bmatrix} \in \text{GL}(2, \mathbb{D}), \quad \text{and} \ \alpha, \delta \text{ are invertible}.
\end{equation}

**Definition 1.12.6** Let $A \in \mathbb{D}^{m \times n}$. The following row (column) operations are called elementary:

(a) interchanging any two rows (columns) of $A$;
(b) multiplying row (column) $i$ by an invertible element $a$;
(c) adding $b$ times row (column) $i$ to row (column) $j$ ($i \neq j$).

The following row (column) operation is called simple:

(d) replacing row (column) $i$ by $a$ times row (column) $i$ plus $b$ times row (column) $j$, and row (column) $j$ by $c$ times row (column) $i$ plus $d$ times row (column) $j$, where $i \neq j$ and $ad - bc$ is invertible in $\mathbb{D}$.

It is straightforward to see that the elementary row (column) operations can be carried out by multiplication of $A$ by a suitable elementary matrix from left (right), and the simple row (column) operations are carried out by multiplication of $A$ by a simple matrix $U$ from left (right).
Theorem 1.12.7 Let $\mathbb{D}_B$ be a Bezout domain. Let $A \in \mathbb{D}_B^{m \times n}$. Assume that $\text{rank } A = r$. Then there exists $B = [b_{ij}] \in \mathbb{D}_B^{m \times n}$ which is equivalent to $A$ and satisfies the following conditions:

\begin{align}
(1.12.8) \quad & \text{the } i\text{-th row of } B \text{ is nonzero if and only if } i \leq r. \\
(1.12.9) \quad & 1 \leq n_1 < n_2 < \cdots < n_r \leq n. \\
(1.12.10) \quad & \nu((n_1, \ldots, n_i), A) = b_{n_1} \cdots b_{n_i}, \quad i = 1, \ldots, r, \\
(1.12.11) \quad & \nu(\alpha, A) = 0, \quad \alpha \in [n_i - 1], \quad i = 1, \ldots, r. \\
\end{align}

For $1 \leq j < i \leq r$, adding to the row $j$ a multiple of the row $i$ does not change the above form of $B$. Assume that $B = [b_{ij}], C = [c_{ij}] \in \mathbb{D}_B^{m \times n}$ are left equivalent to $A$ and satisfy the above conditions. If $b_{in_i} = c_{jn_j}, j = 1, \ldots, i, i = 1, \ldots, r$ then $B = C$. The invertible matrix $Q$ which satisfies $B = QA$ can be given by a finite product of simple matrices.

Proof. Clearly, it is enough to consider the case $A \neq 0$, i.e. $r \geq 1$. Our proof is by induction on $n$ and $m$. For $n = m = 1$ the theorem is obvious. Let $n = 1$ and assume that for a given $m \geq 1$ there exists a matrix $Q$, which is a finite product of simple matrices, such that the entries $(i, 1)$ of $Q$ are zero for $i = 2, \ldots, m$ if $m \geq 2$. Let $A_1 = \begin{bmatrix} a_{i1} \end{bmatrix} \in \mathbb{D}_B^{(m+1) \times 1}$ and denote by $A$ the submatrix $[a_{ij}]_{i=1}^m$. Set

$$Q_1 := \begin{bmatrix} Q & 0 \\ 0 & 1 \end{bmatrix}.$$ 

Then the $(i, 1)$ entries of $A_2 = [a_{i1}^{(2)}] = Q_1 A_1$ are equal to zero for $i = 2, \ldots, m$. Interchange the second and the last row of $A_2$ to obtain $A_3$. Clearly $A_3 = [a_{i1}^{(3)}] = Q_2 A_2$ for some permutation matrix $Q_2$. Let $A_4 = ([a_{11}^{(3)}, a_{21}^{(3)}] \top)$. As $\mathbb{D}_B$ is a Bezout domain there exist $\alpha, \beta \in \mathbb{D}_B$ such that

$$\alpha a_{11}^{(3)} + \beta a_{21}^{(3)} = (a_{11}^{(3)}, a_{21}^{(3)}) = d.$$ 

As $(\alpha, \beta) = 1$ there exists $\gamma, \delta \in \mathbb{D}_B$ such that

$$\alpha \delta - \beta \gamma = 1.$$ 

Proof. Clearly, it is enough to consider the case $A \neq 0$, i.e. $r \geq 1$. Our proof is by induction on $n$ and $m$. For $n = m = 1$ the theorem is obvious. Let $n = 1$ and assume that for a given $m \geq 1$ there exists a matrix $Q$, which is a finite product of simple matrices, such that the entries $(i, 1)$ of $Q$ are zero for $i = 2, \ldots, m$ if $m \geq 2$. Let $A_1 = \begin{bmatrix} a_{i1} \end{bmatrix} \in \mathbb{D}_B^{(m+1) \times 1}$ and denote by $A$ the submatrix $[a_{ij}]_{i=1}^m$. Set
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Proof. Clearly, it is enough to consider the case $A \neq 0$, i.e. $r \geq 1$. Our proof is by induction on $n$ and $m$. For $n = m = 1$ the theorem is obvious. Let $n = 1$ and assume that for a given $m \geq 1$ there exists a matrix $Q$, which is a finite product of simple matrices, such that the entries $(i, 1)$ of $Q$ are zero for $i = 2, \ldots, m$ if $m \geq 2$. Let $A_1 = \begin{bmatrix} a_{i1} \end{bmatrix} \in \mathbb{D}_B^{(m+1) \times 1}$ and denote by $A$ the submatrix $[a_{ij}]_{i=1}^m$. Set

$$Q_1 := \begin{bmatrix} Q & 0 \\ 0 & 1 \end{bmatrix}.$$ 
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Let $V$ be a $2 \times 2$ invertible matrix given by (1.12.6). Then

$$A_5 = VA_4 = \begin{bmatrix} d \\ d' \end{bmatrix}.$$ 

Lemma 1.12.3 implies $\nu((1), A_5) = \nu((1), A_4) = d$. Hence $d' = pd$ for some $p \in \mathbb{D}_B$. Thus

$$\begin{bmatrix} d \\ 0 \end{bmatrix} = WA_5, \quad W = \begin{bmatrix} 1 & 0 \\ -p & 1 \end{bmatrix} \in \text{GL}(2, \mathbb{D}_B).$$

Let

$$Q_3 = \begin{bmatrix} W & 0 \\ 0 & I_{m-1} \end{bmatrix} \begin{bmatrix} V & 0 \\ 0 & I_{m-1} \end{bmatrix}.$$ 

Then the last $m$ rows of $A_6 = [a^{(6)}_{ij}] = Q_3 A_3$ are zero rows. So $a^{(6)}_{11} = \nu((1), A_6) = \nu((1), A_1)$ and the theorem is proved in this case.

Assume now that we proved the theorem for all $A_1 \in \mathbb{D}_B^{m \times n}$ where $n \leq p$. Let $n = p + 1$ and $A \in \mathbb{D}_B^{m \times (p+1)}$. Let $A_1 = [a_{ij}]_{i=1}^m$. The induction hypothesis implies the existence of $Q_1 \in \text{GL}(m, \mathbb{D}_B)$, which is a finite product of simple matrices, such that $B'_1 = [b^{(1)}_{ij}]_{i=1}^m = Q_1 A_1$ satisfies the assumptions of our theorem. Let $n'_1, \ldots, n'_s$ be the integers defined by $A_1$. Let $B_1 = [b^{(1)}_{ij}]_{i=1}^m = Q_1 A$. If $b^{(1)}_{im} = 0$ for $i > s$ then $n_i = n'_i$, $i = 1, \ldots, s$ and $B_1$ is in the right form. Suppose now that $b^{(1)}_{im} \neq 0$ for some $s < i \leq m$. Let $B_2 = [b^{(1)}_{ij}]_{i=s+1}^m \in \mathbb{D}_B^{(m-s) \times 1}$. We proved above that there exists $Q_2 \in \text{GL}(m-s, \mathbb{D}_B)$ such that $Q_2 B_2 = (c, 0, \ldots, 0)^T$, $c \neq 0$. Then

$$B_3 = \begin{bmatrix} I_s \\ 0 & Q_2 \end{bmatrix} B_1$$

is in the right form with

$$s = r - 1, \quad n_1 = n'_1, \ldots, n_{r-1} = n'_{r-1}, \quad n_r = n.$$ 

We now show (1.12.10). First if $\alpha \in [n_i - 1]_i$ then any matrix $B[\beta, \alpha]$, $\beta \in [m]$, has at least one zero row. Hence $\det B[\beta, \alpha] = 0$. Therefore $\nu(\alpha, B) = 0$. Lemma 1.12.3 yields that $\nu(\alpha, A) = 0$. Let $\alpha = (n_1, \ldots, n_i)$. Then $B[\beta, \alpha]$ has at least one zero row unless $\beta$ is equal to $\gamma = (1, 2, \ldots, i)$. Therefore

$$\nu(\alpha, A) = \nu(\alpha, B) = \det B[\gamma, \alpha] = b_{1n_1} \cdots b_{mn_i} \neq 0.$$ 

This establishes (1.12.10).
It is obvious that $b_{1n_1}, \ldots, b_{rn_r}$ are determined up to invertible elements. For $1 \leq j < i \leq r$ we can perform the following elementary row operation on $B$: add to row $j$ a multiple of row $i$. The new matrix $C$ will satisfy the assumption of the theorem. It is left to show that if $B = [b_{ij}], C = [c_{ij}] \in D_B^{m \times n}$ are left equivalent to $A$, have the same form given by the theorem and satisfying

\[(1.12.13) \quad b_{jn_i} = c_{jn_i}, \quad j = 1, \ldots, i, \ i = 1, \ldots, r,
\]

then $B = C$. See Problem 1 below.

A matrix $B \in D_B^{m \times n}$ is said to be in a Hermite normal form, abbreviated as HNF, if it satisfies conditions (1.12.8-1.12.9).

**Normalization 1.12.8** Let $B = [b_{ij}] \in D_B^{m \times n}$ be in a Hermite normal form. If $b_{in_i}$ is invertible we set $b_{in_i} = 1$ and $b_{jn_i} = 0$ for $i < j$.

**Theorem 1.12.9** Let $U$ be an invertible matrix over a Bezout domain. Then $U$ is a finite product of simple matrices.

**Proof.** Since $\det U$ is invertible, Theorem 1.12.7 yields that $b_{in}$ is invertible. Normalization 1.12.8 implies that the Hermite normal form of $U$ is $I$. Hence the inverse of $U$ is a finite product of simple matrices. Therefore $U$ itself is a finite product of simple matrices. \(\square\)

**Normalization 1.12.10** For Euclidean domains assume

\[(1.12.14) \quad \text{either } b_{jn_i} = 0 \text{ or } d(b_{jn_i}) < d(b_{in_i}) \text{ for } j < i.
\]

For $\mathbb{Z}$ we assume that $b_{in_i} \geq 1$ and $0 \leq b_{jn_i} < b_{in_i}$ for $j < i$. For $\mathbb{F}[x]$ we assume that $b_{in_i}$ is a normalized polynomial.

**Corollary 1.12.11** Let $D_E = \mathbb{Z}, \mathbb{F}[x]$. Under Normalization 1.12.10 any $A \in D_E^{m \times n}$ has a unique Hermite normal form.

It is a well known fact that over Euclidean domains Hermite normal form can be achieved by performing elementary row operations.

**Theorem 1.12.12** Let $A \in D_E^{m \times n}$. Then there exists $Q \in \text{GL}(m, D_E)$ such that $B = QA$, where $B$ is in a Hermite normal form satisfying Normalization 1.12.10 and $Q$ is a product of finite elementary matrices.
Proof. From the proof of Theorem 1.12.7 it follows that it is enough to show that any \( A \in \text{GL}(2, \mathbb{D}_E) \) is a finite product of elementary invertible matrices in \( \text{GL}(2, \mathbb{D}_E) \). As \( I_2 \) is the Hermite normal form of any \( 2 \times 2 \) invertible matrix, it suffices to show that any \( A \in \mathbb{D}_E^{2 \times 2} \) can be brought to its Hermite form by a finite number of elementary row operations. Let

\[
A_i = \begin{bmatrix} a_i & b_i \\ a_{i+1} & b_{i+1} \end{bmatrix}, \quad A_1 = PA,
\]

where \( P \) is a permutation matrix such that \( d(a_1) \geq d(a_2) \). Suppose first that \( a_2 \neq 0 \). Compute \( a_{i+2} \) by (1.3.4). Then

\[
A_{i+1} = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \begin{bmatrix} 1 & -t_i \\ 0 & 1 \end{bmatrix} A_i, \quad i = 1, \ldots
\]

As the Euclidean algorithm terminates after a finite number of steps we obtain that \( a_k = 0 \). Then \( A_k \) is the Hermite normal form of \( A \). If \( b_{k+1} = 0 \) we are done. If \( b_{k+1} \neq 0 \) subtract from the first row of \( A_k \) a corresponding multiple of the second row of \( A_k \) to obtain the matrix

\[
B' = \begin{bmatrix} a_k & b'_k \\ 0 & b_{k+1} \end{bmatrix}, \quad d(b_{k+1}) > d(b'_k).
\]

Multiply each row of \( B' \) by an invertible element if necessary to obtain the Hermite normal form of \( B \) according to Normalization 1.12.10. We obtained \( B \) by a finite number of elementary row operations. If \( a_1 = a_2 = 0 \) perform the Euclid algorithm on the second column of \( A \).

\[\square\]

Corollary 1.12.13 Let \( U \in \text{GL}(n, \mathbb{D}_E) \). Then \( U \) is a finite product of elementary invertible matrices.

Corollary 1.12.14 Let \( \mathbb{F} \) be a field. Then \( A \in \mathbb{F}^{m \times n} \) can be brought to its unique reduced row echelon form given by Theorem 1.12.7 with

\[b_{i,n_i} = 1, \quad b_{j,n_i} = 0, \quad j = 1, \ldots, i - 1, \quad i = 1, \ldots, r,\]

by a finite number of elementary row operations.

Problems

1. Show
(a) Let \( A, B \in \mathbb{D}^{m \times m} \) be two upper triangular matrices with the same nonzero diagonal entries. Assume that \( QA = B \) for some \( Q \in \mathbb{D}^{m \times m} \). Then \( Q \) is an upper triangular matrix with 1 on the main diagonal. (Hint: First prove this claim for the quotient field \( \mathbb{F} \) of \( \mathbb{D} \).)

(b) Let \( Q \in \mathbb{D}^{m \times m} \) be an upper triangular matrix with 1 on the main diagonal. Show that \( Q = R_2 \cdots R_m = T_m \cdots T_2 \) where \( R_i - I_m, Q_i - I_m \) may have nonzero entries only in the places \((j, i)\) for \( j = 1, \ldots, i - 1 \) and \( i = 2, \ldots, m \).

(c) Let \( A, B \in \mathbb{D}^{m \times n} \). Assume that \( A \sim_l B \), and \( A \) and \( B \) are in HNF and have the same pivots. Then \( B \) can be obtained from \( A \), by adding multiples of the row \( b_{in} \) to the rows \( j = 1, \ldots, i - 1 \) for \( i = 2, \ldots, r \).

(d) Let \( B = [b_{ij}], C = [c_{ij}] \in \mathbb{D}^{m \times n} \). Assume that \( B, C \) are in Hermite normal form with the same \( r \) numbers \( 1 \leq n_1 < \cdots < n_r \leq n \). Suppose furthermore (1.12.13) holds and \( B = QC \) for some \( Q \in \mathbb{D}^{m \times m} \). Then
\[
Q = \begin{bmatrix} I_r & * \\ 0 & * \end{bmatrix} \Rightarrow B = C.
\]
(Here * denotes a matrix of the corresponding size.)

(e) Let \( M \) be a \( \mathbb{D}_B \)-module, \( N = \mathbb{D}^n_B \) and \( T \in \text{Hom } (N, M) \). Let \( \text{Range } (T) \) be the range of \( T \) in \( M \). Then the module \( \text{Range } (T) \) has a basis \( Tu_1, \ldots, Tu_k \) such that
\[
(1.12.15) \quad u_i = \sum_{j=1}^i c_{ij} v_j, \quad c_{ii} \neq 0, \quad i = 1, \ldots, k,
\]
where \( v_1, \ldots, v_n \) is a permutation of the standard basis
\[
(1.12.16) \quad e_i = (\delta_{i1}, \ldots, \delta_{in})^T, \quad i = 1, \ldots, n.
\]

2. Let \( A \in \mathbb{D}^{m \times n}_B \) and assume that \( B \) is its Hermite normal form. Assume that \( n_i < j < n_{i+1} \). Prove that
\[
\nu(\alpha, A) = b_{1n_1} \cdots b_{(i-1)n_{i-1}} b_{ij}, \quad \text{for } \alpha = (n_1, \ldots, n_{i-1}, j).
\]

3. **Definition 1.12.15** Let \( \mathbb{F} \) be a field and \( V \) a vector space over \( \mathbb{F} \) of dimension \( n \). A flag \( \mathbf{F}_* \) on \( V \) is a strictly increasing sequence of
1.13. Systems of linear equations over Bezout domains

Consider a system of $m$ linear equations in $n$ unknowns:

$$
\sum_{j=1}^{n} a_{ij} x_j = b_i, \quad i = 1, \ldots, m,
$$

(1.13.1)

$$
a_{ij}, b_i \in \mathbb{D}, \quad i = 1, \ldots, m, \quad j = 1, \ldots, n.
$$
CHAPTER 1. DOMAINS, MODULES AND MATRICES

In matrix notation (1.13.1) is equivalent to

\[(1.13.2) \quad Ax = b, \quad A \in D^{m \times n}, \ x \in D^n, \ b \in D^m.\]

Let

\[(1.13.3) \quad \hat{A} = [A, b] \in D^{m \times (n+1)}.\]

The matrix \(A\) is called the coefficient matrix and the matrix \(\hat{A}\) is called the augmented coefficient matrix. If \(D\) is a field, the classical Kronecker-Capelli theorem states [Gan59] that (1.13.1) is solvable if and only if

\[(1.13.4) \quad \text{rank } A = \text{rank } \hat{A}.\]

Let \(F\) be the quotient field of \(D\). If (1.13.1) is solvable over \(D\) it is also solvable over \(F\). Therefore (1.13.4) is a necessary condition for the solvability of (1.13.1) over \(D\). Clearly, even in the case \(m = n = 1\) this condition is not sufficient. In this section we give necessary and sufficient conditions on \(\hat{A}\) for the solvability of (1.13.1) over a Bezout domain. First we need the following lemma:

**Lemma 1.13.1** Let \(0 \neq A \in D^{m \times n}\). Then there exist \(P \in \Pi_m, U \in GL(n, D)\) such that

\[(1.13.5) \quad C = [c_{ij}] = PAU,\]

\[c_{ii} \neq 0, \quad i = 1, \ldots, \text{rank } A,\]

\[c_{ij} = 0 \quad \text{if either } j > i \text{ or } j > \text{rank } A.\]

**Proof.** Consider the matrix \(A^\top\). By interchanging the columns of \(A^\top\), i.e. multiplying \(A^\top\) from the right by some permutation matrix \(P^\top\), we can assume that the Hermite normal form of \(A^\top P^\top\) satisfies \(n_i = i, \ i = 1, \ldots, \text{rank } A.\)

**Theorem 1.13.2** Let \(D\) be a Bezout domain. Then the system (1.13.1) is solvable if and only if

\[(1.13.6) \quad r = \text{rank } A = \text{rank } \hat{A}, \quad \delta_r(A) \equiv \delta_r(\hat{A}).\]

**Proof.** Assume first the existence of \(x \in D^n\) which satisfies (1.13.2). Hence (1.13.4) holds, i.e. the first part of (1.13.6) holds. As any minor \(r \times r\) of \(A\) is a minor of \(\hat{A}\) we deduce that \(\delta_r(\hat{A}) \mid \delta_r(A)\). (1.13.2) implies that \(b\) is a linear combination of the columns of \(A\). Consider any \(r \times r\) minor of \(A\) which contains the \(n + 1\)-st column \(b\). Since \(b\) is a linear combination of
columns of \( A \) it follows that \( \delta_r(A) \) divides this minor. Hence \( \delta_r(A) | \delta_r(\hat{A}) \), which establishes the second part of (1.13.6). (Actually we showed that if (1.13.1) is solvable over \( D_G \) then (1.13.6) holds.)

Assume now that (1.13.6) holds. Let

\[
V \hat{A} = \hat{B} = [B, \hat{b}] \in D^{m \times (n+1)}, \quad V \in \text{GL}(m, D)
\]

be Hermite’s normal form of \( \hat{A} \). Hence \( B \) is Hermite’s normal form of \( A \). Furthermore

\[
VA = B, \quad \text{rank } B = \text{rank } A = \text{rank } \hat{A} = \text{rank } \hat{B} = r,
\]

\[
\delta_r(B) \equiv \delta_r(A) \equiv \delta_r(\hat{A}) \equiv \delta_r(\hat{B}).
\]

Hence \( n_r \) in Hermite’s normal form of \( \hat{A} \) is at most \( n \). Note that the last \( m - r \) equations of \( Bx = \hat{b} \) are the trivial equations \( 0 = 0 \). That is, it is enough to show the solvability of the system (1.13.2) under the assumptions (1.13.6) with \( r = m \). By changing the order of equations in (1.13.1) and introducing a new set of variables

\[
y = U^{-1} x, \quad U \in \text{GL}(n, D),
\]

we may assume that the system (1.13.2) is

\[
(1.13.8) \quad C\hat{y} = d, \quad C = PAU, \quad d = (d_1, \ldots, d_m)^T = Pb,
\]

where \( C \) is given as in Lemma 1.13.5 with \( r = m \). Let \( \hat{C} = [C, d] \). It is straightforward to see that \( A \sim C, \quad \hat{A} \sim \hat{C} \). Hence

\[
\text{rank } C = \text{rank } A = \text{rank } \hat{A} = \text{rank } \hat{C} = m, \quad \delta_m(C) \equiv \delta_m(A) \equiv \delta_m(\hat{A}) \equiv \delta_m(\hat{C}).
\]

Thus it is enough to show that the system (1.13.8) is solvable. In view of the form of \( C \) the solvability of the system (1.13.8) over \( D \) is equivalent the solvability of the system

\[
(1.13.9) \quad \hat{C}\tilde{y} = d, \quad \hat{C} = [c_{ij}]_{i,j=1}^m \in D^{m \times m}, \quad \tilde{y} = (y_1, \ldots, y_m)^T.
\]

Note that \( \delta_m(C) = \delta_m(\hat{C}) = \det \hat{C} \). Cramer’s rule for the above system in the quotient field \( F \) of \( D \) yields

\[
y_i = \frac{\det \hat{C}_i}{\det \hat{C}}, \quad i = 1, \ldots, m.
\]

Here \( \hat{C}_i \) is obtained by replacing column \( i \) of \( \hat{C} \) by \( d \). Clearly \( \det \hat{C}_i \) is an \( m \times m \) minor of \( \hat{C} \) up to the factor \( \pm 1 \). Hence it is divisible by \( \delta_m(\hat{C}) \equiv \delta_m(C) = \det (\hat{C}) \). Therefore \( y_i \in D, \ i = 1, \ldots, m. \)
**Theorem 1.13.3** Let \( A \in \mathbb{D}_{m \times n}^{B} \). Then \( \text{Range } A \) and \( \text{Ker } A \) are modules in \( \mathbb{D}_{m}^{B} \) and \( \mathbb{D}_{n}^{B} \) having finite bases with \( \text{rank } A \) and \( \text{nul } A \) elements respectively. Moreover, the basis of \( \text{Ker } A \) can be completed to a basis of \( \mathbb{D}_{n}^{B} \).

**Proof.** As in the proof of Theorem 1.13.2 we may assume that \( \text{rank } A = m \) and \( A = C \), where \( C \) is given by (1.13.5) with \( r = m \). Let \( e_1, \ldots, e_n \) be the standard basis of \( \mathbb{D}_{n}^{B} \). Then \( Ce_1, \ldots, Ce_m \) is a basis in \( \text{Range } C \) and \( e_{m+1}, \ldots, e_n \) is a basis for \( \text{Ker } A \).

Let \( A \in \mathbb{D}_{m \times n}^{G} \). Expand any \( q \times q \) minor of \( A \) by any \( q-p \) rows, where \( 1 \leq p < q \). We then deduce

\[(1.13.10) \quad \delta_p(A) | \delta_q(A) \quad \text{for any } 1 \leq p \leq q \leq \min(m,n).\]

**Definition 1.13.4** For \( A \in \mathbb{D}_{m \times n}^{G} \) let

\[
i_j(A) := \frac{\delta_j(A)}{\delta_{j-1}(A)}, \quad j = 1, \ldots, \text{rank } A, \quad (\delta_0(A) = 1),
\]

\[
i_j(A) = 0 \quad \text{for rank } A < j \leq \min(m,n),
\]

be the invariant factors of \( A \). \( i_j(A) \) is called a trivial factor if \( i_j(A) \) is invertible in \( \mathbb{D}_{G}^{G} \).

Suppose that (1.13.1) is solvable over \( \mathbb{D}_{B} \). Using the fact that \( b \) is a linear combination of the columns of \( A \) and Theorem 1.13.2 we get an equivalent version of Theorem 1.13.2. (See Problem 2.)

**Corollary 1.13.5** Let \( A \in \mathbb{D}_{m \times n}^{B}, \ b \in \mathbb{D}_{m}^{B} \). Then the system (1.13.1) is solvable over \( \mathbb{D}_{B} \) if and only if

\[(1.13.11) \quad r = \text{rank } A = \text{rank } \hat{A}, \quad i_k(A) \equiv i_k(\hat{A}), \quad k = 1, \ldots, r.
\]

**Problems**

1. Let \( A \in \mathbb{D}_{n}^{G} \). Assume that \( r = \text{rank } A \). Show

(a) \( (1.13.12) \quad \delta_j(A) = \omega_ji_1(A) \cdots i_j(A), \) where \( \omega_j \) is invertible in \( \mathbb{D}_{G} \) for \( j = 1, \ldots, n \).

(b) \( i_1(A) | i_j(A) \) for \( j = 2, \ldots, r \). (\textbf{Hint:} Expand any minor of order \( j \) by any row.)
1.14. SMITH NORMAL FORM

(c) Let \( 2 \leq k, 2k - 1 < j \leq r \). Then \( i_1(A) \ldots i_k(A)|i_{j-k+1}(A) \ldots i_j(A) \).

2. Give a complete proof of Corollary 1.13.5.

3. Let \( A \in \mathbb{D}^{m \times n}_B \). Assume that all the pivots in HNF of \( A^\top \) are invertible elements. Show

(a) Any basis of Range \( A \) can be completed to a basis in \( \mathbb{D}^p_B \).

(b) \( i_1(A) = \ldots = i_{\text{rank } A}(A) = 1 \).

4. Assume that \( \mathbb{D} = \mathbb{D}_B \), \( M \) is a \( \mathbb{D} \)-module with a basis, \( M_1, M_2 \) are finitely generated modules of \( M \). Show

(a) \( M_1 \cap M_2 \) has a basis which can be completed to bases in \( M_1 \) and \( M_2 \).

(b) \( M_i = M_1 \cap M_2 \oplus N_i \) for \( i = 1, 2 \), where each \( N_i \) has a basis.

\[ \dim M_i = \dim (M_1 \cap M_2) + \dim N_i, i = 1, 2, \]
\[ M_1 + M_2 = (M_1 \cap M_2) \oplus N_1 \oplus N_2. \]

In particular, \( \dim (M_1 + M_2) = \dim M_1 + \dim M_2 - \dim (M_1 \cap M_2) \).

1.14 Smith normal form

A matrix \( D = [d_{ij}] \in \mathbb{D}^{m \times n} \) is called a diagonal matrix if \( d_{ij} = 0 \) for all \( i \neq j \). The entries \( d_{11}, \ldots, d_{\ell \ell}, \ell = \min(m, n) \) are called the diagonal entries of \( D \). \( D \) is denoted by \( D = \text{diag}(d_{11}, \ldots, d_{\ell \ell}) = \text{diag}(d_1, \ldots, d_\ell) \).

**Theorem 1.14.1** Let \( 0 \neq A \in \mathbb{D}^{m \times n} \). Assume that \( \mathbb{D} \) is an elementary divisor domain. Then \( A \) is equivalent to a diagonal matrix

\[ (1.14.1) \quad B = \text{diag}(i_1(A), \ldots, i_r(A), 0, \ldots, 0), \quad r = \text{rank } A. \]

Furthermore

\[ (1.14.2) \quad i_{j-1}(A)|i_j(A), \quad \text{for } j = 2, \ldots, \text{rank } A. \]

**Proof.** Recall that an elementary divisor domain is a Bezout domain. For \( n = 1 \) the Hermite normal form of \( A \) is a diagonal matrix with \( i_1(A) = \delta_1(A) \). Next we consider the case \( m = n = 2 \). Let

\[ A_1 = WA = \begin{bmatrix} a & b \\ 0 & c \end{bmatrix}, \quad W \in \text{GL}(2, \mathbb{D}), \]
be the Hermite normal form of $A$. As $\mathbb{D} = \mathbb{D}_{ED}$ there exists $p, q, x, y \in \mathbb{D}$ such that

$$(px)a + (py)b + (qy)c = (a, b, c) = \delta_1(A).$$

Clearly $(p, q) = (x, y) = 1$. Hence there exist $\bar{p}, \bar{q}, \bar{x}, \bar{y}$ such that

$$p\bar{p} - q\bar{q} = x\bar{x} - y\bar{y} = 1.$$ 

Let

$$V = \begin{bmatrix} p & q \\ \bar{p} & \bar{q} \end{bmatrix}, \quad U = \begin{bmatrix} x & \bar{y} \\ y & \bar{x} \end{bmatrix}.$$ 

Thus

$$G = VAU = \begin{bmatrix} \delta_1(A) & g_{12} \\ g_{21} & g_{22} \end{bmatrix}.$$ 

Since $\delta_1(G) \equiv \delta_1(A)$ we deduce that $\delta_1(A)$ divides $g_{12}$ and $g_{21}$. Apply appropriate elementary row and column operations to deduce that $A$ is equivalent to a diagonal matrix $C = \text{diag}(i_1(A), d_2)$. As $\delta_2(C) = i_1(A)d_2 \equiv \delta_2(A)$ we see that $C$ is equivalent to the matrix of the form (1.14.1), where we can assume that $d_2 = i_2(A)$. Since $i_1(A)d_2$ we have that $i_1(A)|i_2(A)$.

We now prove the theorem in the case $m \geq 3$, $n = 2$ by induction starting from $m = 2$. Let $A = [a_{ij}] \in \mathbb{D}^{m \times 2}$ and denote by $\bar{A} = [a_{ij}]_{i = 1, j = 2}^{m-1, 2}$. Use the induction hypothesis to assume that $\bar{A}$ is in the form (1.14.1). Interchange the second row of $A$ with the last one to obtain $A_1 \in \mathbb{D}^{m \times 2}$. Apply simple row and column operations on the first two rows and columns of $A_1$ to obtain $A_2 = [a_{ij}^{(2)}] \in \mathbb{D}^{m \times 2}$, where $a_{11}^{(2)} = i_1(A)$. Use the elementary row and column operations to obtain $A_3$ of the form

$$(1.14.3) \quad A_3 = \begin{bmatrix} i_1(A) & 0 \\ 0 & A_4 \end{bmatrix}, \quad A_4 \in \mathbb{D}^{(m-1) \times 1}.$$ 

Recall that $i_1(A)$ divides all the entries of $A_4$. Hence $A_4 = i_1(A)B_4$ and $i_1(A_4) = i_1(A)i_1(B_4)$. Use simple row operations on the rows $2, \ldots, m$ of $A_3$ to bring $B_4$ to a diagonal form. Thus $A$ is equivalent to the diagonal matrix

$$C = \text{diag}(i_1(A), i_1(A)i_1(B_4)) = \text{diag}(i_1(A), i_1(A_4)) \in \mathbb{D}^{m \times 2}.$$ 

Recall that

$$i_1(A) = \delta_1(A) \equiv \delta_1(C), \quad \delta_2(A) \equiv \delta_2(C) = i_1(A)i_1(A_4) = i_1(A)i_1(1)i_1(B_4).$$

Thus $i_1(A)|i_1(A_4)$ so $i_1(A) = i_1(C)$ and $i_2(A) \equiv i_1(A_4)$. Hence $C$ is equivalent to $B$ of the form (1.14.1) and $i_1(A)|i_2(A)$. 
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By considering \( A^T \) we deduce that we proved the theorem in the case \( \min(m,n) \leq 2 \). We now prove the remaining cases by a double induction on \( m \geq 3 \) and \( n \geq 3 \). Assume that the theorem holds for all matrices in \( \mathbb{D}^{(m-1) \times n} \) for \( n = 2, 3, \ldots \) Assume that \( m \geq 3 \) and is fixed, and theorem holds for any \( E \in \mathbb{D}^{m \times (n-1)} \) for \( n \geq 3 \). Let \( A = [a_{ij}] \in \mathbb{D}^{m \times n} \), \( A = [a_{ij}]_{i,j=1}^{m,n} \). Use the induction hypothesis to assume that \( \overline{A} = \text{diag}(d_1, \ldots, d_l) \), \( l = \min(m, n-1) \). Here \( d_i | d_i \), \( i = 2, \ldots, l \). Interchange the second and the last column of \( A \) to obtain \( A_1 = [a_{ij}^{(1)}] \in \mathbb{D}^{m \times n} \). Perform simple row operations on the rows of \( A_1 \) and simple column operations on the first \( n-1 \) columns of \( A_1 \) to obtain the matrix \( A_2 = [a_{ij}^{(2)}] \in \mathbb{D}^{m \times n} \) such that \( A_2 = [a_{ij}^{(2)}]_{i,j=1}^{m,n-1} = \text{diag}(a_{i_1}, \ldots, a_{i_l}^{(2)}) \) is the Smith normal form of \( \overline{A}_1 = [a_{ij}^{(1)}]_{i,j=1}^{m,n-1} \). The definition of \( A_2 \) yields that \( i_1(A) \equiv a_{i_1}^{(2)} \). Use elementary row operations to obtain an equivalent matrix to \( A_2 \):

\[
A_3 = \begin{bmatrix}
i_1(A) & 0 \\
0 & A_4
\end{bmatrix}, \quad A_4 \in \mathbb{D}^{(m-1) \times (n-1)}.
\]

As \( i_1(A) = \delta_1(A) \equiv \delta_1(\overline{A}) \) it follows that \( i_1(A) \) divides all the entries of \( A_4 \). So \( A_4 = i_1(A)B_4 \). Hence \( i_j(A_4) = i_1(A)i_j(B_4) \) Use simple row and column operations on the last \( m-1 \) rows and the last \( n-1 \) columns of \( A_3 \) to bring \( B_4 \) to Smith normal form using the induction hypothesis:

\[
A \sim A_5 = \begin{bmatrix}
i_1(A) & 0 \\
0 & i_1(A)\text{ diag}(i_1(B_4), \ldots, i_l(B_4))
\end{bmatrix}.
\]

By induction hypothesis

\[
i_j(B_4)i_{j+1}(B_4), \quad j = 1, \ldots, \text{rank } A - 1, \quad i_j(B_4) = 0, \quad j > \text{rank } A - 1.
\]

A similar claim holds for \( A_4 \). Hence

\[
\delta_k(A) \equiv \delta_k(\overline{A}_2) = i_1(A)i_2(A_4) \cdots i_{k-1}(A_4), \quad k = 2, \ldots, \text{rank } A.
\]

Thus

\[
i_j(A_4) \equiv i_{j+1}(A), \quad j = 1, \ldots, \text{rank } A - 1
\]

and \( A_5 \) is equivalent to \( B \) given by (1.14.1). Furthermore, we showed (1.14.2).

The matrix (1.14.1) is called the Smith normal form of \( A \).

**Corollary 1.14.2** Let \( A, B \in \mathbb{D}^{m \times n}_{EB} \). Then \( A \) and \( B \) are equivalent if and only if \( A \) and \( B \) have the same rank and the same invariant factors.
Over an elementary divisor domain, the system (1.13.2) is equivalent to a simple system
\[ i_k(A)y_k = c_k, \quad k = 1, \ldots, \text{rank } A, \]
(1.14.4)
\[ 0 = c_k, \quad k = \text{rank } A + 1, \ldots, m, \]
(1.14.5)
\[ y = P^{-1}x, \quad c = Qb. \]

Here \( P \) and \( Q \) are the invertible matrices appearing in (1.11.7) and \( B \) is of the form (1.14.1). For the system (1.14.4) Theorems 1.13.2 and 1.13.3 are straightforward. Clearly

**Theorem 1.14.3** Let \( A \in D_{ED}^{m \times n} \). Assume that all of the invariant factors of \( A \) are invertible elements in \( D_{ED} \). Then the basis of \( \text{Range } A \) can be completed to a basis of \( D_{ED}^n \).

In what follows we adopt the following:

**Normalization 1.14.4** Let \( A \in F[x]^{m \times n} \). Then the invariant polynomials (the invariant factors) of \( A \) are assumed to be normalized polynomials.

**Notation 1.14.5** Let \( A_i \in D_{ED}^{m_i \times n_i} \) for \( i = 1, \ldots, k \). Then \( \bigoplus_{i=1}^k A_i = \text{diag}(A_1, \ldots, A_k) \) denotes the block diagonal matrix \( B = [B_{ij}]_{i,j=1}^k \in D_{ED}^{m \times n} \), where \( B_{ij} \in D_{ED}^{m_i \times n_j} \) for \( i, j = 1, \ldots, k \), \( m = \sum_{i=1}^k m_i \), \( n = \sum_{j=1}^k n_j \), such that \( B_{ii} = A_i \) and \( B_{ij} = 0 \) for \( i \neq j \).

**Problems**

1. Let \( A = \begin{bmatrix} p & 0 \\ 0 & q \end{bmatrix} \in D_{ED}^{2 \times 2} \). Show that \( A \) is equivalent to \( \text{diag}((p, q), (p, q)) \).

2. Let \( A \in D_{ED}^{m \times n} \), \( B \in D_{ED}^{p \times q} \). Suppose that either \( i_s(A)|i_t(B) \) or \( i_t(B)|i_s(A) \) for \( s = 1, \ldots, \text{rank } A = \alpha, \ t = 1, \ldots, \text{rank } B = \beta \). Show that the set of the invariant factors \( A \oplus B \) is \( \{i_1(A), \ldots, i_\alpha(A), i_1(B), \ldots, i_\beta(B)\} \).

3. Let \( M \subset N \) be \( D_{ED} \) modules with finite bases. Prove that there exists a basis \( u_1, \ldots, u_n \) in \( N \) such that \( i_1u_1, \ldots, i_ru_r \) is a basis in \( M \), where \( i_1, \ldots, i_r \in D_{ED} \) and \( i_j|i_{j+1} \) for \( j = 1, \ldots, r - 1 \).

4. Let \( M \) be a \( D \)-module and \( N_1, N_2 \subset M \) be submodules. \( N_1 \) and \( N_2 \) are called equivalent if there exists an isomorphism \( T \in \text{Hom}(M, M) \) \( (T^{-1} \in \text{Hom}(M, M)) \) such that \( TN_1 = N_2 \). Suppose that \( M, N_1, N_2 \)
have bases \([u_1, \ldots, u_m]\), \([v_1, \ldots, v_n]\) and \([w_1, \ldots, w_n]\) respectively. Let
\[
v_j = \sum_{i=1}^{m} a_{ij} u_i, \quad w_j = \sum_{i=1}^{m} b_{ij} u_i, \quad j = 1, \ldots, n,
\]
(1.14.6)
\[A = [a_{ij}]_{i=j=1}^{m,n}, \quad B = [b_{ij}]_{i=j=1}^{m,n}.
\]
Show that \(N_1\) and \(N_2\) are equivalent if and only if \(A \sim B\).

5. Let \(N \subset M\) be \(D\) modules with bases. Assume that \(N\) has the division property: if \(ax \in N\) for \(0 \neq a \in D\) and \(x \in M\) then \(x \in N\). Show that if \(D\) is an elementary divisor domain and \(N\) has the division property then any basis in \(N\) can be completed to a basis in \(M\).

6. Let \(D\) be an elementary divisor domain. Assume that \(N \subset D^n\) is a submodule with basis of dimension \(k \in [1, m]\). Let \(N' \subset D^n\) be the following set: \(n \in N'\) if there exists \(0 \neq a \in D\) such that \(an \in N\). Show that \(N'\) is a submodule of \(D^n\) that has the division property. Furthermore, \(N'\) has a basis of dimension \(k\) which can be obtained from a basis of \(N\) as follows. Let \(w_1, \ldots, w_k\) be a basis of \(N\). Let \(W \in D^{m \times k}\) be the matrix whose columns are \(w_1, \ldots, w_k\). Assume that \(D = \text{diag}(n_1, \ldots, n_k)\) is the Smith normal form of \(W\). So \(W = UDV, U \in \text{GL}(D), V \in \text{GL}(k, D)\). Let \(u_1, \ldots, u_k\) be the first \(k\) columns of \(U\). Then \(u_1, \ldots, u_k\) is a basis of \(N'\).

1.15 Local analytic functions in one variable

In this section we consider applications of the Smith normal form to a system of linear equations over \(H_0\), the ring of local analytic functions in one variable at the origin. In 1.3 we showed that the only noninvertible irreducible element in \(H_0\) is \(z\). Let \(A \in H_0^{m \times n}\). Then \(A = A(z) = [a_{ij}(z)]_{i=j=1}^{m,n}\) and \(A(z)\) has the MacLaurin expansion

\[
A(z) = \sum_{k=0}^{\infty} A_k z^k, \quad A_k \in \mathbb{C}^{m \times n}, \quad k = 0, \ldots,
\]
(1.15.1)
which converges in some disk \(|z| < R(A)|. Here \(R(A)| is a positive number which depends on \(A\). That is, each entry \(a_{ij}(z)\) has convergent MacLaurin series for \(|z| < R(A)|.
Notations and Definitions 1.15.1 Let $A \in \mathbb{H}_0^{m \times n}$. The local invariant polynomials (the invariant factors) of $A$ are normalized to be
\begin{equation}
\iota_k(A) = z^{\iota_k(A)}, \quad 0 \leq \iota_1(A) \leq \iota_2(A) \leq \ldots \leq \iota_r(A), \quad r = \text{rank } A.
\end{equation}
The number $\iota_r(A)$ is called the index of $A$ and is denoted by $\eta = \eta(A)$. For a nonnegative integer $p$ denote the number of local invariant polynomials of $A$ whose degree is equal to $p$ by $\kappa_p = \kappa_p(A)$.

We start with the following perturbation result.

**Lemma 1.15.2** Let $A, B \in \mathbb{H}_0^{m \times n}$. Let
\begin{equation}
C(z) = A(z) + z^{k+1}B(z),
\end{equation}
where $k$ is a nonnegative integer. Then $A$ and $C$ have the same local invariant polynomials up to degree $k$. Moreover, if $k$ is equal to the index of $A$, and $A$ and $C$ have the same ranks then $A$ is equivalent to $C$.

**Proof.** Since $\mathbb{H}_0$ is a Euclidean domain we may already assume that $A$ is in Smith normal form
\begin{equation}
A = \text{diag}(z^{\iota_1}, \ldots, z^{\iota_r}, 0, \ldots, 0).
\end{equation}
Let $s = \sum_{j=0}^{k} \kappa_j(A)$. Assume first that $s \geq t \in \mathbb{N}$. Consider any any $t \times t$ submatrix $D(z)$ of $C(z) = [c_{ij}(z)]$. View $D(z)$ as a sum of $t!$ products. As $k+1 > \iota_t$ it follows each such product is divisible by $z^{\iota_1+\ldots+\iota_t}$. Let $D(z) = [c_{ij}(z)]_{i,j=1}^{t}$. Then the product of the diagonal entries is of the form $z^{\iota_1+\ldots+\iota_t}(1 + zO(z))$. All other $t! - 1$ products appearing in $\det D(z)$ are divisible by $z^{\iota_1+\ldots+\iota_t+2(k+1)}$. Hence
\begin{equation}
\delta_t(C) = z^{\iota_1+\ldots+\iota_t} = \delta_t(A), \quad t = 1, \ldots, s,
\end{equation}
which implies that
\begin{equation}
\iota_t(C) = \iota_t(A), \quad t = 1, \ldots, s.
\end{equation}
As $s = \sum_{j=0}^{k} \kappa_j(A)$ it follows that
\begin{equation}
\kappa_j(C) = \kappa_j(A), \quad j = 0, \ldots, k-1, \quad \kappa_k(A) \leq \kappa_k(C).
\end{equation}
Write $A = C - z^{k+1}B$ and deduce from the above arguments that
\begin{equation}
\kappa_j(C) = \kappa_j(A), \quad j = 0, \ldots, k.
Hence $A$ and $C$ have the same local invariant polynomials up to degree $k$. Suppose that $\text{rank } A = \text{rank } C$. Then (1.15.6) implies that $A$ and $C$ have the same local invariant polynomials. Hence $A \sim B$.

Consider a system of linear equations over $H_0$

$$(1.15.8) \quad A(z)u = b(z), \quad A(z) \in H_0^{m \times n}, \quad b(z) \in H_0^n,$$

where we look for a solution $u(z) \in H_0^n$. Theorem 1.13.2 claims that the above system is solvable if and only if $\text{rank } A = \text{rank } \hat{A} = r$ and the g.c.d. of all $r \times r$ minors of $A$ and $\hat{A}$ are equal. In the area of analytic functions it is common to try to solve (1.15.8) by the method of power series. Assume that $A(z)$ has the expansion (1.15.1) and $b(z)$ has the expansion

$$(1.15.9) \quad b(z) = \sum_{k=0}^{\infty} b_k z^k, \quad b_k \in \mathbb{C}^m, \quad k = 0, \ldots$$

Then one looks for a formal solution

$$(1.15.10) \quad u(z) = \sum_{k=0}^{\infty} u_k z^k, \quad u_k \in \mathbb{C}^n, \quad k = 0, \ldots,$$

which satisfies

$$(1.15.11) \quad \sum_{j=0}^{k} A_{k-j}u_j = b_k,$$

for $k = 0, \ldots$. A vector $u(z)$ is called a formal solution of (1.15.8) if (1.15.11) holds for any $k \in \mathbb{Z}_+$. A vector $u(z)$ is called an analytic solution if $u(z)$ is a formal solution and the series (1.15.10) converges in some neighborhood of the origin, i.e. $u(z) \in H_0^n$. We now give the exact conditions for which (1.15.11) is solvable for $k = 0, \ldots, q$.

**Theorem 1.15.3** Consider the system (1.15.11) for $k = 0, \ldots, q \in \mathbb{Z}_+$. Then this system is solvable if and only if $A(z)$ and $\hat{A}(z)$ have the same local invariant polynomials up to degree $q$:

$$(1.15.12) \quad \kappa_j(A) = \kappa_j(\hat{A}), \quad j = 0, \ldots, q.$$ 

Assume that the system (1.15.8) is solvable over $H_0$. Let $q = \eta(A)$ and suppose that $u_0, \ldots, u_q$ satisfies (1.15.11) for $k = 0, \ldots, q$. Then there exists $u(z) \in H_0^n$ satisfying (1.15.8) and $u(0) = u_0$. 


Let \( q \in \mathbb{Z}_+ \) and \( W_q \subset \mathbb{C}^n \) be the subspace of all vectors \( w_0, \ldots, w_q \) such that \( w_0, \ldots, w_q \) is a solution to the homogenous system

\[
\sum_{j=0}^{k} A_{k-j}w_j = 0, \quad k = 0, \ldots, q.
\]  

(1.15.13)

Then

\[
\dim W_q = n - \sum_{j=0}^{q} \kappa_j(A)
\]

(1.15.14)

In particular, for \( \eta = \eta(A) \) and any \( w_0 \in W_\eta \) there exists \( w(z) \in H^p_0 \) such that

\[
A(z)w(z) = 0, \quad w(0) = w_0.
\]

(1.15.15)

**Proof.** Let

\[
u_k = (u_{k,1}, \ldots, u_{k,n})^\top, \quad k = 0, \ldots, q.
\]

We first establish the theorem when \( A(z) \) is in Smith normal form (1.15.4). In that case the system (1.15.11) reduces to

\[
u_k - s = b_{k,s} \quad \text{if} \quad \iota_s \leq k,
\]

(1.15.16)

\[0 = b_{k,s} \quad \text{if either} \quad \iota_s > k \quad \text{or} \quad s > \text{rank } A.
\]

The above equations are solvable for \( k = 0, \ldots, q \) if and only if \( z^{\iota_s} \) divides \( b_s(z) \) for all \( \iota_s \leq q \), and for \( \iota_s > q \), \( z^{q+1} \) divides \( b_s(z) \). If \( \iota_s \leq q \) then subtract from the last column of \( \hat{A} \) the \( s \)-column times \( b_s(z)^{\iota_s} \). So \( \hat{A} \) is equivalent to the matrix

\[
A_1(z) = \text{diag}(z^{\iota_1}, \ldots, z^{\iota_l}) \oplus z^{q+1}A_2(z),
\]

\[
l = \sum_{j=0}^{q} \kappa_j(A), \quad A_2 \in H_0^{(n-l) \times (n+1-l)}.
\]

According to Problem 2 below, the local invariant polynomials of \( A_1(z) \) whose degrees do not exceed \( q \) are \( z^{\iota_1}, \ldots, z^{\iota_l} \). So \( A(z) \) and \( \hat{A}(z) \) have the same local invariant polynomials up to degree \( q \). Assume now that \( A \) and \( \hat{A} \) have the same local invariant polynomial up to degree \( q \). Hence

\[
z^{\iota_1 + \ldots + \iota_k} = \delta_k(A) = \delta_k(\hat{A}), \quad k = 1, \ldots, l,
\]

\[
z^{\iota_1 + \ldots + \iota_{l+1} + q+1} = \delta_{l+1}(\hat{A}).
\]
1.15. LOCAL ANALYTIC FUNCTIONS IN ONE VARIABLE

The first set of the equalities implies that $z^s b_s(z)$, $s = 1, \ldots, l$. The last equality yields that for $s > l$, $z^{q+1} b_s(z)$. Hence (1.15.11) is solvable for $k = 0, \ldots, q$ if and only if $A$ and $\hat{A}$ have the same local invariant polynomials up to the degree $q$.

Assume next that (1.15.8) is solvable. Since $A(z)$ is of the form (1.15.4) the general solution of (1.15.8) in that case is

$$u_j(z) = \frac{b_j(z)}{z^j}, \quad j = 1, \ldots, \text{rank } A,$$

where $u_j(z)$ is an arbitrary function in $H_0$, $j = \text{rank } A + 1, \ldots, n$.

Hence

$$u_j(0) = b_j, \quad j = 1, \ldots, \text{rank } A,$$

(1.15.17)

where $u_j(0)$ is an arbitrary complex number, $j = \text{rank } A + 1, \ldots, n$.

Clearly (1.15.16) implies that $u_{0,s} = u_s(0)$ for $k = i_s$. The solvability of (1.15.8) implies that $b_s(z) = 0$ for $s > \text{rank } A$. So $u_{0,s}$ is not determined by (1.15.16) for $s > \text{rank } A$. This proves the existence of $u(z)$ satisfying (1.15.8) such that $u(0) = u_0$. Consider the homogeneous system (1.15.13) for $k = 0, \ldots, q$. Then $w_{0,s} = 0$ for $i_s$ and otherwise $w_{0,s}$ is a free variable. Hence (1.15.14) holds. Let $q = \eta = \eta(A)$. Then the system (1.15.13) implies that the coordinates of $w_0$ satisfy the conditions (1.15.17). Hence the system (1.15.15) is solvable.

Assume now that $A(z) \in H_m^{n \times n}$ is an arbitrary matrix. Theorem 1.14.1 implies the existence of $P(z) \in \text{GL}(n, H_0)$, $Q(z) \in \text{GL}(m, H_0)$ such that $Q(z)A(z)P(z) = B(z) = \text{diag}(z^{\iota_1}, \ldots, z^{\iota_r}, 0, \ldots, 0), 0 \leq \iota_1 \leq \ldots \leq \iota_r, r = \text{rank } A$.

It is straightforward to show that $P(z) \in \text{GL}(n, H_0)$ if and only if $P(z) \in H_0^{n \times n}$ and $P(0)$ is invertible. To this end let

$$P(z) = \sum_{k=0}^{\infty} P_k z^k, \quad P_k \in \mathbb{C}^{n \times n}, \quad k = 0, \ldots, \det P_0 \neq 0,$$

$$Q(z) = \sum_{k=0}^{\infty} Q_k z^k, \quad Q_k \in \mathbb{C}^{n \times n}, \quad k = 0, \ldots, \det Q_0 \neq 0.$$

Introduce a new set of variables $v(z)$ and $v_0, v_1, \ldots$ such that

$$u(z) = P(z)v(z),$$

$$u_k = \sum_{j=0}^{k} P_{k-j} v_j, \quad k = 0, \ldots,$$
CHAPTER 1. DOMAINS, MODULES AND MATRICES

Since \( \det P \neq 0 \) \( \mathbf{v}(z) = P(z)^{-1} \mathbf{u}(z) \) and we can express each \( \mathbf{v}_k \) in terms of \( \mathbf{u}_k, \ldots, \mathbf{u}_0 \) for \( k = 0, 1, \ldots \), we have that (1.15.8) and (1.15.11) are respectively equivalent to

\[
B(z) \mathbf{v}(z) = \mathbf{c}(z), \quad \mathbf{c}(z) = Q(z) \mathbf{b}(z), \\
\sum_{j=0}^{k} B_{k-j} \mathbf{v}_j = \mathbf{c}_k, \quad k = 0, \ldots, q.
\]

As \( B \sim A \) and \( \hat{\mathbf{B}} = \hat{Q} \hat{A}(P \oplus I_1) \sim \hat{A} \), we deduce the theorem.

Problems

1. The system (1.15.8) is called solvable in the punctured disc if the system

\[
(1.15.18) \quad A(z_0) \mathbf{u}(z_0) = \mathbf{b}(z_0),
\]

is solvable for any point \( 0 < |z_0| < R \) as a linear system over \( \mathbb{C} \) for some \( R > 0 \), i.e.

\[
(1.15.19) \quad \text{rank } A(z_0) = \text{rank } \hat{A}(z_0), \quad \text{for all } 0 < |z_0| < R.
\]

Show that (1.15.8) is solvable in the punctured disk if and only if (1.15.8) is solvable over \( \mathcal{M}_0 \), the quotient field of \( \mathcal{H}_0 \).

2. The system (1.15.8) is called pointwise solvable if (1.15.18) is solvable for all \( z_0 \) in some open disk \( |z_0| < R \). Show that (1.15.8) is pointwise solvable if and only if (1.15.8) is solvable over \( \mathcal{M}_0 \) and

\[
(1.15.20) \quad \text{rank } A(0) = \text{rank } \hat{A}(0).
\]

3. Let \( A(z) \in \mathcal{H}_0^{m \times n} \). \( A(z) \) is called \textit{generic} if, whenever the system (1.15.8) is pointwise solvable, it is also analytically solvable, i.e. solvable over \( \mathcal{H}_0 \). Prove that \( A(z) \) is generic if and only if \( \eta(A) \leq 1 \).

4. Let \( \Omega \subset \mathbb{C} \) be a domain and consider the system

\[
(1.15.21) \quad A(z) \mathbf{u} = \mathbf{b}(z), \quad A(z) \in \mathcal{H}(\Omega)^{m \times n}, \quad \mathbf{b}(z) \in \mathcal{H}(\Omega)^m.
\]

Show that the above system is solvable over \( \mathcal{H}(\Omega) \) if and only if for each \( \zeta \in \Omega \) this system is solvable in \( \mathcal{H}_\zeta \). \textit{(Hint: As } \mathcal{H}(\Omega) \text{ is } \mathbb{D}_{ED} \text{ it suffices to analyze the case where } A(z) \text{ is in Smith normal form.)}
5. Let $A(z)$ and $b(z)$ satisfy the assumptions of Problem 4. $A(z)$ is called generic if whenever (1.15.21) is pointwise solvable it is solvable over $H(\Omega)$. Show that $A(z)$ is generic if and only the invariant functions (factors) of $A(z)$ have only simple zeros. ($\zeta$ is a simple zero of $f \in H(\Omega)$ if $f(\zeta) = 0$ and $f'(\zeta) \neq 0$.)

6. Let $A(z) \in H(\Omega)^{m \times n}$, where $\Omega$ is a domain in $\mathbb{C}$. Prove that the invariant factors of $A(z)$ are invertible in $H(\Omega)$ if and only if

\begin{equation}
\text{(1.15.22)} \quad \text{rank } A(\zeta) = \text{rank } A, \quad \text{for all } \zeta \in \Omega.
\end{equation}

7. Let $A(z) \in H(\Omega)^{m \times n}$, where $\Omega$ is a domain in $\mathbb{C}$. Assume that (1.15.22) holds. View $A(z) \in \text{Hom}(H(\Omega)^n,H(\Omega)^m)$. Show that Range $A(z)$ has a basis which can be completed to a basis in $H(\Omega)^m$. (Hint: Use Theorem 1.15.5.)

1.16 The local-global domains in $\mathbb{C}^p$

Let $p$ be a positive integer and assume that $\Omega \subseteq \mathbb{C}^p$ is a domain. Consider the system of $m$ nonhomogeneous equations in $n$ unknowns:

\begin{equation}
\text{(1.16.1)} \quad A(z)u = b(z), \quad A(z) \in H(\Omega)^{m \times n}, \quad b(z) \in H(\Omega)^m.
\end{equation}

In this section we are concerned with the problem of the existence of a solution $u(z) \in H(\Omega)^m$ to the above system. Clearly a necessary condition for the solvability is the local condition:

**Condition 1.16.1** Let $\Omega \subseteq \mathbb{C}^p$ be a domain. Then for each $\zeta \in \Omega$ the system $A(z)u = b(z)$ has a solution $u_\zeta(z) \in H_\zeta^m$.

**Definition 1.16.2** A domain $\Omega \subseteq \mathbb{C}^p$ is called a local-global domain, if any system of the form (1.16.1), satisfying the condition 1.16.1, has a solution $u(z) \in H(\Omega)^m$.

Problem 1.15.4 implies that any domain $\Omega \subset \mathbb{C}$ is a local-global domain. In this section we assume that $p > 1$. Problem 1 below shows that not every domain in $\mathbb{C}^p$ is a local-global domain. We give a sufficient condition on domain $\Omega$ to be a local-global domain.

**Definition 1.16.3** A domain $\Omega \subset \mathbb{C}^p$ is called a domain of holomorphy, if there exists $f \in H(\Omega)$ such that for any larger domain $\Omega_1 \subset \mathbb{C}^p$, strictly containing $\Omega$, there is no $f_1 \in H(\Omega_1)$ which coincides with $f$ on $\Omega$. 
The following theorem is a very special case of Hartog’s theorem [GuR65].

**Theorem 1.16.4** Let \( \Omega \subseteq \mathbb{C}^p, p > 1 \) be a domain. Assume that \( \zeta \in \Omega \) and \( f \in H(\Omega \setminus \{\zeta\}) \). Then \( f \in H(\Omega) \).

Thus \( \Omega \setminus \{\zeta\} \) is not a domain of holomorphy. A simple example of a domain of holomorphy is:

**Example 1.16.5** Let \( \Omega \subseteq \mathbb{C}^p \) be an open convex set. Then \( \Omega \) is a domain of holomorphy. [GuR65]

(Recall that \( \Omega \subseteq \mathbb{C}^p \) is convex if for any two points \( \xi, \zeta \in \Omega \) the point \((1 - t)\xi + t\zeta\) is in \( \Omega \) for each \( t \in (0, 1) \).) The main result of this section is:

**Theorem 1.16.6** Let \( \Omega \subseteq \mathbb{C}^p, p > 1 \) be a domain of holomorphy. Then \( \Omega \) is a local-global domain.

The proof needs basic knowledge of sheaves and is given below for the reader who has been exposed to the basic concepts in this field. See for example [GuR65]. We discuss only very special types of sheaves which are needed for the proof of Theorem 1.16.6.

**Definition 1.16.7** Let \( \Omega \subseteq \mathbb{C}^p \) be an open set. Then

1. \( F(\Omega) \), called the sheaf of rings of holomorphic functions on \( \Omega \), is the union all \( H(U) \), where \( U \) ranges over all open subsets of \( \Omega \). Then for each \( \zeta \in \Omega \) the local ring \( H_\zeta \) is viewed as a subset of \( F(\Omega) \) and is called the stalk of \( F(\Omega) \) over \( \zeta \). A function \( f \in H(U) \) is called a section of \( F(\Omega) \) on \( U \).

2. For an integer \( n \geq 1 \), \( F_n(\Omega) \), called an \( F(\Omega) \)-sheaf of modules, is the union all \( H(U)^n \), where \( U \) ranges over all open subsets of \( \Omega \). Then for each \( \zeta \in \Omega \) the local module \( H^\zeta_n \) is viewed as a subset of \( F_n(\Omega) \) and is called the stalk of \( F_n(\Omega) \) over \( \zeta \). (Note \( H^\zeta_n \) is an \( H_\zeta \) module.) A vector \( u \in H(U)^n \) is called a section of \( F_n(\Omega) \) on \( U \). (If \( U = \emptyset \) then \( H(U)^n \) consists of the zero element 0.)

3. \( F \subseteq F_n(\Omega) \) is called a subsheaf if the following conditions holds.
   (a) \( F \cap H^n(U) \) contains the trivial section 0 for each open set \( U \subseteq \Omega \).
   (b) Assume that \( u \in H(U)^n \cap F, v \in H(V)^n \cap F \) and \( W \subseteq U \cap V \) is an open nonempty set.
      (i) For any \( f, g \in H(W) \) the vector \( fu + gv \in F \cap H(W)^n \).
      (This property is called the **Restriction property**.)
ii. If $u = v$ on $W$ then the section $w \in H^n(U \cup V)$, which coincides with $u, v$ on $U, V$ respectively, belongs to $F \cap H^n(U \cup V)$. (This property is called the Extension property.)

4. Assume that $F \subseteq F_n(\Omega)$ is a subsheaf. Then

(a) $F_\zeta := F \cap H^n_\zeta$ is called the stalk of $F$ over $\zeta \in \Omega$.

(b) Let $U$ be an open subset of $\Omega$. Then $F(U) := F \cap F_n(U)$ is called the restriction of the subsheaf $F$ to $U$. The sections $u_1, \ldots, u_k \in F \cap H(U)^n$ are said to generate $F$ on $U$, if for any $\zeta \in U$ $F_\zeta$ is generated by $u_1, \ldots, u_k$ over $H_\zeta$. $F$ is called finitely generated over $U$ if such $u_1, \ldots, u_k \in F(U)$ exists.

(c) $F$ is called finitely generated if it is finitely generated over $\Omega$. $F$ is called of finite type if for each $\zeta \in \Omega$ there exists an open set $U_\zeta \subset \Omega$, containing $\zeta$, such that $F$ is finitely generated over $U_\zeta$. (i.e. each $F_\zeta$ is finitely generated.)

(d) $F$ is called a coherent sheaf if the following two conditions hold. First $F$ is of finite type. Second, for each open set $U \subseteq \Omega$ and for any $q \geq 1$ sections $u_1, \ldots, u_q \in F \cap H(U)^n$ let $G \subseteq F_q(U)$ be a subsheaf generated by the condition $\sum_{i=1}^q f_i u_i = 0$. That is, $G$ is a union of all $(f_1, \ldots, f_q)^T \in H(V)^q$ satisfying the condition $\sum_{i=1}^q f_i u_i = 0$ for all open $V \subseteq U$. Then $G$ is of finite type.

The following result is a straight consequence of Oka’s coherence theorem [GuR65].

**Theorem 1.16.8** Let $\Omega \subseteq \mathbb{C}^P$ be an open set. Then

- The sheaf $F_n(\Omega)$ is coherent.
- Let $A \in H(\Omega)^{m \times n}$ be given. Let $F \subseteq F(\Omega)$ be the subsheaf consisting of all $u \in H(U)^n$ satisfying $Au = 0$ for all open sets $U \subseteq \Omega$. Then $F$ is coherent.

Note that $F_n(\Omega)$ is generated by $n$ constant sections $u_i := (\delta_i, \ldots, \delta_n)^T \in H(\Omega)^n$, $i = 1, \ldots, n$. The following theorem is a special case of Cartan’s Theorem A.

**Theorem 1.16.9** Let $\Omega \subseteq \mathbb{C}^P$ be a domain of holomorphy. Let $F \subset F_n(\Omega)$ be a subsheaf defined in Definition 1.16.7. If $F$ is coherent then $F$ is finitely generated.
Corollary 1.16.10 Let $\Omega \subseteq \mathbb{C}^p$ be a domain of holomorphy and $A \in H(\Omega)^{n \times n}$. Then there exist $u_1, \ldots, u_l \in H(\Omega)^n$, such that for any $\zeta \in \Omega$, every solution of the system $Au = 0$ over $H^{0}_{\zeta}$ is of the form $\sum_{i=1}^{l} f_i u_i$ for some $f_1, \ldots, f_l \in H^{0}_{\zeta}$.

We now introduce the notion of sheaf cohomology of $F \subseteq F_n(\Omega)$.

Definition 1.16.11 Let $\Omega \subseteq \mathbb{C}^p$ be an open set. Let $U := \{U_i \subseteq \Omega, i \in I\}$ be an open cover of $\Omega$. (I.e. each $U_i$ is open, and $\bigcup_{i \in I} U_i = \Omega$.) For each integer $p \geq 0$ and $p+1$ tuples of indices $(i_0, \ldots, i_p) \in I^{p+1}$ denote $U_{i_0 \ldots i_p} := \cap_{j=0}^{p} U_{i_j}$.

Assume that $F \subseteq F_n(\Omega)$ is a subsheaf. A $p$-cochain $c$ is a map carrying each $p+1$-tuples of indices $(i_0, \ldots, i_p)$ to a section $F \cap H^n(U_{i_0 \ldots i_p})$ satisfying the following properties.

1. $c(i_0, \ldots, i_p) = 0$ if $U_{i_0 \ldots i_p} = \emptyset$.
2. $c(\pi(i_0), \ldots, \pi(i_p)) = \text{sgn}(\pi)c(i_0, \ldots, i_p)$ for any permutation $\pi : \{0, \ldots, p\} \to \{0, \ldots, p\}$. (Note that $c(i_0, \ldots, i_p)$ is the trivial section if $i_j = i_k$ for $j \neq k$.)

The zero cochain is the cochain which assigns a zero section to any $(i_0 \ldots i_p)$. Two cochains $c, d$ are added and subtracted by the identity $(c \pm d)(i_0 \ldots i_p) = c(i_0, \ldots, i_p) \pm d(i_0, \ldots, i_p)$. Denote by $C^p(\Omega, F, U)$ the group of $p+1$ cochains.

The $p$-th coboundary operator $\delta_p : C^p(\Omega, F, U) \to C^{p+1}(\Omega, F, U)$ is defined as follows:

$$(\delta_p c)(i_0, \ldots, i_{p+1}) = \sum_{j=0}^{p+1} (-1)^j c(i_0, \ldots, \hat{i}_j, \ldots, i_{p+1}),$$

where $\hat{i}_j$ is a deleted index. Then $p$-th cohomology group is given by

1. $H^0(\Omega, F, U) := \ker \delta_0$.
2. For $p \geq 1$ $H^p(\Omega, F, U) := \ker \delta_p / \text{Range} \delta_{p-1}$. (See Problem 2 below.)

Lemma 1.16.12 Let the assumptions of Definition 1.16.11 hold. Let $c \in C^0(\Omega, F, U)$. Then $c \in H^0(\Omega, F, U)$ if and only if $c$ represents a global section $u \in F \cap H(\Omega)^n$.

Proof. Let $c \in C^0(\Omega, F, U)$. Assume that $c \in H^0(\Omega, F, U)$. Let $U_0, U_1$ be two open sets in $U$. Then $c(i_0) - c(i_1)$ is the zero section on $U_0 \cap U_1$. Thus for each $\zeta \in U_0 \cap U_1$ $c(i_0)(\zeta) = c(i_1)(\zeta)$. Let $u(z) := c(i_0)(z) \in \mathbb{C}^n$. 


1.16. THE LOCAL-GLOBAL DOMAINS IN $\mathbb{C}^p$

It follows that $u \in H(\Omega)^n$. The extension property of subsheaf $\mathcal{F}$ yields that $u \in \mathcal{F} \cap H^n(\Omega)$. Vice versa, assume that $u \in \mathcal{F} \cap H^n(\Omega)$. Define $c(i_0) = u|U_0$. Then $c \in H^0(\Omega, \mathcal{F}, \mathcal{U})$.

We identify $H^0(\Omega, \mathcal{F}, \mathcal{U})$ with the set of global sections $\mathcal{F} \cap H(\Omega)^n$. The cohomology groups $H^p(\Omega, \mathcal{F}, \mathcal{U})$, $p \geq 1$ depend on the open cover $\mathcal{U}$ of $\Omega$. By refining the covers of $\Omega$ one can define the cohomology groups $H^p(\Omega, \mathcal{F})$, $p \geq 0$. See Problem 3 below. Cartan’s Theorem B claims [GuR65]:

**Theorem 1.16.13** Let $\Omega \subseteq \mathbb{C}^p$ be domain of holomorphy. Assume that the sheaf $\mathcal{F}$ given in Definition 1.16.7 is coherent. Then $H^p(\Omega, \mathcal{F})$ is trivial for any $p \geq 1$.

**Proof of Theorem 1.16.6.** Consider the system (1.16.1). Let $\mathcal{F}$ be the coherent sheaf defined in Theorem 1.16.8. Assume that the system (1.16.1) is locally solvable over $\Omega$. Let $\zeta \in \Omega$. Then there exists an open set $U_\zeta \subseteq \Omega$ such that there exists $u_\zeta \in H^n(U_\zeta)$ satisfying (1.16.1) over $H(U_\zeta)$.

Let $\mathcal{U} := \{U_\zeta, \zeta \in \Omega\}$ be an open cover of $\Omega$. Define $c \in C^1(\Omega, \mathcal{F}, \mathcal{U})$ by $c(\zeta, \eta) = u_\zeta - u_\eta$. Note that $(\delta_1 c)(\zeta, \eta, \theta) = c(\eta, \theta) - c(\zeta, \theta) + c(\zeta, \eta) = 0$.

Hence $c \in \text{Ker} \delta_1$. Since $\mathcal{F}$ is coherent Cartan’s Theorem B yields that $H^1(\Omega, \mathcal{F})$ is trivial. Hence $H^1(\Omega, \mathcal{F}, \mathcal{U})$ is trivial. (See Problem 3c below.) Thus, there exists an element $d \in C^0(\Omega, \mathcal{F}, \mathcal{U})$ such that $\delta_0 d = c$. Thus for each $\zeta, \eta \in \Omega$ such that $U_\zeta \cap U_\eta$ there exist sections $d(\zeta) \in \mathcal{F} \cap H^n(U_\zeta)$, $d(\eta) \in \mathcal{F} \cap H^n(U_\eta)$ such that $d(\eta) - d(\zeta) = u_\zeta - u_\eta$ on $U_\zeta \cap U_\eta$. Hence $d(\eta) + u_\eta = d(\zeta) + u_\zeta$ on $U_\zeta \cap U_\eta$. Since $A d_\zeta = 0 \in H(U_\zeta)^m$ it follows that $A(d(\zeta) + u_\zeta) = b \in H(U_\zeta)^m$. As $d(\eta) + u_\eta = d(\zeta) + u_\zeta$ on $U_\zeta \cap U_\eta$ it follows that all these section can be patched to the vector $v \in H(\Omega)^n$ which is a global solution of (1.16.1). 

**Problems**

1. Consider a system of one equation over $\mathbb{C}^p, p > 1$

$$
\sum_{i=1}^{p} z_i u_i = 1, \quad u = (u_1, \ldots, u_p)^\top, \quad z = (z_1, \ldots, z_p).
$$

Let $\Omega := \mathbb{C}^p \setminus \{0\}$.

(a) Show that Condition 1.16.1 holds for $\Omega$. 

(b) Show that the system is not solvable at \( z = 0 \). (Hence it does not have a solution \( u(z) \in H_0^p \).

(c) Show that the system does not have a solution \( u(z) \in H(\Omega)^p \).

\textbf{(Hint: Prove by contradiction using Hartog’s theorem.)}

2. Let the assumptions of Definition 1.16.11 hold. Show for any \( p \geq 0 \).

(a) \( \delta_{p+1} \delta_p = 0 \).

(b) Range \( \delta_p \subseteq \Ker \delta_{p+1} \).

3. Let \( U = \{ U_i, i \in I \}, V = \{ V_j, j \in J \} \) be two open covers of an open set \( \Omega \subseteq \mathbb{C}^p \). \( V \) is called a refinement of \( U \), denoted \( V \prec U \), if each \( V_j \) is contained in some \( U_i \). For each \( V_j \) we fix an arbitrary \( U_i \) with \( V_j \subseteq U_i \), and write it as \( U_i(j) : V_j \subseteq U_i(j) \). Let \( F \) be a subsheaf as in Definition 1.16.11. Show

(a) Define \( \phi : C^p(\Omega, F, U) \to C^p(\Omega, F, V) \) as follows. For \( c \in C^p(\Omega, F, U) \) let \( \phi(c)(j_0, \ldots, j_p) \in C^p(\Omega, F, V) \) be the restriction of the section \( c(i(j_0), \ldots, i(j_p)) \) to \( V_{j_0 \ldots j_p} \). Then \( \phi \) is a homomorphism.

(b) \( \phi \) induces a homomorphism \( \tilde{\phi} : H^p(\Omega, F, U) \to H^p(\Omega, F, V) \). Furthermore, \( \tilde{\phi} \) depends only on the covers \( U, V \). (I.e., the choice of \( i(j) \) is irrelevant.)

(c) By refining the covers one obtains the \( p \)-th cohomology group \( H^p(\Omega, F) \) with the following property. The homomorphism \( \tilde{\phi} \) described in 3b induces an injective homomorphism \( \phi : H^p(\Omega, F, U) \to H^p(\Omega, F) \) for \( p \geq 1 \). (Recall that \( H^0(\Omega, F, U) = F \cap H^0(\Omega) \).) In particular, \( H^p(\Omega, F) \) is trivial, i.e. \( H^p(\Omega, F) = \{0\} \), if and only if each \( H^0(\Omega, F, U) \) is trivial.

1.17 Historical remarks

Most of the material in Sections 1.1-1.11 is standard. See [Lan58], [Lan67] and [vdW59] for the algebraic concepts. Consult [GuR65] and [Rud74] for the concepts and results concerning the analytic functions. See [Kap49] for the properties of elementary divisor domains. It is not known if there exists a Bezout domain which is not an elementary divisor domain. Theorem 1.5.3 for \( \Omega = \mathbb{C} \) is due to [Hel40]. For §1.11 see [CuR62] or [McD33]. Most of §1.12 is well known, e.g. [McD33]. §1.13 seems to be new since the underlying ring is assumed to be only a Bezout domain. Theorems 1.13.2 and 1.13.3 are well known for an elementary divisor domain, since \( A \) is equivalent to a
diagonal matrix. It would be interesting to generalize Theorem 1.13.2 for $D = F[x_1, \ldots, x_p]$ for $p \geq 2$. The fact that the Smith normal form can be achieved for $D_{ED}$ is due to Helmer [Hel43]. More can be found in [Kap49].

Most of the results of §1.15 are from [Fri80b]. I assume that Theorem 1.16.6 is known to the experts.
Chapter 2

Canonical Forms for Similarity

2.1 Strict equivalence of pencils

Definition 2.1.1 A matrix $A(x) \in \mathbb{D}[x]^{m \times n}$ is a pencil if

$$(2.1.1) \quad A(x) = A_0 + xA_1, \quad A_0, A_1 \in \mathbb{D}^{m \times n}. $$

A pencil $A(x)$ is regular if $m = n$ and $\det A(x) \neq 0$. Otherwise $A(x)$ is a singular pencil. Two pencils $A(x), B(x) \in \mathbb{D}[x]^{m \times n}$ are strictly equivalent if

$$(2.1.2) \quad A(x) \sim B(x) \iff B(x) = QA(x)P, \quad P \in \text{GL}(n, \mathbb{D}), \quad Q \in \text{GL}(m, \mathbb{D}). $$

The classical works of Weierstrass [Wei67] and Kronecker [Kro90] classify the equivalence classes of pencils under the strict equivalence relation in the case $\mathbb{D}$ is a field $\mathbb{F}$. We give a short account of their main results.

First note that the strict equivalence of $A(x), B(x)$ implies the equivalence of $A(x), B(x)$ over the domain $\mathbb{D}[x]$. Furthermore let

$$(2.1.3) \quad B(x) = B_0 + xB_1. $$

Then the condition (2.1.2) is equivalent to

$$(2.1.4) \quad B_0 = QA_0P, \quad B_1 = QA_1P, \quad P \in \text{GL}(n, \mathbb{D}), \quad Q \in \text{GL}(m, \mathbb{D}). $$

Thus we can interchange $A_0$ with $A_1$ and $B_0$ with $B_1$ without affecting the strict equivalence relation. Hence it is natural to consider a homogeneous
pencil

(2.1.5) \( A(x_0, x_1) = x_0 A_0 + x_1 A_1 \).

Assume that \( \mathbb{D} \) is \( \mathbb{D}_U \). Then \( \mathbb{D}_U[x_0, x_1] \) is also \( \mathbb{D}_U \) (Problem 1.4.6.) In particular \( \mathbb{D}_U[x_0, x_1] \) is \( \mathbb{D}_G \). Let \( \delta_k(x_0, x_1) \), \( i_k(x_0, x_1) \) be the invariant determinants and factors of \( A(x_0, x_1) \) respectively for \( k = 1, \ldots, \text{rank } A(x_0, x_1) \).

**Lemma 2.1.2** Let \( A(x_0, x_1) \) be a homogeneous pencil over \( \mathbb{D}_U[x_0, x_1] \). Then its invariant determinants and the invariant polynomials \( \delta_k(x_0, x_1) \), \( i_k(x_0, x_1) \), \( k = 1, \ldots, \text{rank } A(x_0, x_1) \) are homogeneous polynomials. Moreover, if \( \delta_k(x) \) and \( i_k(x) \) are the invariant determinants and factors of the pencil \( A(x) \) for \( k = 1, \ldots, \text{rank } A(x) \), then

(2.1.6) \( \delta_k(x) = \delta_k(1, x) \), \( i_k(x) = i_k(1, x) \), \( k = 1, \ldots, \text{rank } A(x) \).

**Proof.** Clearly any \( k \times k \) minor of \( A(x_0, x_1) \) is either zero or a homogeneous polynomial of degree \( k \). In view of Problem 1 we deduce that the g.c.d. of all nonvanishing \( k \times k \) minors is a homogeneous polynomial \( \delta_k(x_0, x_1) \). As \( i_k(x_0, x_1) = \frac{\delta_k(x_0, x_1)}{\delta_{k-1}(x_0, x_1)} \) Problem 1 implies that \( i_k(x_0, x_1) \) is a homogeneous polynomial. Consider the pencil \( A(x) = A(1, x) \). So \( \delta_k(x) \) - the g.c.d. of \( k \times k \) minors of \( A(x) \) is obviously divisible by \( \delta_k(1, x) \). On the other hand we have the following relation between the minors of \( A(x_0, x_1) \) and \( A(x) \)

(2.1.7) \( \det A(x_0, x_1)[\alpha, \beta] = x_0^\rho \det A(\frac{x_1}{x_0})[\alpha, \beta] \), \( \alpha, \beta \in [n]_k \).

This shows that \( x_0^\rho \delta_k(\frac{x_1}{x_0}) \) \( (\rho_k = \text{deg } \delta_k(x)) \) divides any \( k \times k \) minor of \( A(x_0, x_1) \). So \( x_0^\rho \delta_k(\frac{x_1}{x_0})/\delta_k(x_0, x_1) \). This proves the first part of (2.1.6). So

(2.1.8) \( \delta_k(x_0, x_1) = x_0^{\rho_k} (x_0^\delta_k(\frac{x_1}{x_0})) \), \( \rho_k = \text{deg } \delta_k(x) \), \( \psi_k \geq 0 \).

The equality

\[ i_k(x_0, x_1) = \frac{\delta_k(x_0, x_1)}{\delta_{k-1}(x_0, x_1)} \]

implies

(2.1.9) \( i_k(x_0, x_1) = x_0^{\sigma_k} (x_0^\psi_k i_k(\frac{x_1}{x_0})) \), \( \sigma_k = \text{deg } i_k(x) \), \( \psi_k \geq 0 \).

\( \delta_k(x_0, x_1) \) and \( i_k(x_0, x_1) \) are called the invariant homogeneous determinants and the invariant homogeneous polynomials (factors) respectively. The classical result due to Weierstrass [Wei67] states:
2.1. STRICT EQUIVALENCE OF PENCILS

Theorem 2.1.3 Let $A(x) \in \mathbb{F}[x]^{n \times n}$ be a regular pencil. Then a pencil $B(x) \in \mathbb{F}[x]^{n \times n}$ is strictly equivalent to $A(x)$ if and only if $A(x)$ and $B(x)$ have the same invariant homogeneous polynomials.

Proof. The necessary part of the theorem holds for any $A(x)$, $B(x)$ which are strictly equivalent. Suppose now that $A(x)$ and $B(x)$ have the same invariant homogeneous polynomials. According to (1.4.4) the pencils $A(x)$ and $B(x)$ have the same invariant polynomials. So $A(x) \sim B(x)$ over $\mathbb{F}[x]$. Therefore

$$W(x)B(x) = A(x)U(x), \quad U(x), W(x) \in \text{GL}(n, \mathbb{F}[x]).$$

Assume first that $A_1$ and $B_1$ are nonsingular. Then (see Problem 2) it is possible to divide $W(x)$ by $A(x)$ from the right and to divide $U(x)$ by $B(x)$ from the left

$$W(x) = A(x)W_1(x) + R, \quad U(x) = U_1(x)B(x) + P,$$

where $P$ and $R$ are constant matrices. So

$$A(x)(W_1(x) - U_1(x))B(x) = A(x)P - RB(x).$$

Since $A_1, B_1 \in \text{GL}(n, \mathbb{F})$ we must have that $W_1(x) = U_1(x)$, otherwise the left-hand side of the above equality would be of degree 2 at least (see Definition 2.1.5), while the right-hand side of this equality is at most 1. So

$$W_1(x) = U_1(x), \quad RB(x) = A(x)P.$$

It is left to show that $P$ and $Q$ are nonsingular. Let $V(x) = W(x)^{-1} \in \text{GL}(n, \mathbb{F}[x])$. Then $I = W(x)V(x)$. Let $V(x) = B(x)V_1(x) + S$. Use the second identity of (2.1.12) to obtain

$$I = (A(x)W_1(x) + R)V(x) = A(x)W_1(x)V(x) + RV(x) =$$

$$A(x)W_1(x)V(x) + RB(x)V_1(x) + RS =$$

$$A(x)W_1(x)V(x) + A(x)PV_1(x) + RS =$$

$$A(x)(W_1(x)V(x) + PV_1(x)) + RS.$$

Since $A_1 \in \text{GL}(n, \mathbb{F})$ the above equality implies

$$W_1(x)V(x) + PV_1(x) = 0, \quad RS = I.$$

Hence $R$ is invertible. Similar arguments show that $P$ is invertible. Thus $A(x) \sim B(x)$ if $\det A_1, \det B_1 \neq 0$. 

Consider now the general case. Introduce new variables \( y_0, y_1 \):

\[
y_0 = ax_0 + bx_1, \quad y_1 = cx_0 + dx_1, \quad ad - cb \neq 0.
\]

Then

\[
A(y_0, y_1) = y_0A_0' + y_1A_1', \quad B(y_0, y_1) = y_0B_0' + y_1B_1'.
\]

Clearly \( A(y_0, y_1) \) and \( B(y_0, y_1) \) have the same invariant homogeneous polynomials. Also \( A(y_0, y_1) \sim B(y_0, y_1) \iff A(x_0, x_1) \sim B(x_0, x_1) \). Since \( A(x_0, x_1) \) and \( B(x_0, x_1) \) are regular pencils it is possible to choose \( a, b, c, d \) such that \( A_1' \) and \( B_1' \) are nonsingular. This shows that \( A(y_0, y_1) \sim B(y_0, y_1) \). Hence \( A(x) \sim B(x) \).

Using the proof of Theorem 2.1.3 and Problem 2 we obtain:

**Theorem 2.1.4** Let \( A(x), B(x) \in \mathbb{D}[x]^{\times n} \). Assume that \( A_1, B_1 \in \text{GL}(n, \mathbb{D}) \). Then \( A(x) \sim B(x) \iff A(x) \sim B(x) \).

For singular pencils the invariant homogeneous polynomials alone do not determine the class of strictly equivalent pencils. We now introduce the notion of column and row indices for \( A(x) \in \mathbb{F}[x]^{m \times n} \). Consider the system (1.15.15). The set of all solutions \( w(x) \) is an \( \mathbb{F}[x] \)-module \( M \) with a a finite basis \( w_1(x), \ldots, w_s(x) \) (Theorem 1.13.3.) To specify a choice of a basis we need the following definition.

**Definition 2.1.5** Let \( A \in \mathbb{D}[x_1, \ldots, x_k]^{m \times n} \). So

\[
A(x_1, \ldots, x_k) = \sum_{|\alpha| \leq d} A_\alpha x^\alpha, \quad A_\alpha \in \mathbb{D}^{m \times n},
\]

\[
\alpha = (\alpha_1, \ldots, \alpha_k) \in \mathbb{Z}_+^k, \quad |\alpha| = \sum_{i=1}^k \alpha_i, \quad x^\alpha = x_1^{\alpha_1} \cdots x_k^{\alpha_k}.
\]

(2.1.13)

Then the degree of \( A(x_1, \ldots, x_k) \neq 0 \) (deg \( A \)) is \( d \) if there exists \( A_\alpha \neq 0 \) with \( |\alpha| = d \). Let deg 0 = 0.

**Definition 2.1.6** Let \( A \in \mathbb{F}[x]^{m \times n} \) and consider the module \( M \subset \mathbb{F}[x]^{n} \) of all solutions of (1.15.15). Choose a basis \( w_1(x), \ldots, w_s(x) \), \( s = n - \text{rank} A \) in \( M \) such that \( w_k(x) \in M \) has the lowest degree among all \( w(x) \in M \) which are linearly independent over \( \mathbb{F}(x) \) of \( w_1, \ldots, w_{k-1}(x) \) for \( k = 1, \ldots, s \). Then the column indices \( 0 \leq \alpha_1 \leq \alpha_2 \leq \ldots \leq \alpha_s \) of \( A(x) \) are given as

\[
(2.1.14) \quad \alpha_k = \text{deg } w_k(x), \quad k = 1, \ldots, s.
\]
The row indices \(0 \leq \beta_1 \leq \beta_2 \leq \ldots \leq \beta_t, \ t = m - \text{rank } A,\) of \(A(x)\) are the column indices of \(A(x)^T.\)

It can be shown [Gan59] that the column (row) indices are independent of a particular allowed choice of a basis \(w_1(x), \ldots, w_s(x).\) We state the Kronecker result [Kro90]. (See [Gan59] for a proof.)

**Theorem 2.1.7** The pencils \(A(x), B(x) \in \mathbb{F}[x]^{m \times n}\) are strictly equivalent if and only if they have the same invariant homogeneous polynomials and the same row and column indices.

For a canonical form of a singular pencil under the strict equivalence see Problems 8–12.

**Problems**

1. Using the fact that \(D_U[x_1, \ldots, x_n] \) is \(D_U\) and the equality (1.14.5) show that if \(a \in D_U[x_1, \ldots, x_n]\) is a homogeneous polynomial then in the decomposition (1.3.1) each \(p_i\) is a homogeneous polynomial.

2. Let

\[
W(x) = \sum_{k=0}^{q} W_k x^k, \quad U(x) = \sum_{k=0}^{p} U_k x^k \in \mathbb{D}[x]^{n \times n}.
\]

Assume that \(A(x) = A_0 + x A_1\) such that \(A_0 \in \mathbb{D}^{n \times n}\) and \(A_1 \in \text{GL}(n, \mathbb{D}).\) Show that if \(p, q \geq 1\) then

\[
W(x) = A(x) A_1^{-1} (W_q x^{q-1}) + \tilde{W}(x), \quad U(x) = (U_p x^{p-1}) A_1^{-1} A(x) + \tilde{U}(x),
\]

where

\[
\deg \tilde{W}(x) < q, \quad \deg \tilde{U}(x) < p.
\]

Prove the equalities (2.1.11) where \(R\) and \(P\) are constant matrices. Suppose that \(A_1 = I.\) Show that \(R\) and \(P\) in (2.1.11) can be given as

\[
R = \sum_{k=0}^{q} (-A_0)^k W_k, \quad P = \sum_{k=0}^{p} U_k (-A_0)^k.
\]

3. Let \(A(x) \in D_U[x]^{n \times n}\) be a regular pencil such that \(\det A_1 \neq 0.\) Prove that in (2.1.8) and (2.1.9) \(\phi_k = \psi_k = 0\) for \(k = 1, \ldots, n.\) (Use equality (1.13.12) for \(A(x)\) and \(A(x_0, x_1).\))
4. Consider the following two pencils

\[ A(x) = \begin{bmatrix} 2 + x & 1 + x & 3 + 3x \\ 3 + x & 2 + x & 5 + 2x \\ 3 + x & 2 + x & 5 + 2x \end{bmatrix}, \quad B(x) = \begin{bmatrix} 2 + x & 1 + x & 1 + x \\ 1 + x & 2 + x & 2 + x \\ 1 + x & 1 + x & 1 + x \end{bmatrix} \]

over \( \mathbb{R}[x] \). Show that \( A(x) \) and \( B(x) \) are equivalent but not strictly equivalent.

5. Let

\[ A(x) = \sum_{k=0}^{p} A_k x^k \in \mathbb{F}[x]^{m \times n}. \]

Put

\[ A(x_0, x_1) = \sum_{k=0}^{q} A_k x_0^{q-k} x_1^k, \quad q = \deg A(x). \]

Prove that \( i_k(x_0, x_1) \) is a homogeneous polynomial for \( k = 1, \ldots, \text{rank } A(x) \). Show that \( i_1(1, x), \ldots, i_k(1, x) \) are the invariant factors of \( A(x) \).

6. Let \( A(x), B(x) \in \mathbb{F}[x]^{m \times n} \). \( A(x) \) and \( B(x) \) are called strictly equivalent \( (A(x) \sim B(x) \Leftrightarrow A(x) = PA(x)Q, \quad P \in \text{GL}(m, \mathbb{F}), \quad Q \in \text{GL}(n, \mathbb{F}) \) if

\[ B(x) = PA(x)Q. \]

Show that if \( A(x) \sim B(x) \) then \( A(x_0, x_1) \) and \( B(x_0, x_1) \) have the same invariant factors.

7. Let \( A(x), B(x) \in \mathbb{F}[x]^{m \times n} \). Show that \( A(x) \sim B(x) \Leftrightarrow A(x)^T \sim B(x)^T \).

8. (a) Let \( L_m(x) \in \mathbb{F}[x]^{m \times (m+1)} \) be matrix with 1 on the main diagonal and \( x \) on the diagonal above it, and all other entries 0:

\[ L_m(x) = \begin{bmatrix} 1 & x & 0 & \cdots & 0 \\ 0 & 1 & x & \cdots & 0 \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ 0 & 0 & \cdots & 1 & x \end{bmatrix} \]

Show that rank \( L_m \) = \( m \) and \( \alpha_1 = m \).

(b) Let \( 1 \leq \alpha_1 \leq \ldots \leq \alpha_s, \ 1 \leq \beta_1 \leq \ldots \leq \beta_t \) be integers. Assume that \( B(x) = B_0 + xB_1 \in \mathbb{F}[x]^{l \times f} \) is a regular pencil. Show that

\[ A(x) = B(x) \oplus_{1}^{s} L_{\alpha_i} \oplus_{1}^{t} L_{\beta_j} \]

has the column and the row indices \( 1 \leq \alpha_1 \leq \ldots \leq \alpha_s, \ 1 \leq \beta_1 \leq \ldots \leq \beta_t \) respectively.
9. Show if a pencil $A(x)$ is a direct sum of pencils of the below form, where one of the summands of the form 9a-9b appears, it is a singular pencil.

(a) $L_m(x)$.
(b) $L_m(x)^\top$.
(c) $B(x) = B_0 + xB_1 \in \mathbb{F}[x]^{l \times l}$ is a regular pencil.

10. Show that a singular pencil $A(x)$ is strictly similar to the singular pencil given in Problem 9, if and only if there are no column and row indices equal to 0.

11. Assume that $A(x) \in \mathbb{F}[x]^{m \times n}$ is a singular pencil.

(a) Show that $A(x)$ has exactly $k$ column indices equal to 0, if and only if it is strict equivalent to $[0_{m \times k} A_1(x)], A_1(x) \in \mathbb{F}[x]^{m \times (n-k)}$, where either $A_1(x)$ is regular or singular. If $A_1(x)$ is singular then the row indices of $A_1(x)$ are the row indices of $A(x)$, and the column indices of $A_1(x)$ are the nonzero column indices of $A(x)$.

(b) By considering $A(x)^\top$ state and prove similar result for the row indices of $A(x)$.

12. Use Problems 8–11 to find a canonical form for a singular pencil $A(x)$ under the strict equivalence.

### 2.2 Similarity of matrices

**Definition 2.2.1** Let $A, B \in \mathbb{D}^{m \times m}$. Then $A$ and $B$ are similar ($A \approx B$) if

\[(2.2.1) \quad B = QAQ^{-1},\]

for some $Q \in \text{GL}(m, \mathbb{D})$.

Clearly, the similarity relation is an equivalence relation. So $\mathbb{D}^{m \times m}$ is divided into equivalences classes which are called the similarity classes. For a $\mathbb{D}$ module $\mathbf{M}$ we let $\text{Hom}(\mathbf{M}) := \text{Hom}(\mathbf{M}, \mathbf{M})$. It is a standard fact that each similarity class corresponds to all possible representations of some $T \in \text{Hom}(\mathbf{M})$, where $\mathbf{M}$ is a $\mathbb{D}$-module having a basis of $m$ elements. Indeed, let $[u_1, \ldots, u_m]$ be a basis in $\mathbf{M}$. Then $T$ is represented by
$A = \begin{bmatrix} a_{ij} \end{bmatrix} \in \mathbb{D}^{m \times m}$, where

$T u_j = \sum_{i=1}^{m} a_{ij} u_i, \quad j = 1, \ldots, m$.  

Let $[\tilde{u}_1, \ldots, \tilde{u}_m]$ be another basis in $M$. Assume that $Q \in \text{GL}(m, \mathbb{D})$ is given by (1.11.3). According to (2.2.2) and the arguments of §1.11, the representation of $T$ in the basis $[\tilde{u}_1, \ldots, \tilde{u}_m]$ is given by the matrix $B$ of the form (2.2.1).

The similarity notion of matrices is closely related to strict equivalence of certain regular pencils.

**Lemma 2.2.2** Let $A, B \in \mathbb{D}^{m \times m}$. Associate with these matrices the following regular pencils

$$A(x) = -A + xI, \quad B(x) = -B + xI.$$  

Then $A$ and $B$ are similar if and only if the pencils $A(x)$ and $B(x)$ are strictly equivalent.

**Proof.** Assume first that $A \approx B$. Then (2.2.1) implies (2.1.2) where $P = Q^{-1}$. Suppose now that $A(x) \sim B(x)$. So $B = QAP$, $I = QP$. That is $P = Q^{-1}$ and $A \approx B$. $\square$

Clearly $A(x) \sim B(x) \Rightarrow A(x) \sim B(x)$.

**Corollary 2.2.3** Let $A, B \in \mathbb{D}_U^{m \times m}$. Assume that $A$ and $B$ are similar. Then the corresponding pencils $A(x), B(x)$ given by (2.2.3) have the same invariant polynomials.

In the case $\mathbb{D}_U = \mathbb{F}$ the above condition is also a sufficient condition in view of Lemma 2.2.2 and Corollary 2.1.4.

**Theorem 2.2.4** Let $A, B \in \mathbb{F}^{m \times m}$. Then $A$ and $B$ are similar if and only if the pencils $A(x)$ and $B(x)$ given by (2.2.3) have the same invariant polynomials.

It can be shown (see Problem 1) that even over Euclidean domains the condition that $A(x)$ and $B(x)$ have the same invariant polynomials does not imply in general that $A \approx B$.

**Problems**
2.3. THE COMPANION MATRIX

1. Let
   \[ A = \begin{bmatrix} 1 & 0 \\ 0 & 5 \end{bmatrix}, \quad B = \begin{bmatrix} 1 & 1 \\ 0 & 5 \end{bmatrix} \in \mathbb{Z}^{2 \times 2}. \]

   Show that \( A(x) \) and \( B(x) \) given by (2.2.3) have the same invariant polynomials over \( \mathbb{Z}[x] \). Show that \( A \) and \( B \) are not similar over \( \mathbb{Z} \).

2. Let \( A(x) \in \mathbb{D}_U[x]^{n \times n} \) be given by (2.2.3). Let \( i_1(x), \ldots, i_n(x) \) be the invariant polynomial of \( A(x) \). Using the equality (1.13.12) show that each \( i_k(x) \) can be assumed to be normalized polynomial and

   \[ \sum_{k=1}^{n} \deg i_k(x) = n. \]

3. Let \( A \in \mathbb{F}^{n \times n} \). Show that \( A \approx A^\top \).

2.3 The companion matrix

Theorem 2.2.4 shows that if \( A \in \mathbb{F}^{n \times n} \) then the invariant polynomials determine the similarity class of \( A \). We now show that any set of normalized polynomials \( i_1(x), \ldots, i_n(x) \in \mathbb{D}_U[x] \), such that \( i_j(x)|_{i_{j+1}(x)} \), \( j = 1, \ldots, n-1 \) and which satisfy (2.2.4), are invariant polynomials of \( xI - A \) for some \( A \in \mathbb{D}_U^{n \times n} \). To do so we introduce the notion of a companion matrix.

**Definition 2.3.1** Let \( p(x) \in \mathbb{D}[x] \) be a normalized polynomial

\[ p(x) = x^m + a_1x^{m-1} + \ldots + a_m. \]

Then \( C(p) = [c_{ij}]_{1}^{m} \in \mathbb{D}^{m \times m} \) is the companion matrix of \( p(x) \) if

\[ c_{ij} = \delta_{i+1,j}, \quad i = 1, \ldots, m - 1, \quad j = 1, \ldots, m, \]

\[ c_{mj} = -a_{m-j+1}, \quad j = 1, \ldots, m, \]

\[ C(p) = \begin{cases} 
0 & 1 & 0 & \ldots & 0 & 0 \\
0 & 0 & 1 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 0 & 1 \\
-a_m & -a_{m-1} & -a_{m-2} & \ldots & -a_2 & -a_1 
\end{cases}. \]

**Lemma 2.3.2** Let \( p(x) \in \mathbb{D}_U[x] \) be a normalized polynomial of degree \( m \). Consider the pencil \( C(x) = xI - C(p) \). Then the invariant polynomials of \( C(x) \) are

\[ i_1(C) = \ldots = i_{m-1}(C) = 1, \quad i_m(C) = p(x). \]
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Proof. For $k < m$ consider a minor of $C(x)$ composed of the rows $1,\ldots,k$ and the columns $2,\ldots,k+1$. Since this minor is the determinant of a lower triangular matrix with $-1$ on the main diagonal we deduce that its value is $(-1)^k$. So $\delta_k(C) = 1$, $k = 1,\ldots,m-1$. This establishes the first equality in (2.3.2). Clearly $\delta_m(C) = \det (xI - C)$. Expand the determinant of $C(x)$ by the first row and use induction to prove that $\det (xI - C) = p(x)$. This shows that $i_m(C) = \frac{\delta_m(C)}{\delta_{m-1}(C)} = p(x)$. □

Using the results of Problem 2.1.14 and Lemma 2.3.2 we get:

**Theorem 2.3.3** Let $p_j(x) \in \mathbb{D}_U[x]$ be normalized polynomials of positive degrees such that $p_j(x)|p_{j+1}(x)$, $j = 1,\ldots,k-1$. Consider the matrix

\[
C(p_1,\ldots,p_k) = \oplus_{j=1}^k C(p_j).
\]

Then the nontrivial invariant polynomials of $xI - C(p_1,\ldots,p_k)$ (i.e. those polynomials which are not the identity element) are $p_1(x),\ldots,p_k(x)$.

Combining Theorems 2.2.4 and 2.3.3 we obtain a canonical representation for the similarity class in $F^{n \times n}$.

**Theorem 2.3.4** Let $A \in F^{n \times n}$ and assume that $p_j(x) \in F[x]$, $j = 1,\ldots,k$ are the nontrivial normalized invariant polynomials of $xI - A$. Then $A$ is similar to $C(p_1,\ldots,p_k)$.

**Definition 2.3.5** For $A \in F^{n \times n}$ the matrix $C(p_1,\ldots,p_k)$ is called the rational canonical form of $A$.

Let $F$ be the quotient field of $\mathbb{D}$. Assume that $A \in F^{n \times n}$. Let $C(p_1,\ldots,p_k)$ be the rational canonical form of $A$ in $F^{n \times n}$. We now discuss the case when $C(p_1,\ldots,p_k) \in D^{n \times n}$. Assume that $D$ is $\mathbb{D}_U$. Let $\delta_k$ be the g.c.d of $k \times k$ minors of $xI - A$. So $\delta_k$ divides the minor $p(x) = \det (xI - A)|[\alpha,\alpha]$, $\alpha = \{1,\ldots,k\}$. Clearly $p(x)$ is normalized polynomial in $\mathbb{D}_U[x]$. Recall that $\mathbb{D}_U[x]$ is also $\mathbb{D}_U$ (§1.4).

According to Theorem 1.4.8 the decomposition of $p(x)$ into irreducible factors in $\mathbb{D}_U[x]$ is of the form (1.4.4), where $\alpha = 1$ and each $q_i(x)$ is a non-trivial normalized polynomial in $\mathbb{D}_U[x]$. Hence $i_k = \frac{\delta_k}{\pi_{k-1}}$ is either identity or a nontrivial polynomial in $\mathbb{D}_U[x]$. Thus

**Theorem 2.3.6** Let $A \in D_\mathbb{U}^{n \times n}$. Then the rational canonical form $C(p_1,\ldots,p_k)$ of $A$ over the quotient field $F$ of $\mathbb{D}_U$ belongs to $D_\mathbb{U}^{n \times n}$.

**Corollary 2.3.7** Let $A \in C[x_1,\ldots,x_m]^{n \times n}$. Then the rational canonical form of $A$ over $C(x_1,\ldots,x_n)$ belongs to $C[x_1,\ldots,x_m]^{n \times n}$.
Using the results of Theorem 1.4.9 we deduce that Theorem 2.3.6 applies to the ring of analytic functions in several variables although this ring is not $D_U$ (§1.3).

**Theorem 2.3.8** Let $A \in H(\Omega)^{n \times n}$ ($\Omega \subset \mathbb{C}^m$). Then the rational canonical form of $A$ over the field of meromorphic functions in $\Omega$ belongs to $H(\Omega)^{n \times n}$.

**Problems**

1. Let $p(x) \in D_U[x]$ be a normalized nontrivial polynomial. Assume that $p(x) = p_1(x)p_2(x)$, where $p_i(x)$ is a normalized nontrivial polynomial in $D_U[x]$ for $i = 1, 2$. Using Problem 1.14.1 and 2 show that $xI - C(p_1, p_2)$ given by (2.3.3) have the same invariant polynomials as $xI - C(p)$ if and only if $(p_1, p_2) = 1$.

2. Let $A \in D_U^{n \times n}$ and assume that $p_1(x), \ldots, p_k(x)$ are the nontrivial normalized invariant polynomials of $xI - A$. Let

$$p_j(x) = (\phi_1(x))^{m_{1j}} \ldots (\phi_l(x))^{m_{lj}}, \quad j = 1, \ldots, k,$$

where $\phi_1(x), \ldots, \phi_l(x)$ are nontrivial normalized irreducible polynomials in $D_U[x]$ such that $(\phi_i, \phi_j) = 1$ for $i \neq j$. Prove that

$$m_{ik} \geq 1, \quad m_{ik} \geq m_{i(k-1)} \geq \ldots \geq m_{i1} \geq 0, \quad \sum_{i=1}^{l} m_{ij} = n.$$

The polynomials $\phi_i^{m_{ij}}$ for $m_{ij} > 0$ are called the elementary divisors of $xI - A$. Let

$$E = \oplus_{m_{ij} > 0} C(\phi_i^{m_{ij}}).$$

Show that $xI - A$ and $xI - E$ have the same invariant polynomials. Hence $A \approx E$ over the quotient field $\mathbb{F}$ of $D_U$. (In some references $E$ is called the rational canonical form of $A$.)

### 2.4 Splitting to invariant subspaces

Let $V$ be an $m$ dimensional vector space over $\mathbb{F}$ and let $T \in \text{Hom}(V)$. In §2.2 we showed that the set of all matrices $A \subset F^{m \times m}$, which represents $T$ in different bases, is an equivalence class of matrices with respect to the similarity relation. Theorem 2.2.4 shows that the class $A$ is characterized by the invariant polynomials of $xI - A$ for some $A \in A$. Since $xI - A$ and $xI - B$ have the same invariant polynomials if and only if $A \approx B$ we define:
Definition 2.4.1 Let $T \in \text{Hom}(V)$ and let $A \in \mathbb{F}^{m \times m}$ be a representation matrix of $T$ given by the equality (2.2.2) in some basis $u_1, \ldots, u_m$ of $V$. Then the invariant polynomials $i_1(x), \ldots, i_m(x)$ of $T$ are defined as the invariant polynomials of $xI - A$. The characteristic polynomial of $T$ is the polynomial
\[
\det (xI - A).
\]
The fact that the characteristic polynomial of $T$ is independent of a representation matrix $A$ follows from the identity (1.13.12)
\[
\det (xI - A) = p_1(x) \ldots p_k(x),
\]
where $p_1(x), \ldots, p_k(x)$ are the nontrivial invariant polynomials of $xI - A$. In §2.3 we showed that the matrix $C(p_1, \ldots, p_k)$ is a representation matrix of $T$. In this section we consider another representation of $T$ which is closely related to the matrix $E$ given in (2.3.6). This form is achieved by splitting $V$ to a direct sum
\[
V = \bigoplus_{i=1}^l U_i,
\]
where each $U_i$ is an invariant subspace of $T$ defined as follows:

Definition 2.4.2 Let $V$ be a finite dimensional vector space over $\mathbb{F}$ and $T \in \text{Hom}(V)$. A subspace $U \subseteq V$ is an invariant subspace of $T$ ($T$-invariant) if
\[
TU \subseteq U.
\]
$U$ is called trivial if $U = \{0\}$ or $U = V$. $U$ is called nontrivial, (proper), if $\{0\} \neq U \neq V$. $U$ is called irreducible if $U$ can not be expressed a direct sum of two nontrivial invariant subspaces of $T$. The restriction of $T$ to a $T$-invariant subspace $U$ is denoted by $T|_U$.

Thus if $V$ splits into a direct sum of nontrivial invariant subspaces of $T$, then a direct sum of matrix representations of $T$ on each $U_i$ gives a representation of $T$. So, a simple representation of $T$ can be achieved by splitting $V$ into a direct sum of irreducible invariant subspaces. To do so we need to introduce the notion of the minimal polynomial of $T$. Consider the linear operators $I = T^0, T, T^2, \ldots, T^{m^2}$, where $I$ is the identity operator ($Iv = v$). As $\dim \text{Hom}(V) = m^2$, these $m^2 + 1$ operators are linearly dependent. So there exists an integer $q \in [0, m^2]$ such that $I, T, \ldots, T^{q-1}$ are linearly independent and $I, T, \ldots, T^q$ are linearly dependent. Let $0 \in \text{Hom}(V)$ be the zero operator: $0v = 0$. For $\phi \in \mathbb{F}[x]$ let $\phi(T)$ be the operator
\[
\phi(T) = \sum_{i=0}^{l} c_i T^i, \quad \phi(x) = \sum_{i=1}^{l} c_i x^i.
\]
$\phi$ is annihilated by $T$ if $\phi(T) = 0$. 

\[
\phi(T) = \sum_{i=0}^{l} c_i T^i, \quad \phi(x) = \sum_{i=1}^{l} c_i x^i.
\]
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**Definition 2.4.3** A polynomial \( \psi(x) \in F[x] \) is a minimal polynomial of \( T \in \text{Hom}(V) \) if \( \psi(x) \) is a normalized polynomial of the smallest degree annihilated by \( T \).

**Lemma 2.4.4** Let \( \psi(x) \in F[x] \) be the minimal polynomial \( T \in \text{Hom}(V) \). Assume that \( T \) annihilates \( \phi \). Then \( \psi|\phi \).

**Proof.** Divide \( \phi \) by \( \psi \):

\[
\phi(x) = \chi(x)\psi(x) + \rho(x), \quad \deg \rho < \deg \psi.
\]

As \( \phi(T) = \psi(T) = 0 \) it follows that \( \rho(T) = 0 \). From the definition of \( \psi(x) \) it follows that \( \rho(x) = 0 \).

Since \( F[x] \) is a unique factorization domain, let

\[
\psi(x) = \phi_1^{s_1} \cdots \phi_l^{s_l},
\]

\((\phi_i, \phi_j) = 1 \) for \( 1 \leq i < j \leq l \), \( \deg \phi_i \geq 1 \), \( i = 1, \ldots, l \),

(2.4.4)

where each \( \phi_i \) is a normalized irreducible polynomial if \( F[x] \).

**Theorem 2.4.5** Let \( \psi \) be the minimal polynomial of \( T \in \text{Hom}(V) \). Assume that \( \psi \) splits to a product of coprime factors given in (2.4.4). Then the vector space \( V \) splits to a direct sum (2.4.2), where each \( U_j \) is a nontrivial invariant subspace of \( T|U_j \). Moreover \( \psi_j \) is the minimal polynomial of \( T|U_j \).

The proof of the theorem follows immediately from the lemma below.

**Lemma 2.4.6** Let \( \psi \) be the minimal polynomial of \( T \in \text{Hom}(V) \). Assume that \( \psi \) splits to a product of two nontrivial coprime factors

(2.4.5) \[
\psi(x) = \psi_1(x)\psi_2(x), \quad \deg \psi_i \geq 1, \ i = 1, 2, \ (\psi_1, \psi_2) = 1,
\]

where each \( \psi_i \) is normalized. Then

(2.4.6) \[
V = U_1 \oplus U_2,
\]

where each \( U_j \) is a nontrivial \( T \)-invariant subspace and \( \psi_j \) is the minimal polynomial of \( T_j := T|U_j \).

**Proof.** The assumptions of the lemma imply the existence of polynomials \( \theta_1(x) \) and \( \theta_2(x) \) such that

(2.4.7) \[
\theta_1(x)\psi_1(x) + \theta_2(x)\psi_2(x) = 1.
\]
Define
\begin{equation}
(2.4.8) \quad U_j = \{ u \in V : \psi_j(T)u = 0 \}, \quad j = 1, 2.
\end{equation}

Since any two polynomials in $T$ commute (i.e. $\mu(T)\nu(T) = \nu(T)\mu(T)$) it follows that each $U_j$ is $T$-invariant. The equality (2.4.7) implies
\[ I = \psi_1(T)\theta_1(T) + \psi_2(T)\theta_2(T). \]

Hence for any $u \in V$ we have
\[ u = u_1 + u_2, \quad u_1 = \psi_2(T)\theta_2(T)u \in U_1, \quad u_2 = \psi_1(T)\theta_1(T)u \in U_2. \]

So $V = U_1 + U_2$. Suppose that $u \in U_1 \cap U_2$. Then $\psi_1(T)u = \psi_2(T)u = 0$. Hence $\theta_1(T)\psi_1(T)u = \theta_2(T)\psi_2(T)u = 0$. Thus
\[ u = \psi_1(T)u + \psi_2(T)u = 0. \]

So $U_1 \cap U_2 = \{0\}$ and (2.4.6) holds. Clearly $T_j$ annihilates $\psi_j$. Let $\overline{\psi}_j$ be the minimal polynomial of $T_j$. So $\overline{\psi}_j|\psi_j$, $j = 1, 2$. Now
\[ \overline{\psi}_1(T)\overline{\psi}_2(T)u = \overline{\psi}_1(T)\overline{\psi}_2(T)(u_1 + u_2) = \overline{\psi}_2(T)\overline{\psi}_1(T)u_1 + \overline{\psi}_1(T)\overline{\psi}_2(T)u_2 = 0. \]

Hence $T$ annihilates $\overline{\psi}_1\overline{\psi}_2$. Since $\psi$ is the minimal polynomial of $T$ we have $\overline{\psi}_1\overline{\psi}_2|\psi$. Therefore $\overline{\psi}_j = \psi_j$, $j = 1, 2$. As $\deg \psi_j \geq 1$ it follows that $\dim U_j \geq 1$. \hfill \Box

Problems

1. Assume that (2.4.6) holds, where $TU_j \subseteq U_j$, $j = 1, 2$. Let $\psi_j$ be the minimal polynomial of $T_j = T|U_j$ for $j = 1, 2$. Show that the minimal polynomial $\psi$ of $T$ is equal to
\[ \frac{\psi_1\psi_2}{(\overline{\psi}_1, \overline{\psi}_2)}. \]

2. Let the assumptions of Problem 1 hold. Assume furthermore that $\psi = \phi^*$, where $\phi$ is irreducible over $F[x]$. Then either $\psi_1 = \psi$ or $\psi_2 = \psi$.

3. Let $C(p) \in \mathbb{D}^{m \times m}$ be the companion matrix given by (2.3.1). Let $e_i = (\delta_{i1}, \ldots, \delta_{im})^T$, $i = 1, \ldots, m$ be the standard basis in $\mathbb{D}^m$. Show
\begin{equation}
(2.4.9) \quad C(p)e_i = e_{i-1} - a_{m-i+1}e_m, \quad i = 1, \ldots, m, \quad (e_0 = 0).
\end{equation}
Prove that $p(C) = 0$ and that any polynomial $0 \neq q \in \mathbb{D}[x]$, $\deg q < m$ is not annihilated by $C$. (Consider $q(C)e_i$ and use (2.4.9).) That is: $p$ is the minimal polynomial of $C(p)$. 
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**Hint:** Use the induction on \( m \) as follows. Set \( f_i = e_{m-i+1} \) for \( i = 1, \ldots, m \). Let \( q = x^{m-1} + a_1x^{m-1} + \ldots + a_{m-1} \). Set \( Q = \begin{bmatrix} 0 & 0_{m-1}^T \\ 0_{m-1} & C(q) \end{bmatrix} \). Use the induction hypothesis on \( C(q) \), i.e. \( q(C(q)) = 0 \), and the facts that \( C(p)f_i = Qf_i \) for \( i = 1, \ldots, m - 1 \), \( C(p)f_m = f_{m+1} + Qf_m \) to obtain that \( p(C(p))f_i = 0 \) for \( i = 2, \ldots, m + 1 \).

4. Let \( A \in \mathbb{F}^{m \times m} \). Using Theorem 2.3.4 and Problems 1 and 3 show that the minimal polynomial \( \psi \) of \( A \) is the last invariant polynomial of \( xI - A \). That is:

\[
(2.4.10) \quad \psi(x) = \frac{\det (xI - A)}{\delta_{m-1}(x)},
\]

where \( \delta_{m-1}(x) \) is the g.c.d. of all \( (m-1) \times (m-1) \) minors of \( xI - A \).

5. Show that the results of Problem 4 apply to \( A \in \mathbb{D}^{m \times m} \). In particular, if \( A \approx B \) then \( A \) and \( B \) have the same minimal polynomials.

6. Deduce from Problem 4 the Cayley-Hamilton theorem which states that \( T \in \text{Hom}(V) \) annihilates its characteristic polynomial.

7. Let \( A \in \mathbb{D}^{m \times m} \). Prove that \( A \) annihilates its characteristic polynomial. (Consider the quotient field \( \mathbb{F} \) of \( \mathbb{D} \).)

8. Use Problem 6 and Lemma 2.4.4 to show

\[
(2.4.11) \quad \deg \psi \leq \dim V.
\]

9. Let \( \psi = \phi^s \), where \( \phi \) is irreducible in \( \mathbb{F}[x] \). Assume that \( \deg \psi = \dim V \). Use Problems 2 and 8 to show that \( V \) is an irreducible invariant subspace of \( T \).

10. Let \( p(x) \in \mathbb{F}[x] \) be a nontrivial normalized polynomial such that \( p = \phi^s \), where \( \phi \) is a normalized irreducible in \( \mathbb{F}[x] \). Let \( T \in \text{Hom}(V) \) be represented by \( C(p) \). Use Problem 9 to show that \( V \) is an irreducible invariant subspace of \( T \).

11. Let \( T \in \text{Hom}(V) \) and let \( E \) be the matrix given by (2.3.6), which is determined by the elementary divisors of \( T \). Using Problem 10 show that the representation \( E \) of \( T \) corresponds to a splitting of \( V \) to a direct sum of irreducible invariant subspaces of \( T \).

12. Deduce from Problem 9 and 11 that \( V \) is an irreducible invariant subspace of \( T \) if and only if the minimal polynomial \( \psi \) of \( T \) satisfies the assumptions of Problem 9.
2.5 An upper triangular form

**Definition 2.5.1** Let $M$ be a $D$-module and assume that $T \in \text{Hom}(M)$. 

Let $\lambda \in D$ is an eigenvalue of $T$ if there exists $0 \neq u \in M$ such that

\[(2.5.1) \quad Tu = \lambda u.\]

The element, (vector), $u$ is an eigenelement, (eigenvector), corresponding to $\lambda$. An element $0 \neq u$ is a generalized eigenelement, (eigenvector), if

\[(2.5.2) \quad (\lambda I - T)^k u = 0\]

for some positive integer $k$, where $\lambda$ is an eigenvalue of $T$. For $T \in D^{m \times m}$ $\lambda$ is an eigenvalue if $2.5.1$ holds for some $0 \neq u \in D^m$. The element $u$ is eigenelement, (eigenvector), or generalized eigenelement, (eigenvector), if either $2.5.1$ or $2.5.2$ holds respectively.

**Lemma 2.5.2** Let $T \in D^{m \times m}$. Then $\lambda$ is an eigenvalue of $T$ if and only if $\lambda$ is a root of the characteristic polynomial $\det(xI - T)$.

**Proof.** Let $F$ be the quotient field of $D$. Assume first that $\lambda$ is an eigenvalue of $T$. As $2.5.1$ is equivalent to $(\lambda I - T)u = 0$ and $u \neq 0$, then above system has a nontrivial solution. Therefore $\det(\lambda I - T) = 0$. Vice versa, if $\det(\lambda I - T) = 0$ then the system $(\lambda I - T)v = 0$ has a nontrivial solution $v \in F^m$. Then there exists $0 \neq a \in D$ such that $u := av \in D^m$ and $Tu = \lambda u$. \(\square\)

**Definition 2.5.3** A matrix $A = [a_{ij}] \in D^{m \times m}$ is an upper, (lower), triangular if $a_{ij} = 0$ for $j < i$, $(j > i)$. Let $\text{UT}(m, D)$, $\text{LT}(m, D), \text{D}(m, D) \subset D^{m \times m}$ be the ring of upper triangular, lower triangular, diagonal $m \times m$ matrices. Let $\text{UTG}(m, D) = \text{UT}(m, D) \cap \text{GL}(m, D)$, $\text{LTG}(m, D) = \text{LT}(m, D) \cap \text{GL}(m, D)$.

**Theorem 2.5.4** Let $T \in D^{m \times m}$. Assume that the characteristic polynomial of $T$ splits to linear factors over $D$

\[(2.5.3) \quad \det(xI - T) = \prod_{i=1}^{m}(x - \lambda_i), \quad \lambda_i \in D, \ i = 1, \ldots, m.\]

Assume furthermore that $D$ is a Bezout domain. Then

\[(2.5.4) \quad T = QAQ^{-1}, \quad Q \in \text{GL}(m, D), \quad A = [a_{ij}]^{m \times m} \in \text{UT}(m, D),\]

such that $a_{11}, \ldots, a_{mm}$ are the eigenvalues $\lambda_1, \ldots, \lambda_m$ appearing in any specified order.
Proof. Let \( \lambda \) be an eigenvalue of \( T \) and consider the set of all \( u \in \mathbb{D}^m \) which satisfies (2.5.1). Clearly this set is a \( \mathbb{D} \)-module \( M \). Lemma 2.5.2 yields that \( M \) contains nonzero vectors. Assume that \( \mathbb{D} \) is \( \mathbb{D}_B \). According to Theorem 1.13.3 \( M \) has a basis \( u_1, \ldots, u_k \) which can be completed to a basis \( u_1, \ldots, u_m \) in \( \mathbb{D}^m \). Let

\[
(2.5.5) \quad T u_i = \sum_{j=1}^{m} b_{ij} u_j, \quad i = 1, \ldots, m, \quad B = [b_{ij}] \in \mathbb{D}^{m \times m}.
\]

A straightforward computation shows that \( T \approx B \). As \( T u_i = \lambda u_i, \ i = 1, \ldots, k \) we have that \( b_{j1} = 0 \) for \( j > 1 \). So

\[
\det (xI - T) = \det (xI - B) = (x - \lambda) \det (xI - \tilde{B}),
\]

where \( \tilde{B} = [b_{ij}]_{i,j=2}^{n} \in \mathbb{D}^{(m-1) \times (m-1)} \). Here the last equality is achieved by expanding \( \det (xI - B) \) by the first column. Use the induction hypothesis to obtain that \( \tilde{B} \approx A_1 \), where \( A_1 \in \text{UT}(m-1, \mathbb{D}) \), with the eigenvalues of \( \tilde{B} \) on the main diagonal of \( A_1 \) appearing in any prescribed order. Hence

\[
T \approx C = [c_{ij}]^n_{i,j=2}, \quad \text{where } C \in \text{UT}(m, \mathbb{D}) \text{ with } c_{11} = \lambda, \ [c_{ij}]_{i,j=2}^{n} = A_1. \quad \Box
\]

The upper triangular form of \( A \) is not unique unless \( A \) is a scalar matrix: \( A = aI \). See Problem 1.

Definition 2.5.5 Let \( T \in \mathbb{D}^{m \times m} \) and assume that (2.5.3) holds. Then the eigenvalue multiset of \( T \) is the set \( S(T) = \{\lambda_1, \ldots, \lambda_m\} \). The multiplicity of \( \lambda \in S(T) \), denoted by \( m(\lambda) \), is the number of elements in \( S(T) \) which are equal to \( \lambda \). \( \lambda \) is called a simple eigenvalue if \( m(\lambda) = 1 \). The spectrum of \( T \), denoted by \( \text{spec } (T) \), is the set of all distinct eigenvalues of \( T \):

\[
(2.5.6) \quad \sum_{\lambda \in \text{spec } (T)} m(\lambda) = m.
\]

For \( T \in \mathbb{C}^{m \times m} \) arrange the eigenvalues of \( T \) in the decreasing order of their absolute values (unless otherwise stated):

\[
(2.5.7) \quad |\lambda_1| \geq \cdots \geq |\lambda_m| \geq 0,
\]

The spectral radius of \( T \), denoted by \( \rho(T) \), is equal to \( |\lambda_1| \).

Problems

1. Let \( Q \) correspond to the elementary row operation described in Definition 1.12.6(iii). Assume that \( A \in \text{UT}(m, \mathbb{D}) \). Show that if \( j < i \) then \( QAQ^{-1} \in \text{UT}(m, \mathbb{D}) \) with the same diagonal as \( A \). More general, for any \( Q \in \text{UTG}_m(\mathbb{D}) \) \( QAQ^{-1} \in \text{UT}(m, \mathbb{D}) \) with the same diagonal as \( A \).
2. Show that if $T \in \mathbb{D}^{m \times m}$ is similar to $A \in \mathbb{U} \mathbb{T}(m, \mathbb{D})$ then the characteristic polynomial of $T$ splits to linear factors over $\mathbb{D}[x]$.

3. Let $T \in \mathbb{D}^{m \times m}$ and put

\begin{equation}
\det (xI - T) = x^m + \sum_{j=1}^{m} a_{m-j}x^j.
\end{equation}

Assume that the assumptions of Theorem 2.5.4 holds. Show that

\begin{equation}
(-1)^k a_k = \sum_{\alpha \in [m]} \det T[\alpha, \alpha] = s_k(\lambda_1, \ldots, \lambda_m), \quad k = 1, \ldots, m.
\end{equation}

Here $s_k(x_1, \ldots, x_m)$ is the $k$th elementary symmetric polynomial of $x_1, \ldots, x_m$. The coefficient $-a_1$ is called the trace of $A$:

\begin{equation}
\text{tr} A = \sum_{i=1}^{m} a_{ii} = \sum_{i=1}^{m} \lambda_i.
\end{equation}

4. Let $T \in \mathbb{D}^{m \times m}$ and assume the assumptions of Theorem 2.5.4. Suppose furthermore that $\mathbb{D}$ is $\mathbb{D}_U$. Using the results of Theorem 2.5.4 and Problem 2.4.5 show that the minimal polynomial $\psi(x)$ of $T$ is of the form

\begin{equation}
\psi(x) = \prod_{i=1}^{l} (x - \alpha_i)^{s_i},
\end{equation}

$\alpha_i \neq \alpha_j$ for $i \neq j$, $1 \leq s_i \leq m_i := m(\alpha_i)$, $i = 1, \ldots, l$, (Hint: Consider the diagonal elements of $\psi(A)$.)

5. Let $T \in \mathbb{D}_U^{m \times m}$ and assume that the minimal polynomial of $T$ is given by (2.5.11). Using Problem 2.4.4 and the equality (2.4.1) show

\begin{equation}
\det (xI - T) = \prod_{i=1}^{l} (x - \alpha_i)^{m_i}.
\end{equation}

2.6 Jordan canonical form

Theorem 2.5.4 and Problem 2.5.2 shows that $T \in \mathbb{D}^{m \times m}$ is similar to an upper triangular matrix if and only if the characteristic polynomial of $T$
splits to linear factors. Unfortunately, the upper triangular form of $T$ is not unique. If $D$ is a field then there is a special upper triangular form in the similarity class of $T$ which is essentially unique. For convenience we state the theorem for an operator $T \in \text{Hom} (V)$.

**Theorem 2.6.1** Let $V$ be a vector space over the field $\mathbb{F}$. Let $T \in \text{Hom} (V)$ and assume that the minimal polynomial $\psi(x)$ of $T$ splits to a product of linear factors as given by (2.5.11). Then $V$ splits to a direct sum of nontrivial irreducible invariant subspaces of $T$.

\begin{equation}
V = W_1 \oplus \ldots \oplus W_q.
\end{equation}

In each invariant subspace $W (= W_j)$ it is possible to choose a basis consisting of generalized eigenvectors $x_1, \ldots, x_r$ such that

\begin{equation}
T x_1 = \lambda_0 x_1,
\end{equation}

\begin{equation*}
T x_{k+1} = \lambda_0 x_{k+1} + x_k, \quad k = 1, \ldots, r - 1,
\end{equation*}

where $\lambda_0$ is equal to some $\alpha_i$ and $r \leq s_i$. (For $r = 1$ the second part of (2.6.2) is void.) Moreover for each $\alpha_i$ there exists an invariant subspace $W$ whose basis satisfies (2.6.2) with $\lambda_0 = \alpha_i$ and $r = s_i$.

**Proof.** Assume first that the minimal polynomial of $T$ is

\begin{equation}
\psi(x) = x^s.
\end{equation}

Recall that $\psi(x)$ is the last invariant polynomial of $T$. Hence each nontrivial invariant polynomial of $T$ is of the form $x^r$ for $1 \leq r \leq s$. Theorem 2.3.4 implies that $V$ has a basis in which $T$ is presented by its rational canonical form

\[ C(x^{r_1}) \oplus \ldots \oplus C(x^{r_k}), \quad 1 \leq r_1 \leq r_2 \leq \ldots \leq r_k = s. \]

Hence $V$ splits to a direct sum of $T$-invariant subspaces (2.6.1). Let $W$ be an invariant subspace in the decomposition (2.6.1). Then $\tilde{T} := T|_W$ has the minimal polynomial $x^r$, $1 \leq r \leq s$. Furthermore, $W$ has a basis $x_1, \ldots, x_r$ so that $\tilde{T}$ is represented in this basis by the companion matrix $C(x^r)$. It is straightforward to show that $x_1, \ldots, x_r$ satisfies (2.6.2) with $\lambda_0 = 0$. As $W$ is spanned by $x_r, \tilde{T}x_r, \ldots, \tilde{T}^{r-1}x_r$ it follows that $W$ is an irreducible invariant subspace of $T$. Assume now that the minimal polynomial of $T$ is $(x - \lambda_0)^s$. Let $T_0 = T - \lambda_0 I$. Clearly $x^s$ is the minimal polynomial of $T_0$. Let (2.6.1) be the decomposition of $V$ to invariant subspaces of $T_0$ as above. In each invariant subspace $W$ choose a basis for $T_0$ as above. Then our theorem holds in this case too.
Assume now that the minimal polynomial of $T$ is given by (2.5.11). Use Theorem 2.4.5 and the above arguments to deduce the theorem.

Let

\[
H_n := C(x^n) = \begin{bmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1 \\
0 & 0 & 0 & \cdots & 0
\end{bmatrix}.
\]

Sometimes we denote $H_n$ by $H$ when the dimension of $H$ is well defined.

Let $W = \text{span} (x_1, x_2, \ldots, x_r)$. Let $T \in \text{Hom} (W)$ be given by (2.6.2). Then $T$ is presented in the basis $x_1, \ldots, x_r$ by the Jordan block $\lambda_0 I_r + H_r$.

Theorem 2.6.1 yields:

**Theorem 2.6.2** Let $A \in F^{n \times n}$. Assume that the minimal polynomial $\psi(x)$ of $A$ splits to linear factors as in (2.5.11). Then there exists $P \in \text{GL}(n, F)$ such that

\[
P^{-1}AP = J,
\]

\[
J = \bigoplus_{i=1}^{l} \bigoplus_{j=1}^{r} (\alpha_i I_{m_{ij}} + H_{m_{ij}}),
\]

\[
1 \leq m_{q_0} \leq m_{q_1} \leq \ldots \leq m_{s_1} = s, \quad i = 1, \ldots, l.
\]

**Definition 2.6.3** Let $A \in F^{n \times n}$ satisfy the assumptions of Theorem 2.6.2. The matrix $J$ in (2.6.5) is called the Jordan canonical form of $A$. Let $T \in \text{Hom} (V)$ and assume that its minimal polynomial splits over $F$. Then a representation matrix $J$ (2.6.5) is called the Jordan canonical form of $T$.

**Remark 2.6.4** Let $A \in F^{n \times n}$ and suppose that the minimal polynomial $\psi$ of $A$ does not split over $F$. Then there exists a finite extension $K$ of $F$ such that $\psi$ splits over $K$. Then (2.6.5) holds for some $P \in \text{GL}(n, K)$. $J$ is referred as the Jordan canonical form of $A$.

**Corollary 2.6.5** Let $A \in F^{n \times n}$. Assume that the minimal polynomial of $A$ is given by (2.5.11). Let $J$ be the Jordan canonical form of $A$ given by (2.6.5). Set

\[
m_{q_0+1} = \ldots = m_{i_n} = 0, \quad i = 1, \ldots, l.
\]

Then the elementary polynomials of $xI - A$, which are the elementary divisors of $xI - A$ defined in Problem 2, are

\[
\phi_{ij} = (x - \alpha_i)^{m_{ij}}, \quad j = 1, \ldots, n, \quad i = 1, \ldots, l.
\]
Hence the invariant polynomials $i_1(x),\ldots,i_n(x)$ of $xI-A$ are

\begin{equation}
(2.6.9) \quad i_r(x) = \prod_{i=1}^{l}(x-\alpha_i)^{m_i(n-r+1)}, \quad r = 1,\ldots,n.
\end{equation}

The above Corollary shows that the Jordan canonical form is unique up to a permutation of Jordan blocks.

Problems

1. Show directly that to each eigenvalue $\lambda_0$ of a companion matrix $C(p) \in \mathbb{F}^{n \times n}$ corresponds one dimensional eigenvalues subspace spanned by the vector $(1,\lambda_0,\lambda_0^2,\ldots,\lambda_0^{n-1})^T$.

2. Let $A \in \mathbb{F}^{n \times n}$ and assume that the minimal polynomial of $A$ splits in $\mathbb{F}$. Let $U_1, U_2 \subset \mathbb{F}^n$ be the subspaces of all generalized eigenvectors of $A, A^T$ respectively corresponding to $\lambda \in \text{spec}(A)$. Show that there exists bases $x_1,\ldots,x_m$ and $y_1,\ldots,y_m$ in $U_1$ and $U_2$ respectively so that

\[ y_i^T x_j = \delta_{ij}, \quad i,j = 1,\ldots,m. \]

(Hint: Assume first that $A$ is in its Jordan canonical form.)

3. Let $A \in \mathbb{F}^{n \times n}$. Let $\lambda, \mu \in \mathbb{F}$ be two distinct eigenvalues of $A$. Let $x,y \in \mathbb{F}^n$ be two generalized eigenvectors of $A, A^T$ corresponding to $\lambda, \mu$ respectively. Show that $y^T x = 0$.

4. Verify directly that $J$ (given in (2.6.5)) annihilates its characteristic polynomial. Using the fact that any $A \in \mathbb{F}^{n \times n}$ is similar to its Jordan canonical form over the finite extension field $K$ of $\mathbb{F}$ deduce the Cayley-Hamilton theorem.

5. Let $A, B \in \mathbb{F}^{n \times n}$. Show that $A \approx B$ if and only if $A$ and $B$ have the same Jordan canonical form.

2.7 Some applications of Jordan canonical form

**Definition 2.7.1** Let $A \in \mathbb{F}^{n \times n}$ and assume that $\det (xI-A)$ splits in $\mathbb{F}$. Let $\lambda_0$ be an eigenvalue of $A$. Then the number of factors of the form $x-\lambda_0$ appearing in the minimal polynomial $\psi(x)$ of $A$ is called the index of $\lambda_0$ and is denoted by index $\lambda_0$. The dimension of the eigenvalue subspace of $A$ corresponding to $\lambda_0$ is called the geometric multiplicity of $\lambda_0$.

Using the results of the previous section we obtain.
Lemma 2.7.2 Let the assumptions of Definition 2.7.1 hold. Then index $\lambda_0$ is the size of the largest Jordan block corresponding to $\lambda_0$, and the geometric multiplicity of $\lambda_0$ is the number of the Jordan blocks corresponding to $\lambda_0$.

Let $T \in \text{Hom}(V)$, $\lambda_0 \in \text{spec}(T)$ and consider the invariant subspaces

(2.7.1) \[ X_r = \{ x \in V : (\lambda_0 I - T)^r x = 0 \}, \quad r = 0, 1, \ldots, \]
\[ Y_r = (\lambda_0 I - T)^r V, \quad r = 0, 1, \ldots. \]

Theorem 2.7.3 Let $T \in \text{Hom}(V)$ and assume that $\lambda_0$ is the eigenvalue of $T$. Let index $\lambda_0 = m_1 \geq m_2 \geq \ldots \geq m_p \geq 1$ be the dimensions of all Jordan blocks corresponding to $\lambda_0$ which appear in the Jordan canonical form of $T$. Then

(2.7.2) \[ \dim X_r = \sum_{i=1}^{p} \min(r, m_i), \quad r = 0, 1, \ldots, \]
\[ \dim Y_r = \dim V - \dim X_r, \quad r = 0, 1, \ldots. \]

In particular

\[ [0] = X_0 \subsetneq X_1 \subsetneq X_2 \subsetneq \ldots \subsetneq X_m, \]
\[ X(\lambda_0) := X_m = X_{m+1} = \ldots, \quad m = \text{index } \lambda_0. \]

(2.7.3) \[ V = Y_0 \supsetneq Y_1 \supsetneq Y_2 \supsetneq \ldots \supsetneq Y_m, \]
\[ Y(\lambda_0) := Y_m = Y_{m+1} = \ldots \]
\[ V = X(\lambda_0) \oplus Y(\lambda_0). \]

Let

(2.7.4) \[ \nu_i = \dim X_i - \dim X_{i-1}, \quad i = 1, \ldots, m + 1, \quad m := \text{index } \lambda_0. \]

Then $\nu_i$ is the number of Jordan block of size $i$ at least corresponding to $\lambda_0$. In particular

(2.7.5) \[ \nu_1 \geq \nu_2 \geq \ldots \geq \nu_m > \nu_{m+1} = 0. \]

Furthermore

(2.7.6) \[ \nu_i - \nu_{i+1} \quad \text{is the number of Jordan blocks of order } \]
\[ i \text{ in the Jordan canonical form of } T \text{ corresponding to } \lambda_0. \]

Proof. Assume first that $\det (xI - T) = \psi(x) = (x - \lambda_0)^m$. That is $T$ has one Jordan block of order $m$ corresponding to $\lambda_0$. Then the theorem follows straightforward. Observe next that for

\[ \text{Ker} (\lambda I - T) = 0, \quad \text{Range} (\lambda I - T) = V, \quad \lambda \neq \lambda_0. \]
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Assume now that \( \det (xI - T) \) splits in \( \mathbb{F} \) and \( V \) has the decomposition (2.6.1). Apply the above arguments to each \( T|_{W_i} \) for \( i = 1, \ldots, q \) to deduce the theorem in this case. In the general case, where \( \det (xI - T) \) does not split to linear factors, use the rational canonical form of \( T \) to deduce the theorem. \( \square \)

Thus (2.7.3) gives yet another characterization of the index \( \lambda_0 \). Note that in view of Definition 2.5.1 each \( 0 \neq x \in X_k \) is a generalized eigenvector of \( T \). The sequence (2.7.4) is called the Weyr sequence corresponding to \( \lambda_0 \).

**Definition 2.7.4** A transformation \( T \in \text{Hom}(V) \) is diagonalizable if there exists a basis in \( V \) which consists entirely of eigenvectors of \( T \). That is any representation matrix \( A \) of \( T \) is diagonalizable, i.e. \( A \) is similar to a diagonal matrix.

For such \( T \) we have that \( X_1 = X_{m_1} \) for each \( \lambda_0 \in \text{spec}(T) \). Theorem 2.6.1 yields.

**Theorem 2.7.5** Let \( T \in \text{Hom}(V) \). Then \( T \) is diagonalizable if and only if the minimal polynomial \( \psi \) of \( T \) splits to linear, pairwise different factors. That is the index of any eigenvalue of \( T \) equals to 1.

**Definition 2.7.6** Let \( M \) be a \( D \)-module and let \( T \in \text{Hom}(M) \). \( T \) is nilpotent if \( T^s = 0 \) for some positive integer \( s \).

Let \( T \in \text{Hom}(V) \) and assume that \( \det (xI - T) \) splits in \( \mathbb{F} \). For \( \lambda_0 \in \text{spec}(T) \) let \( X(\lambda_0) \subset V \) be the \( T \)-invariant subspace defined in (2.7.3). Then the decomposition (2.6.1) yields the spectral decomposition of \( V \):

\[
V = \bigoplus_{\lambda \in \text{spec}(T)} (T \lambda) X(\lambda).
\]

The above decomposition is coarser than the fine decomposition (2.6.1). The advantage of the spectral decomposition is that it is uniquely defined. Note that each \( X(\lambda) \), \( \lambda \in \text{spec}(T) \) is direct sum of irreducible \( T \)-invariant subspaces corresponding to the eigenvalue \( \lambda \) in the decomposition (2.6.1). Clearly \( T - \lambda I \) is a nilpotent operator. In the following theorem we address the problem of the choices of irreducible invariant subspaces in the decomposition (2.6.1) for a nilpotent transformation \( T \).

**Theorem 2.7.7** Let \( T \in \text{Hom}(V) \) be nilpotent. Let index \( 0 = m = m_1 \geq m_2 \geq \ldots \geq m_p \geq 1 \) be the dimensions of all Jordan blocks appearing in the Jordan canonical form of \( T \). Let (2.6.1) be a decomposition of \( V \) to a direct sum of irreducible \( T \)-invariant subspaces such that

\[
\dim W_1 = m_1 \geq \dim W_2 = m_2 \geq \ldots \geq \dim W_q = m_q \geq 1,
\]

(2.7.8)

\[
m_1 = \ldots = m_{i_1} > m_{i_1 + 1} = \ldots = m_{i_2} > \ldots > m_{i_p + 1} = \ldots = m_{i_p} = m_q.
\]
Assume that each $W_i$ has a basis $y_{i,1}, \ldots, y_{i,m_i}$ satisfying (2.6.2), with $\lambda_0 = 0$. Let $X_i, Y_{i,i} \equiv 0, \ldots$ be defined as in (2.7.1) for $\lambda = 0$. Then the above bases in $W_1, \ldots, W_q$ can be chosen recursively as follows:

(a) $y_{1,1}, \ldots, y_{1,m_1}$ is an arbitrary basis in $Y_{m-1}$.

(b) Let $1 \leq k < m$. Assume that $y_{1,j}$ are given for all $l$ such that $m_l \geq m - k + 1$ and all $j$ such that $1 \leq j \leq m_l - m + k$. Then each $y_{l,(k+1)}$ is an eigenvector of the restrictions of $T$ to a direct sum of irreducible $T$-invariant subspaces such that $Z$ has a basis consisting of $l = \dim Z$ eigenvectors of the restrictions of $T|W_{j_1}, \ldots, T|W_{j_t}$ for $1 \leq j_1 < \ldots < j_t \leq q$.

**Proof.** Let $Z_i := Z \cap Y_{m-1} \cap \ldots \cap Y_1 := Z \cap Y_0$ and denote $l_i = \dim Z_i$ for $i = 1, \ldots, m$. We then construct bases in $W_1, \ldots, W_q$ as in Theorem 2.7.7 in the following way. If $l_1 = \dim Z_1 > 0$ we pick $y_{1,1}, \ldots, y_{1,m_1}$ to be from $Z_1$. In general, for each $k = 1, \ldots, m-1, 1 < t \leq i_k$ and $m_t = m - k$ such that $l_{k+1} > l_k$ we let $y_{i_{t-1}+1,1}, \ldots, y_{i_{t-1}+l_{k+1}-l_k,1}$ be any set of linearly independent vectors in $Z_{k+1}$, which form a basis in $Z_{k+1}/Z_k$. 

**Problems**

1. Prove Theorem 2.7.7

### 2.8 The matrix equation $AX - XB = 0$

Let $A, B \in \mathbb{D}^{n \times n}$. A possible way to determine if $A$ and $B$ are similar over $\text{GL}(n, \mathbb{D})$ is to consider the matrix equation

$$AX - XB = 0. \quad (2.8.1)$$

Then $A \approx B$ if and only if there exists a solution $X \in \mathbb{D}^{n \times n}$ such that $\det X$ is an invertible element in $\mathbb{D}$. For $X = [x_{ij}] \in \mathbb{D}^{m \times n}$ let $\hat{X} \in \mathbb{D}^{mn}$ be the column vector composed of the $n$ columns of $X$:

$$\hat{X} = (x_{11}, \ldots, x_{m1}, x_{12}, \ldots, x_{m2}, \ldots, x_{m(n-1)}, x_{1n}, \ldots, x_{mn})^\top. \quad (2.8.2)$$
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Then the equation (2.8.1), where $A \in \mathbb{D}^{m \times m}, B \in \mathbb{D}^{n \times n}$, has a simple form in tensor notation [MaM64]. (See also Problems 1 and 2.8.13.)

(2.8.3) \[ (I \otimes A - B^T \otimes I)X = 0. \]

Assume that $\mathbb{D}$ is a Bezout domain. Then the set of all $X \in \mathbb{D}^{n \times n}$ satisfying (2.8.1) forms a $\mathbb{D}$-module with a basis $X_1, \ldots, X_\nu$, (Theorem 1.13.3). So any matrix $X$ which satisfies (2.8.1) is of the form

\[ X = \sum_{i=1}^{\nu} x_i X_i, \quad x_i \in \mathbb{D}, \quad i = 1, \ldots, \nu. \]

It is "left" to find whether a function

\[ \delta(x_1, \ldots, x_\nu) := \det \left( \sum_{i=1}^{\nu} x_i X_i \right) \]

has an invertible value. In such a generality this is a difficult problem. A more modest task is to find the value of $\nu$ and to determine if $\delta(x_1, \ldots, x_\nu)$ vanish identically. For that purpose it is enough to assume that $\mathbb{D}$ is actually a field $\mathbb{F}$ (for example the quotient field of $\mathbb{D}$). Also we may replace $\mathbb{F}$ by a finite extension field $\mathbb{K}$ in which the characteristic polynomial of $A$ and $B$ split. Finally we are going to study the equation (2.8.1) where

\[ A \in \mathbb{K}^{m \times m}, \quad B \in \mathbb{K}^{n \times n}, \quad X \in \mathbb{K}^{m \times n}. \]

Let $\psi(x)$, $\phi(x)$ and $J$, $K$ be the minimal polynomials and the Jordan canonical forms of $A$, $B$ respectively.

\[ \psi(x) = \prod_{i=1}^{l} (x - \lambda_i)^{s_i}, \quad \text{spec} (A) = \{ \lambda_1, \ldots, \lambda_l \}, \]

\[ \phi(x) = \prod_{j=1}^{k} (x - \mu_j)^{t_j}, \quad \text{spec} (B) = \{ \mu_1, \ldots, \mu_k \}, \]

\[ P^{-1}AP = J = \oplus_{i=1}^{l} J_i, \]

(2.8.4)

\[ J_i = \oplus_{r=1}^{p_i} (\lambda_i I_{m_{ir}} + H_{m_{ir}}), \quad 1 \leq m_{ir} \leq \ldots \leq m_{i1} = s_i, \quad i = 1, \ldots, l, \]

\[ Q^{-1}BQ = K = \oplus_{j=1}^{k} K_j, \]

\[ K_j = \oplus_{r=1}^{q_j} (\mu_j I_{n_{jr}} + H_{n_{jr}}), \quad 1 \leq n_{jr} \leq \ldots \leq n_{j1} = t_j, \quad j = 1, \ldots, k. \]
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Let $Y = P^{-1}XQ$. Then the system (2.8.1) is equivalent to $JY - YK = 0$. Partition $Y$ according to the partitions of $J$ and $K$ as given in (2.8.4). So

\[ Y = [Y_{ij}], \quad Y_{ij} \in \mathbb{K}^{m_i \times n_j}, \]

\[ m_i = \sum_{r=1}^{q_i} m_{ir}, \quad n_j = \sum_{r=1}^{p_j} n_{jr}, \quad i = 1, \ldots, l, \quad j = 1, \ldots, k. \]

Then the matrix equation for $Y$ reduces to $lk$ matrix equations

\[ (2.8.5) \quad J_iY_{ij} - Y_{ij}K_j = 0, \quad i = 1, \ldots, l, \quad j = 1, \ldots, k. \]

The following two lemmas analyze the above matrix equations.

**Lemma 2.8.1** Let $i \in [l], \ j \in [k]$. If $\lambda_i \neq \mu_j$ then the corresponding matrix equation in (2.8.5) has the unique trivial solution $Y_{ij} = 0$.

**Proof.** Let

\[ J_i = \lambda_i I_{m_i} + \bar{J}_i, \quad \bar{J}_i = \oplus_{r=1}^{q_i} H_{m_{ir}}, \]

\[ K_j = \mu_j I_{n_j} + \bar{K}_j, \quad \bar{K}_j = \oplus_{r=1}^{p_j} H_{n_{jr}}. \]

Note that $\bar{J}_u = \bar{K}_v = 0$ for $u \geq m_i$ and $v \geq n_j$. Then (2.8.5) becomes

\[ (\lambda_i - \mu_j)Y_{ij} = -\bar{J}_iY_{ij} + Y_{ij}\bar{K}_j. \]

Thus

\[ (\lambda_i - \mu_j)^2Y_{ij} = -\bar{J}_i(\lambda_i - \mu_j)Y_{ij} + (\lambda_i - \mu_j)Y_{ij}\bar{K}_j = \]

\[ -\bar{J}_i(-\bar{J}_iY_{ij} + Y_{ij}\bar{K}_j) + (-\bar{J}_iY_{ij} + Y_{ij}\bar{K}_j)\bar{K}_j = \]

\[ -\bar{J}_i)^2Y_{ij} + 2(-\bar{J}_i)Y_{ij}\bar{K}_j + Y_{ij}\bar{K}_j^2. \]

Continuing this procedure we get

\[ (\lambda_i - \mu_j)^rY_{ij} = \sum_{u=0}^{r} \binom{r}{u} (-\bar{J}_i)^uY_{ij}\bar{K}_j^{r-u}. \]

Hence for $r = m_i + n_j$ either $\bar{J}_i^u$ or $\bar{K}_j^{r-u}$ is a zero matrix. Since $\lambda_i \neq \mu_j$ we deduce that $Y_{ij} = 0$. $\square$

**Lemma 2.8.2** Let $Z = [z_{\alpha\beta}] \in \mathbb{F}^{m \times n}$ satisfy the equation

\[ (2.8.6) \quad H_mZ = ZH_n. \]
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Then the entries of $Z$ are of the form

$$ z_{\alpha \beta} = 0 \quad \text{for } \beta < \alpha + n - \min(m,n), $$

(2.8.7)

$$ z_{\alpha \beta} = z_{(\alpha+1)(\beta+1)} \quad \text{for } \beta \geq \alpha + n - \min(m,n). $$

In particular, the subspace of all $m \times n$ matrices $Z$ satisfying (2.8.6) has dimension $\min(m,n)$. 

**Proof.** Note that the first column and the last row of $H_l$ are equal to zero. Hence the first column and the last row of $ZH_n = H_m Z$ are equal to zero. That is

$$ z_{\alpha 1} = z_{m \beta} = 0, \quad \alpha = 2, \ldots, m, \quad \beta = 1, \ldots, n - 1. $$

In all other cases, equating the $(\alpha, \beta)$ entries of $H_m Z$ and $ZH_n$ we obtain

$$ z_{(\alpha+1)\beta} = z_{\alpha(\beta-1)}, \quad \alpha = 1, \ldots, m - 1, \quad \beta = 2, \ldots, n. $$

The above two sets of equalities yield (2.8.7). □

Combine the above two lemmas to obtain.

**Theorem 2.8.3** Consider the system of (2.8.5). If $\lambda_i \neq \mu_j$ then $Y_{ij} = 0$. Assume that $\lambda_i = \mu_j$. Partition $Y_{ij}$ according to the partitions of $J_i$ and $K_j$ as given in (2.8.4):

$$ Y_{ij} = [Y_{ij}^{(uv)}], \quad Y_{ij}^{(uv)} \in \mathbb{K}^{m_{iu} \times n_{jv}}, \quad u = 1, \ldots, q_i, \quad v = 1, \ldots, p_j. $$

Then each $Y_{ij}^{(uv)}$ is of the form given in Lemma 2.8.2 with $m = m_{iu}$ and $n = n_{jv}$. Assume that

$$ \lambda_i = \mu_i, \quad i = 1, \ldots, t, $$

(2.8.8)

$$ \lambda_i \neq \mu_j, \quad i = t + 1, \ldots, l, \quad j = t + 1, \ldots, k. $$

Then the dimension of the subspace $\mathcal{Y} \subset \mathbb{K}^{m \times n}$ of block matrices $Y = [Y_{ij}]_{i,j=1}^{lk}$ satisfying (2.8.5) is given by the formula

$$ \dim \mathcal{Y} = \sum_{i=1}^{t} \sum_{u,v=1}^{q_i,p_j} \min(m_{iu}, n_{jv}). $$

(2.8.9)
Consider a special case of (2.8.1)

$$C(A) = \{ X \in D^{n \times n} : AX - XA = 0 \}.$$  

Then $C(A)$ is an algebra over $D$ with the identity $I$. In case $D$ is a field $F$, or more generally $D$ is a Bezout domain, $C(A)$ has a finite basis. Theorem 2.8.3 yields

$$\dim C(A) = \sum_{i=1}^l q_i \sum_{u,v=1}^l \min(m_{iu}, m_{iv}).$$

(Note that the dimension of $C(A)$ does not change if we pass from $F$ to an finite extension field $K$ in which the characteristic polynomial of $A$ splits.) As $(m_{iu})_{u=1}^p$ is a decreasing sequence we have

$$\sum_{v=1}^q \min(m_{iu}, m_{iv}) = um_{iu} + \sum_{v=u+1}^q m_{iv}.$$  

So

$$\dim C(A) = \sum_{i=1}^l \sum_{u=1}^q (2u - 1)m_{iu}.$$  

Let $i_1(x), \ldots, i_n(x)$ be the invariant polynomials of $xI - A$. Use (2.6.7-2.6.9) to deduce

$$\dim C(A) = \sum_{u=1}^n (2u - 1)\deg i_{n-u+1}(x).$$

The above formula enables us to determine when any commuting matrix with $A$ is a polynomial in $A$. Clearly, the dimension of the subspace spanned by the powers of $A$ is equal to the degree of the minimal polynomial of $A$.

**Corollary 2.8.4** Let $A \in F^{n \times n}$. Then each commuting matrix with $A$ can be expressed as a polynomial in $A$ if and only if the minimal and the characteristic polynomial of $A$ are equal. That is, $A$ is similar to a companion matrix $C(p)$, where $p(x) = \det (xI - A)$.

A matrix for which the minimal and characteristic polynomial coincide is called nonderogatory. If the minimal polynomial of $A$ is a strict factor of the characteristic polynomial of $A$, i.e. the degree of the minimal polynomial is strictly less than the degree of the characteristic polynomial, then $A$ is called derogatory.

**Problems**
2.8. THE MATRIX EQUATION $AX - XB = 0$

1. For $A = [a_{ij}] \in \mathbb{D}^{m \times p}$, $B = [b_{kl}] \in \mathbb{D}^{n \times q}$ let

$$(2.8.13) \quad A \otimes B := [a_{ij}B] \in \mathbb{D}^{mn \times pq},$$

be the tensor (Kronecker) product of $A$ and $B$. Show

$$(A_1 \otimes A_2)(B_1 \otimes B_2) = (A_1 B_1) \otimes (A_2 B_2), \quad A_i \in \mathbb{D}^{m_i \times n_i}, \quad B_i \in \mathbb{D}^{n_i \times p_i}, \quad i = 1, 2.$$

2. Let $\mu : \mathbb{D}^{m \times n} \to \mathbb{D}^{mn}$ be given by $\mu(X) = \hat{X}$, where $\hat{X}$ is defined be

$$(2.8.2) \quad \mu(AX) = (I_n \otimes A)\mu(X), \quad \mu(XB) = (B^T \otimes I_m)\mu(X), \quad A \in \mathbb{D}^{m \times m}, \quad B \in \mathbb{D}^{n \times n}.$$

3. Let $P \in \mathbb{F}^{m \times m}$, $Q \in \mathbb{F}^{n \times n}$, $R \in \mathbb{F}^{m \times n}$. Let

$$A = \begin{bmatrix} P & R \\ 0 & Q \end{bmatrix}, \quad B = \begin{bmatrix} P & 0 \\ 0 & Q \end{bmatrix} \in \mathbb{F}^{(m+n) \times (m+n)}.$$

Assume that the characteristic polynomials of $P$ and $Q$ are coprime.

Show that there exists $X = \begin{bmatrix} I_m & Y \\ 0 & I_m \end{bmatrix}$ which satisfies (2.8.1). Hence $A \approx B$.

4. Let $A = \oplus_{i=1}^{\ell} A_i \in \mathbb{F}^{n \times n}$. Show that

$$(2.8.14) \quad \dim C(A) \geq \sum_{i=1}^{\ell} \dim C(A_i),$$

and the equality holds if and only if

$$(\det (xI - A_i), \det (xI - A_j)) = 1 \quad \text{for } i = 1, \ldots, \ell, \quad j = 1, \ldots, \ell - 1.$$

5. Let $A \in \mathbb{D}^{n \times n}$. Show that the ring $C(A)$ is a commutative ring if and only if $A$ satisfies the conditions of Corollary 2.8.4, where $\mathbb{F}$ is the quotient field of $\mathbb{D}$.

6. Let $A \in \mathbb{D}^{n \times n}$, $B \in C(A)$. Then $B$ is an invertible element in the ring $C(A)$ if and only if $B$ is a unimodular matrix.

7. Let $A \in \mathbb{D}^{m \times m}$, $B \in \mathbb{D}^{n \times n}$. Define

$$(2.8.15) \quad C(A, B) := \{X \in \mathbb{D}^{m \times n} : \quad AX - XB = 0\}.$$

Show that $C(A, B)$ is a left (right) module of $C(A)$ ($C(B)$) under the matrix multiplication.
8. Let $A, B \in \mathbb{D}^{n \times n}$. Show that $A \approx B$ if and only if the following two conditions hold:
(a) $C(A, B)$ is a $C(A)$-module with a basis consisting of one element $U$;
(b) any basis element $U$ is a unimodular matrix.

2.9 A criterion for similarity of two matrices

Definition 2.9.1 Let $A \in \mathbb{D}^{m \times m}$, $B \in \mathbb{D}^{n \times n}$. Denote by $r(A, B)$ and $\nu(A, B)$ the rank and the nullity of the matrix $I_n \otimes A - B^T \otimes I_m$ viewed as a matrix acting on the vector space $\mathbb{F}^{m \times n}$, where $\mathbb{F}$ is the quotient field of $\mathbb{D}$.

According to Theorem 2.8.3 we have
\[
\nu(A, B) = \sum_{i=1}^{t} \sum_{u,v=1}^{q_i, p_i} \min(m_{iu}, n_{iv}),
\]
(2.9.1)
\[
r(A, B) = mn - \sum_{i=1}^{t} \sum_{u,v=1}^{q_i, p_i} \min(m_{iu}, n_{iv}).
\]

Theorem 2.9.2 Let $A \in \mathbb{D}^{m \times m}$, $B \in \mathbb{D}^{n \times n}$. Then
\[
\nu(A, B) \leq \frac{1}{2} (\nu(A, A) + \nu(B, B)).
\]
Equality holds if and only if $m = n$ and $A$ and $B$ are similar over the quotient field $\mathbb{F}$.

Proof. Without loss of generality we may assume that $\mathbb{D} = \mathbb{F}$ and the characteristic polynomials of $A$ and $B$ split over $\mathbb{F}[x]$. For $x, y \in \mathbb{R}$ let $\min(x, y)$ ($\max(x, y)$) be the minimum (maximum) of the values of $x$ and $y$. Clearly $\min(x, y)$ is a homogeneous concave function on $\mathbb{R}^2$. Hence
\[
\min(a + b, c + d) \geq \frac{\min(a, c) + \min(b, d) + \min(a, d) + \min(b, c)}{2}.
\]
(2.9.2)
A straightforward calculation shows that if $a = c$ and $b = d$ then equality holds if and only if $a = b$. Let
\[
N = \max(m, n), \quad m_{iu} = n_{iv} = 0,
\]
for $q_i < u \leq N$, $p_i < v \leq N$, $i = 1, \ldots, \ell$, $j = 1, \ldots, k$. 
Then
\[ \nu(A, A) + \nu(B, B) = \ell, N \sum_{i, u=1}^{t, N} (2u - 1)m_{iu} + k, N \sum_{j, u=1}^{k, N} (2u - 1)n_{ju} \geq \sum_{i, u=1}^{t, N} (2u - 1)(m_{iu} + n_{iu}). \]
and the equality holds if and only if \( \ell = k = t \). Next consider the inequality
\[ \sum_{i, u=1}^{t, N} (2u - 1)(m_{iu} + n_{iu}) = \sum_{i=1}^{t} \sum_{u,v=1}^{N} \min(m_{iu} + n_{iu}, m_{iv} + n_{iv}) \geq \frac{1}{2} \sum_{i=1}^{t} \sum_{u,v=1}^{N} \min(m_{iu}, m_{iv}) + \min(n_{iu}, n_{iv}) + \min(n_{iu}, n_{iv}) \]
\[ \frac{1}{2} \sum_{i, u=1}^{t, N} (2u - 1)(m_{iu} + n_{iu}) + \sum_{i} \sum_{u,v=1}^{q_i, p_i} \min(m_{iu}, n_{iv}). \]
Combine the above results to obtain the inequality (2.9.2). Equality sign holds in (2.9.2) if and only if \( A \) and \( B \) have the same Jordan canonical forms. That is \( m = n \) and \( A \) is similar to \( B \) over \( F \).

Suppose that \( A \approx B \). Hence (2.2.1) holds. The rules for the tensor product (Problem 2.8.1) imply
\[ I \otimes A - B^\top \otimes I = ((Q^\top)^{-1} \otimes I)(I \otimes A - A^\top \otimes I)(Q^\top \otimes I), \]
(2.9.3)
\[ I \otimes A - B^\top \otimes I = ((Q^\top)^{-1} \otimes Q)(I \otimes A - A^\top \otimes I)(Q^\top \otimes Q^{-1}). \]
Hence the three matrices
(2.9.4)
\[ I \otimes A - A^\top \otimes I, \quad I \otimes A - B^\top \otimes I, \quad I \otimes B - B^\top \otimes I \]
are similar. In particular, these matrices are equivalent. Over a field \( F \) the above matrices are equivalent if and only if the have the same nullity. Hence Theorem 2.9.2 yields.

**Theorem 2.9.3** Let \( A, B \in \mathbb{F}^{n \times n} \). Then \( A \) and \( B \) are similar if and only if the three matrices in (2.9.4) are equivalent.
CHAPTER 2. CANONICAL FORMS FOR SIMILARITY

The obvious part of Theorem 2.9.3 extends trivially to any integral domain \( \mathbb{D} \).

**Proposition 2.9.4** Let \( A, B \in \mathbb{D}^{n \times n} \). If \( A \) and \( B \) are similar over \( \mathbb{D} \) then the three matrices in (2.9.4) are equivalent over \( \mathbb{D} \).

However, this condition is not sufficient for the similarity of \( A \) and \( B \) even in the case \( \mathbb{D} = \mathbb{Z} \). (See Problem 1.) The disadvantage of the similarity criterion stated in Theorem 2.9.3 is due to the appearance of the matrix \( I \otimes A - B^\top \otimes I \), which depends on \( A \) and \( B \). It is interesting to note that the equivalence of just two matrices in (2.9.4) does not imply the similarity of \( A \) and \( B \). Indeed

\[
I \otimes A - A^\top \otimes I = I \otimes (A + \lambda I) - (A + \lambda I)^\top \otimes I
\]

for any \( \lambda \in \mathbb{F} \). If \( \mathbb{F} \) has an infinite characteristic then \( A \not\approx A + \lambda I \) for any \( \lambda \neq 0 \). (Problem 2.) Also if \( A = H_n \) and \( B = 0 \) then \( \nu(A,A) = \nu(A,B) = n \). (Problem 3.) However, under certain assumptions the equality \( \nu(A,A) = \nu(A,B) \) implies \( A \approx B \).

**Theorem 2.9.5** Let \( A \in \mathbb{C}^{n \times n} \). Then there exists a neighborhood of \( A = [a_{ij}] \)

\[
D(A,\rho) := \{B = [b_{ij}] \in \mathbb{C}^{n \times n} : \sum_{i,j=1}^n |b_{ij} - a_{ij}|^2 < \rho^2\},
\]

for some positive \( \rho \) depending on \( A \), such that if

\[
\nu(A,A) = \nu(A,B), \quad B \in D(A,\rho),
\]

then \( B \) is similar to \( A \).

**Proof.** Let \( r \) be the rank of \( I \otimes A - A^\top \otimes I \). So there exist indices

\[
\alpha = \{(\alpha_{11}, \alpha_{21}), \ldots, (\alpha_{1r}, \alpha_{2r})\}, \quad \beta = \{(\beta_{11}, \beta_{21}), \ldots, (\beta_{1r}, \beta_{2r})\} \subset [n] \times [n],
\]

viewed as elements of \( [n^2]^r \), such that \( \det (I \otimes A - A^\top \otimes I)[\alpha, \beta] \neq 0 \). Also \( \det (I \otimes A - A^\top \otimes I)[\gamma, \delta] = 0 \) for any \( \gamma, \delta \in [n^2]_{r+1} \). First choose a positive \( \rho' \) such that

\[
\det (I \otimes A - B^\top \otimes I)[\alpha, \beta] \neq 0, \text{ for all } B \in D(A,\rho').
\]

Consider the system (2.8.1) as a system in \( n^2 \) variables, which are the entries of \( X = [x_{ij}]_r \). In the system (2.8.1) consider the subsystem of \( r \) equations corresponding to the set \( \alpha \):

\[
\sum_{k=1}^n a_{ik}x_{kj} - x_{ik}b_{kj} = 0, \quad i = \alpha_{1p}, j = \alpha_{2p}, p = 1, \ldots, r.
\]
Let
\[ x_{kj} = \delta_{kj} \quad \text{for} \quad (k, j) \neq (\beta_1p, \beta_2p), \quad p = 1, \ldots, r. \]

The condition (2.9.7) yields that the system (2.9.8)-(2.9.9) has a unique solution \( X(B) \) for any \( B \in D(A, \rho') \). Also \( X(A) = I \). Use the continuity argument to deduce the existence of \( \rho \in (0, \rho'] \) so that \( \det X(B) \neq 0 \) for all \( B \in D(A, \rho) \). Let \( \mathcal{V} \) be the algebraic variety of all matrices \( B \in \mathbb{C}^{n \times n} \) satisfying

\[ \det (I \otimes A - B^\top \otimes I)[\gamma, \delta] = 0 \quad \text{for any} \quad \gamma, \delta \in Q_{(r+1), n^2}. \]

We claim that \( \mathcal{V} \cap D(A, \rho) \) is the set of matrices of the form (2.9.6). Indeed, let \( B \in \mathcal{V} \cap D(A, \rho) \). Then (2.9.7) and (2.9.10) yield that \( \nu(A, B) = \nu(A, A) = n^2 - r \). Assume that \( B \) satisfies (2.9.6). Hence (2.9.10) holds and \( B \in \mathcal{V} \cap D(A, \rho) \). Assume that \( B \in \mathcal{V} \cap D(A, \rho) \). Then

\[ AX(B) - X(B)B = 0, \quad \det X(B) \neq 0 \Rightarrow A \approx B. \]

\[ \square \]

**Problems**

1. Show that for \( A \) and \( B \) given in Problem 2.2.1 the three matrices in (2.9.4) are equivalent over \( \mathbb{Z} \), but \( A \) and \( B \) are not similar over \( \mathbb{Z} \). (See Problem 2.2.1.)

2. Show that if \( F \) has an infinite characteristic then for any \( A \in F^{m \times n} \), \( A \approx A + \lambda I \) if and only if \( \lambda = 0 \). (Compare the traces of \( A \) and \( A + \lambda I \).)

3. Show that if \( A = H_n \) and \( B = 0 \) then \( \nu(A, A) = \nu(A, B) = n \).

4. Let \( A, B \in D^{n \times n} \). Assume that the three matrices in (2.9.4) are equivalent. Let \( \mathcal{I} \) be a maximal ideal in \( D \). Let \( F = D/\mathcal{I} \) and view \( A, B \) as matrices over \( F \). Prove that \( A \) and \( B \) similar over \( F \). (Show that the matrices in (2.9.4) are equivalent over \( F \).)

**2.10 The matrix equation \( AX - XB = C \)**

A related equation to (2.8.1) is the nonhomogeneous equation

\[ AX - XB = C, \quad A \in F^{m \times m}, \quad B \in F^{n \times n}, \quad C, X \in F^{m \times n}. \]
This equation can be written in the tensor notation as

\[(I_n \otimes A - B^\top \otimes I_m) \hat{X} = \hat{C}.\]  

The necessary and sufficient condition for the solvability of (2.10.2) can be stated in the dual form as follows. Consider the homogenous system whose coefficient matrix is the transposed coefficient matrix of (2.10.2), (see Problem 1),

\[(I_n \otimes A^\top - B \otimes I_m) \hat{Y} = 0.\]

Then (2.10.2) is solvable if and only if any solution \(\hat{Y}\) of the above system is orthogonal to \(\hat{C}\) (e.g. Problem 2). In matrix form the above equation is equivalent to

\[A^\top Y - YB^\top = 0, \quad Y \in \mathbb{F}^{m \times n}.\]

The orthogonality of \(\hat{Y}\) and \(\hat{C}\) are written as \(\text{tr} Y^\top C = 0\). (See Problem 3.) Thus we showed:

**Theorem 2.10.1** Let \(A \in \mathbb{F}^{m \times m}, B \in \mathbb{F}^{n \times n}\). Then (2.10.1) is solvable if and only if

\[(2.10.3) \quad \text{tr} ZC = 0\]

for all \(Z \in \mathbb{F}^{m \times n}\) satisfying

\[(2.10.4) \quad ZA - BZ = 0.\]

Using the above Theorem we can obtain a stronger version of Problem 4.

**Theorem 2.10.2** Let

\[G = [G_{ij}]_{\ell}, \quad G_{ij} \in \mathbb{F}^{n_i \times n_j}, \quad G_{ij} = 0 \text{ for } j < i, i, j = 1, \ldots, \ell.\]

Then

\[(2.10.5) \quad \dim C(G) \geq \sum_{i=1}^{\ell} \dim C(G_{ii}).\]

**Proof.** Consider first the case \(\ell = 2\). Let \(G = \begin{bmatrix} A & E \\ 0 & B \end{bmatrix}\). Assume that \(T = \begin{bmatrix} U & X \\ 0 & V \end{bmatrix}\) commutes with \(G\). So

\[(2.10.6) \quad AU - UA = 0, \quad BV - VB = 0, \quad AX - XB = UE - EV.\]
2.10. THE MATRIX EQUATION $AX - XB = C$

Theorem 2.10.1 implies that $U \in C(A)$, $V \in C(B)$ satisfy the last equation of (2.10.6) if and only if $\text{tr}\ Z(UE - EV) = 0$ for all $Z$ satisfying (2.10.4). Thus the dimension of pairs $(U, V)$ satisfying (2.10.6) is at least

$$\dim C(A) + \dim C(B) - \dim C(B, A).$$

On the other hand, for a fixed $(U, V)$ satisfying (2.10.6), the set of all $X$ satisfying the last equation of (2.10.6) is of the form $X_0 + C(A, B)$. The equality (2.8.9) yields $\dim C(A, B) = \dim C(B, A)$. Hence (2.10.5) holds for $\ell = 2$. The general case follows straightforward by induction on $\ell$. ⚫

We remark that contrary to the results given in Problem 2.8.4 the equality in (2.10.5) may occur even if $G_{ii} = G_{jj}$ for some $i \neq j$. (See Problem 4.)

**Theorem 2.10.3** Let $A \in F^{m \times m}$, $B \in F^{n \times n}$, $C \in F^{m \times n}$. Let

$$F = \begin{bmatrix} A & 0 \\ 0 & B \end{bmatrix}, \quad G = \begin{bmatrix} A & C \\ 0 & B \end{bmatrix} \in F^{(m+n) \times (m+n)}.$$

Show that $F \approx G$ if and only if the matrix equation (2.10.1) is solvable.

**Proof.** Assume that (2.10.1) solvable. Then $U = \begin{bmatrix} I_m & X \\ 0 & I_n \end{bmatrix} \in \text{GL}(m+n, F)$ and $G = U^{-1}FU$.

Assume now that $F \approx G$. We prove the solvability of (2.10.1)) by induction on $m+n$, where $m, n \geq 1$. Let $K$ be a finite extension of $F$ such that the characteristic polynomial of $A$ and $B$ split to linear factors. Clearly it is enough to prove the solvability of (2.10.1) for the field $K$. Suppose first that $A$ and $B$ do not have common eigenvalues. Then Problem 2.8.3 yields that $F \approx G$. Assume now that $A$ and $B$ have a common eigenvalue $\lambda_1$. For $m = n = 1$ it means that $A = B = \lambda_1 \in F$. Then the assumption that $F \approx G$ implies that $C = 0$ and (2.10.1) is solvable with $X = 0$.

Assume now that the theorem holds for all $2 \leq m+n < L$. Let $m+n = L$. The above arguments yield that it is enough to consider the case where the characteristic polynomials of $A$ and $B$ split to linear factors and $\lambda_1$ is a common eigenvalue of $A$ and $B$. By considering the matrices $F - \lambda_1 I_{m+n}$, $G - \lambda_1 I_{m+n}$ we may assume that $0$ is an eigenvalue of $A$ and $B$. By considering the similar matrices $U^{-1}FU$, $U^{-1}GU$ where $U = U_1 \oplus U_2$, $U_1 \in \text{GL}(m, F)$, $U_2 \in \text{GL}(n, F)$ we may assume that $A$ and $B$ are in a Jordan canonical form of the form

$$A = A_1 \oplus A_2, \quad B = B_1 \oplus B_2, \quad A_1^{m_1} = 0, \quad B_1^{n_1} = 0, \quad 0 \not\in (\text{spec (A)}_2 \cup \text{spec (B}_2)).$$

(It is possible that either $A = A_1$ or $B = B_1$.) Let

$$U = \begin{bmatrix} I_m & X \\ 0 & I_n \end{bmatrix}, \quad X = \begin{bmatrix} 0 & X_{12} \\ X_{21} & 0 \end{bmatrix}, \quad C = \begin{bmatrix} C_{11} & C_{12} \\ C_{21} & C_{22} \end{bmatrix}.$$
Use Problem 2.8.3 to deduce that one can choose \(X_{12}, X_{21}\) such that \(G' = U^{-1}GU = G = \begin{bmatrix} A & C' \\ 0 & B \end{bmatrix}\) and \(C'_{12} = 0, C'_{21} = 0\). For simplicity of notation we will assume that \(C_{12} = 0, C_{21} = 0\). Permute second and third blocks in \(F, G\) to obtain that \(F, G\) are permutationally similar to

\[
\hat{F} = \begin{bmatrix}
A_1 & 0 & 0 & 0 \\
0 & B_1 & 0 & 0 \\
0 & 0 & A_2 & 0 \\
0 & 0 & 0 & B_2 \\
\end{bmatrix},
\hat{G} = \begin{bmatrix}
A_1 & C_{11} & 0 & 0 \\
0 & B_1 & 0 & 0 \\
0 & 0 & A_2 & C_{22} \\
0 & 0 & 0 & B_2 \\
\end{bmatrix},
\]

respectively. So the Jordan canonical form of \(\hat{F}, \hat{G}\) corresponding to 0 are determined by the Jordan canonical forms of \(\begin{bmatrix} A_1 & 0 \\ 0 & B_1 \end{bmatrix}, \begin{bmatrix} A_1 & C_{11} \\ 0 & B_1 \end{bmatrix}\) respectively. The Jordan canonical form of \(\hat{F}, \hat{G}\) corresponding to other eigenvalues are determined by the Jordan canonical forms of \(\begin{bmatrix} A_2 & 0 \\ 0 & B_2 \end{bmatrix}, \begin{bmatrix} A_2 & C_{22} \\ 0 & B_2 \end{bmatrix}\) respectively. Hence

\[
\begin{bmatrix} A_1 & 0 \\ 0 & B_1 \end{bmatrix} \approx \begin{bmatrix} A_1 & C_{11} \\ 0 & B_1 \end{bmatrix}, \begin{bmatrix} A_2 & 0 \\ 0 & B_2 \end{bmatrix} \approx \begin{bmatrix} A_2 & C_{22} \\ 0 & B_2 \end{bmatrix}.
\]

Thus if either \(A\) or \(B\) are not nilpotent the theorem follows by induction.

It is left to consider the case where \(A\) and \(B\) are nilpotent matrices, which are in their Jordan canonical form. If \(A = 0, B = 0\) then \(C = 0\) and the theorem follows. So we assume that either at least one of the matrices in \(\{A, B\}\) is not a zero matrix. Since \(\dim \ker F = \dim \ker G\) Problem 6 yields that (after the upper triangular similarity applied to \(G\)) we may assume that \(\ker F = \ker G\). Let

\[A = \bigoplus_{i=1}^p A_i, \quad B = \bigoplus_{j=1}^q B_j,\]

where each \(A_i, B_j\) is an upper triangular Jordan block of dimension \(m_i, n_j\) respectively. Let

\[C = [C_{ij}], \quad C_{ij} \in \mathbb{C}^{m_i \times n_j}, i = 1, \ldots, p, j = 1, \ldots, q,\]

be the block partition of \(C\) induced by the block partition of \(A\) and \(B\) respectively. The assumption that \(\ker F = \ker G\) is equivalent to the assumption that the first column of each \(C_{ij}\) is zero. Consider \(V = \mathbb{F}^{m+n}/\ker F\). Then \(F, G\) induce the operators \(\hat{F}, \hat{G}\) on \(V\) which are obtained from \(F, G\) by deleting the rows and columns corresponding to the vectors in the kernels of \(A\) and \(B\). (These vectors are formed by some of the vectors in the canonical basis of \(\mathbb{F}^{m+n}\).) Note that the Jordan canonical forms of \(\hat{F}, \hat{G}\) are direct
sums of reduced Jordan blocks (obtained by deleting the first row and column in each Jordan block) corresponding to $\hat{F}, \hat{G}$ respectively. As $F$ and $G$ have the same Jordan blocks it follows that $\hat{F}, \hat{G}$ have the same Jordan blocks, i.e. $\hat{F} \approx \hat{G}$. It is easy to see that 

\[
\hat{F} = \begin{bmatrix} \hat{A} & 0 \\ 0 & \hat{B} \end{bmatrix}, \quad \hat{G} = \begin{bmatrix} \hat{A} & \hat{C} \\ 0 & \hat{B} \end{bmatrix},
\]

\[
\hat{A} = \bigoplus_{i=1}^{p} \hat{A}_i, \quad \hat{B} = \bigoplus_{j=1}^{q} \hat{B}_j, \quad \hat{C} = (\hat{C}_{ij}),
\]

\[
\hat{A}_i \in F^{(m_i-1) \times (m_i-1)}, \quad \hat{B}_j \in F^{(n_j-1) \times (n_j-1)}, \quad \hat{C}_{ij} \in F^{(m_i-1) \times (n_j-1)}.
\]

Here $\hat{A}_i, \hat{B}_j, \hat{C}_{ij}$ obtained from $A_i, B_j, C_{ij}$ by deleting the first row and column respectively. Since $\hat{F} \approx \hat{G}$ we can use the induction hypothesis. That is there exists $X = (X_{ij}) \in F^{m \times n}$ partitioned as $C$ with the following properties: The first row and the column of each $X_{ij}$ is zero. $A_i X_{ij} - X_{ij} B_j - C_{ij}$ have zero entries in the last $m_i - 1$ rows and in the first column.

By considering $U^{-1} G U$ with $U = \begin{bmatrix} I_m & X \\ 0 & I_n \end{bmatrix}$ we already may assume that the last $m_i - 1$ rows and the first column of each $C_{ij}$ are zero. Finally we observe that if $A_i$ and $B_j$ are Jordan blocks that the equation (2.10.1) is solvable by letting $X_{ij}$ be a corresponding matrix with the last $m_i - 1$ rows equal to zero. 

\[\square\]

Problems

1. Let $A \otimes B$ be defined as in (2.8.13). Prove that $(A \otimes B)^\top = A^\top \otimes B^\top$.

2. Consider the system 

\[Ax = b, \quad A \in F^{m \times n}, \quad b \in F^n.
\]

Show the above system is solvable if and only any solution of $A^\top y = 0$ satisfies $y^\top b = 0$. (Change variables to bring $A$ to its diagonal form as in §1.12.)

3. Let $X, Y \in D^{n \times n}$. Let $\mu(X), \mu(Y) \in D^{mn}$ be defined as in Problem 2.8.2. Show that 

\[\mu(X)^\top \mu(Y) = \text{tr} Y^\top X.
\]

4. Assume in Theorem 2.10.2 $\ell = 2$, $G_{11} = G_{22} = 0$, $G_{12} = I$. Show that in this case the equality sign holds in (2.10.5).
5. Let \( A_i \in \mathbb{F}^{n_i \times n_i}, i = 1, 2 \) and suppose that \( A_1 \) and \( A_2 \) do not have a common eigenvalue. Assume that \( A = A_1 \oplus A_2 \). Let

\[
C = [C_{ij}]_{i,j}, \quad X = [X_{ij}]_{i,j}, \quad C_{ij}, X_{ij} \in \mathbb{F}^{n_i \times n_j}, i, j = 1, 2.
\]

Using Problem 2.8.4 prove that the equation \( AX -XA = C \) is solvable if and only if the equations \( A_i X_{ii} - X_{ii} A_i = C_{ii}, i = 1, 2 \) are solvable.

6. Let \( A \in \mathbb{F}^{m \times m}, B \in \mathbb{F}^{n \times n} \) be two nilpotent matrix. Let \( C \in \mathbb{F}^{m \times n} \) and define the matrices \( F, G \in \mathbb{F}^{(m+n) \times (m+n)} \) as in Theorem 2.10.3. Show that \( \dim \ker F \geq \dim \ker G \). Equality holds if and only if \( C \ker B \subset \text{Range } A \). Equivalently, equality holds if and only if there exists \( X \in \mathbb{F}^{m \times n} \) such that

\[
\ker F = \ker U^{-1} GU, \quad U = \begin{bmatrix} I_m & X \\ 0 & I_n \end{bmatrix}.
\]

2.11 A case of two nilpotent matrices

**Theorem 2.11.1** Let \( T \in \text{Hom } (V) \) be nilpotent. Let index \( 0 = m = m_1 \geq m_2 \geq \ldots \geq m_p \geq 1 \) be the dimensions of all Jordan blocks appearing in the Jordan canonical form of \( T \). Let \( Z \subset V \) be an eigenspace of \( T \) corresponding to the eigenvalue \( 0 \). Denote by \( W = V/Z \). Then \( T \) induces a nilpotent operator \( T' \in \text{Hom } (W) \). The dimension of Jordan blocks of \( T' \) correspond to the positive integers in the sequence \( m'_1, m'_2, \ldots, m'_p \), where \( m'_i \) is either \( m_i \) or \( m_i - 1 \). Furthermore, exactly \( \dim Z \) of indices of \( m'_i \) are equal to \( m_i - 1 \).

**Proof.** Suppose first that \( p = 1 \), i.e. \( W \) is an irreducible invariant subspace of \( T \). Then \( Z \) is the eigenspace of \( T \) and the theorem is straightforward. Use Corollary 2.7.8 in the general case to deduce the theorem. \( \Box \)

**Theorem 2.11.2** Let \( A \in \mathbb{F}^{n \times n} \) be a nilpotent matrix. Put

\[ X_k = \{ x \in \mathbb{F}^n : A^k x = 0 \}, \quad k = 0, \ldots \]

Then

\[
(2.11.1) \quad X_0 = \{ 0 \} \quad \text{and} \quad X_i \subset X_{i+1}, \quad i = 0, \ldots
\]

Assume that

\[ X_i \neq X_{i+1} \quad \text{for } i = 0, \ldots, p - 1, \quad \text{and } X_p = \mathbb{F}^n, \quad p = \text{index } 0.\]
Suppose that $B \in \mathbb{F}^{n \times n}$ satisfies
\[(2.11.2) \quad BX_{i+1} \subset X_i, \quad \text{for } i = 1, \ldots, p - 1.\]
Then $B$ is nilpotent and
\[(2.11.3) \quad \nu(A, A) \leq \nu(B, B).\]
Equality holds if and only if $B$ is similar to $A$.

**Proof.** Clearly (2.11.2) holds for any $A \in \mathbb{F}^{n \times n}$. As $B^n \mathbb{F}^n = B^n X_p \subset X_0 = \{0\}$, it follows that $B$ is nilpotent. We prove the claim by induction on $p$. For $p = 1$ $A = B = 0$ and equality holds in (2.11.3). Suppose that the theorem holds for $p = q - 1$. Let $p = q$.

Assume that the Jordan blocks of $A$ and $B$ are the sizes $q = m_1 \geq \ldots \geq m_j \geq 1$ and $l_1 \geq \ldots \geq l_k \geq 1$ respectively. Recall that $X_j$ is the eigenspace of $A$ corresponding to $\lambda = 0$. Hence $j = \dim X_j$. Since $BX_j = X_{j-1}$ it follows that the dimension of the eigenspace of $B$ is at least $j$. Hence $k \geq j$.

Let $W := V / X_1$. Since $AX_j = \{0\}$ $A$ induces a nilpotent operator $A^j \in \text{Hom}(W)$. Let $X_j^i = \ker(A^j)^i, i = 1, \ldots$. Then $X_j^i = X_{j+1} / X_j, i = 0, 1, \ldots$. Hence the index of $A^j = q - 1$. Furthermore the Jordan blocks of $A^j$ correspond to the positive numbers in the sequence $m^j_1 = m_1 - 1 \geq \ldots \geq m^j_j = m_j - 1$. Since $BX_j = \{0\}$ it follows that $B$ induces the operator $B^j \in \text{Hom}(W)$. The equality $X_j^i = X_{j+1} / X_j$ implies that $B^j X_j^i \subset X_{j+1}^i$ for $i = 1, \ldots$.

Theorem 2.11.1 implies that the Jordan blocks of $B^j$ correspond to nonzero $l'_1, \ldots, l'_k$, where $l'_i$ is either $l_i$ or $l_i - 1$. Furthermore exactly $j$ of $l'_i$ are equal to $l_i - 1$. Recall (2.8.11) that

$$
\nu(A, A) = \sum_{i=1}^j (2i - 1) m_i = \sum_{i=1}^j (2i - 1) m^j_i + \sum_{i=1}^j (2i - 1) = \nu(A^j, A^j) + j^2.
$$

Assume that

$$
l_1 = \ldots = l_{k_1} > l_{k_1+1} = \ldots = l_{k_2} > l_{k_2+1} = \ldots > l_{k_{r-1}+1} = \ldots = l_{k_r},
$$

where $k_r = k$. Let $k_0 = 0$. Suppose that in the set of $\{k_{r-1} + 1, \ldots, k_r\}$ we have exactly $i \leq k_r - k_{r-1}$ indices such that $l'_r = l_r - 1$ for $r \in \{k_{r-1} + 1, \ldots, k_r\}$. We then assume that $l'_r = l_r - 1$ for $r = k_s, k_s - 1, \ldots, k_r - i + 1$. Hence $l'_1 \geq \ldots \geq l'_k \geq 0$. Thus $\nu(B^j, B^j) = \sum_{i=1}^k (2i - 1) l'_i$. So

$$
\nu(B, B) = \sum_{i=1}^k (2i - 1) l_i = \nu(B^j, B^j) + \sum_{i=1}^k (2i - 1) (l_i - l'_i) \geq \nu(B^j, B^j) + j^2.
$$
equality holds if and only if \( l'_i = l_i - 1 \) for \( i = 1, \ldots, j \). The induction hypothesis implies that \( \nu(A', A') \leq \nu(B', B') \) and equality holds if and only if \( A' \sim B' \), i.e. \( A' \) and \( B' \) have the same Jordan blocks. Hence \( \nu(A, A) \leq \nu(B, B) \) and equality holds if and only if \( A \sim B \). \( \square \)

2.12 Historical remarks

The exposition of §2.1 is close to [Gan59]. The content of §2.2 is standard. Theorem 2.3.4 is well known [Gan59]. Other results of §2.3 are not common and some of them may be new. §2.4 is standard and its exposition is close to [Gan59]. Theorem 2.5.4 is probably known for \( D_{ED} \) (see [Lea48] for the case \( D = H(\Omega), \ \Omega \subset \mathbb{C} \).) Perhaps it is new for Bezout domains. The results of §2.6 are standard. Most of §2.7 is standard. The exposition of §2.8 is close to [Gan59]. For additional properties of tensor product see [MaM64]. Problem 2.8.8 is close to the results of [Fad66]. See also [Gur80] for an arbitrary integral domain \( D \). Theorems 2.9.2 and 2.9.3 are taken from [Fri80b]. See [GaB77] for a weaker version of Theorem 2.9.3. Some of the results of §2.10 may be new. Theorem 2.10.1 was taken from [Fri80a]. Theorem 2.10.3 is called Roth’s theorem [Rot52]. Theorem 2.11.2 is taken from [Fri80b].
Chapter 3

Functions of Matrices and Analytic Similarity

3.1 Components of a matrix and functions of matrices

In this Chapter we assume that all the matrices are complex valued ($\mathbb{F} = \mathbb{C}$) unless otherwise stated. Let $\phi(x)$ be a polynomial ($\phi \in \mathbb{C}[x]$). The following relations are easily established

$$\phi(B) = P\phi(A)P^{-1}, \quad B = PAP^{-1}, \quad A, B \in \mathbb{C}^{n \times n}, \quad P \in \text{GL}_n(\mathbb{C}),$$

(3.1.1)

$$\phi(A_1 \oplus A_2) = \phi(A_1) \oplus \phi(A_2).$$

It often pays to know the explicit formula for $\phi(A)$ in terms of the Jordan canonical form of $A$. In view of (3.1.1) it is enough to consider the case where $J$ is composed of one Jordan block.

**Lemma 3.1.1** Let $J = \lambda_0 I + H \in \mathbb{C}^{n \times n}$, where $H = H_n$. Then for any $\phi \in \mathbb{C}[x]$

$$\phi(J) = \sum_{k=0}^{n-1} \frac{\phi^{(k)}(\lambda_0)}{k!} H^k.$$ 

**Proof.** For any $\phi$ we have the Taylor expansion

$$\phi(x) = \sum_{k=0}^{N} \frac{\phi^{(k)}(\lambda_0)}{k!} (x - \lambda_0)^k, \quad N = \max(\deg \phi, n).$$
As $H^\ell = 0$ for $\ell \geq n$ from the above equality we deduce the lemma.

Using the Jordan canonical form of $A$ we obtain.

**Theorem 3.1.2** Let $A \in \mathbb{C}^{n \times n}$. Assume that the Jordan canonical form of $A$ is given by (2.6.5). Then for $\phi \in \mathbb{C}[x]$ we have

\[
\phi(A) = P(\oplus_{i=1}^\ell \oplus_{j=1}^{q_i} \sum_{k=0}^{m_{ij}-1} \frac{\phi(k)(\lambda_i)}{k!} H^k_{m_{ij}})P^{-1}. \tag{3.1.2}
\]

**Definition 3.1.3** Let the assumptions of Theorem 3.1.2 hold. Then $Z_{ik} = Z_{ik}(A)$ is called the $(i,k)$ component of $A$ and is given by

\[
Z_{ik} = P(0 \oplus \ldots \oplus 0 \oplus_{j=1}^{q_i} H^k_{m_{ij}} \oplus 0 \ldots \oplus 0)P^{-1}, \tag{3.1.3}
\]

$k = 0,\ldots, s_i - 1$, $s_i = m_{i1}, i = 1,\ldots, \ell$.

Compare (3.1.2) with (3.1.3) to deduce

\[
\phi(A) = \sum_{i=1}^\ell \sum_{j=0}^{s_i-1} \frac{\phi(j)(\lambda_i)}{j!} Z_{ij}. \tag{3.1.4}
\]

**Definition 3.1.4** Let $A \in \mathbb{C}^{n \times n}$ and assume that $\Omega \subset \mathbb{C}$ contains $\text{spec}(A)$. Then for $\phi \in H(\Omega)$ define $\phi(A)$ by (3.1.4).

Using (3.1.3) it is easy verify that the components of $A$ satisfy

- $Z_{ij}, \ i = 1,\ldots, \ell, \ j = 1,\ldots, s_i - 1$, are linearly independent,
- $Z_{ij}Z_{pq} = 0$ if either $i \neq p$, or $i = p$ and $j + q \geq s_i$,
- $Z_{ij}Z_{ij} = Z_{i(j+q)}$, for $j + q \leq s_i - 1$,
- $A = P(\sum_{i=1}^\ell \lambda_i Z_{i0} + Z_{i1})P^{-1}$.

Consider the component $Z_{i(s_i-1)}$. The above relations imply

\[
AZ_{i(s_i-1)} = Z_{i(s_i-1)}A = \lambda_i Z_{i(s_i-1)}. \tag{3.1.6}
\]

Thus the nonzero columns of $Z_{i(s_i-1)}$, $Z_{i(s_i-1)}^\top$ are the eigenvectors of $A$, $A^\top$ respectively corresponding to $\lambda_i$. (Note that $Z_{i(s_i-1)} \neq 0$.)
3.1. COMPONENTS OF A MATRIX AND FUNCTIONS OF MATRICES

Lemma 3.1.5 Let $A \in \mathbb{C}^{n \times n}$. Assume that $\lambda_i$ is an eigenvalue of $A$. Let $X_i$ be the generalized eigenspace of $A$ corresponding to $\lambda_i$:

(3.1.7) $X_i = \{x \in \mathbb{C}^n : (\lambda_i I - A)^{s_i}x = 0\}$.

Then

(3.1.8) $\text{rank } Z_i(s_i - 1) = \dim (\lambda_i I - A)^{s_i - 1}X_i$.

Proof. It is enough to assume that $A$ is in its Jordan form. Then $X_i$ is the subspace of all $x = (x_1, \ldots, x_n)\top$, where the first $\sum_{p=1}^{s_i-1} \sum_{j=1}^{m_{pj}}$ coordinates and the last $\sum_{p=s_i+1}^{\ell} \sum_{j=1}^{m_{pj}}$ coordinates vanish. So $(\lambda_i I - A)^{s_i - 1}X_i$ contains only those eigenvectors which correspond to Jordan blocks of the length $s_i$. Clearly, the rank of $Z_i(s_i - 1)$ is exactly the number of such blocks. □

Definition 3.1.6 Let $A \in \mathbb{C}^{n \times n}$. Then the spectral radius $\rho(A)$, the peripheral spectrum $\text{spec}_{\text{peri}}(A)$ and the index $A$ of $A$ are given by

(3.1.9) $\rho(A) = \max_{\lambda \in \text{spec}(A)} |\lambda|$, $C = \{\lambda \in \text{spec}(A) : |\lambda| = \rho(A)\}$, $\text{index } A = \max_{\lambda \in \text{spec}_{\text{peri}}(A)} \text{index } \lambda$.

Problems

1. Let $A \in \mathbb{C}^{n \times n}$ and let $\psi \in \mathbb{C}[x]$ be the minimal polynomial of $A$. Assume that $\Omega \subset \mathbb{C}$ is an open set in $\mathbb{C}$ such that $\text{spec}(A) \subset \Omega$. Let $\phi \in H(\Omega)$. Then the values

(3.1.10) $\phi^{(k)}(\lambda), \ k = 0, \ldots, \text{index } \lambda - 1, \ \lambda \in \text{spec}(A)$

are called the values of $\phi$ on the spectrum of $A$. Two functions $\phi, \theta \in H(\Omega)$ are said to coincide on $\text{spec}(A)$ if they have the same values on $\text{spec}(A)$. Assume that $\phi \in \mathbb{C}[x]$ and let

$\phi = \omega \psi + \theta, \ \deg \theta < \deg \psi$.

Show that $\theta$ coincide with $\phi$ on $\text{spec}(A)$. Let

$\frac{\phi(x)}{\psi(x)} = \omega(x) + \frac{\theta(x)}{\psi(x)} = \omega(x) + \sum_{i=1}^\ell \sum_{j=1}^{s_i} \frac{a_{ij}}{(x - \lambda_i)^j}$, $s_i = \text{index } \lambda_i, \ i = 1, \ldots, \ell$. 

where $\psi$ is given by (2.5.11). Show that $\alpha_{ij}$, $j = s_i, \ldots, s_i - p$ are determined recursively by $\phi^{(j)}$, $j = 0, \ldots, p$. (Multiply the above equality by $\psi(x)$ and evaluate this identity at $\lambda_i$.) For any $\phi \in H(\Omega)$ define $\theta$ by the equality

$$
\theta(x) = \psi(x) \sum_{i=1}^{\ell} \sum_{j=1}^{s_i} \frac{\alpha_{ij}}{(x - \lambda_i)^j}.
$$

The polynomial $\theta$ is called the Lagrange-Sylvester (L-S) interpolation polynomial of $\phi$ (corresponding to $\psi$). Prove that

$$
\phi(A) = \theta(A).
$$

Let $\theta_j$ be the L-S polynomials of $\phi_j \in H(\Omega)$ for $j = 1, 2$. Show that $\theta_1 \theta_2$ coincides with L-S polynomial of $\phi_1 \phi_2$ on spec $(A)$. Use this fact to prove the identity

$$
\phi_1(A) \phi_2(A) = \phi(A), \quad \phi = \phi_1 \phi_2.
$$

2. Prove (3.1.13) by using the definition (3.1.4) and the relation (3.1.5).

3. Let the assumptions of Problem 1 hold. Assume that a sequence $\{\phi_m\}_{1}^{\infty} \subset H(\Omega)$ converges to $\phi \in H(\Omega)$. That is $\{\phi_m\}_{1}^{\infty}$ converges uniformly on any compact set of $\Omega$. Hence

$$
\lim_{m \to \infty} \phi_m^{(j)}(\lambda) = \phi^{(j)}(\lambda), \quad \text{for any } j \in \mathbb{Z}_+ \text{ and } \lambda \in \Omega.
$$

Use the definition (3.1.4) to show

$$
\lim_{m \to \infty} \phi_m(A) = \phi(A).
$$

Apply this result to prove

$$
e^A = \sum_{m=0}^{\infty} \frac{A^m}{m!} \quad (= \lim_{N \to \infty} \sum_{m=0}^{N} \frac{A^m}{m!}).
$$

$$
(\lambda I - A)^{-1} = \sum_{m=0}^{\infty} \frac{A^m}{\lambda^{m+1}} \quad \text{for } |\lambda| > \rho(A).
$$
3.2 Cesaro convergence of matrices

Let
\begin{equation}
(3.2.1) \quad A_k = [a_{ij}^{(k)}] \in \mathbb{C}^{m \times n}, \quad k = 0, 1, \ldots
\end{equation}
be a sequence of matrices. The \textit{p-th Cesaro sequence} is defined as follows. First \(A_{k,0} = A_k\) for each \(k \in \mathbb{Z}^+\). Then for \(p \in \mathbb{N}\), \(A_{k,p}\) defined recursively by
\begin{equation}
(3.2.2) \quad A_{k,p} = [a_{ij}^{(k,p)}] := \frac{1}{k+1} \sum_{j=0}^{k} A_{j,p-1}, \quad k \in \mathbb{Z}^+, \ p \in \mathbb{N}.
\end{equation}

**Definition 3.2.1** A sequence \(\{A_k\}_0^\infty\) converges to \(A = [a_{ij}] \in \mathbb{C}^{m \times n}\) if
\[
\lim_{k \to \infty} a_{ij}^{(k)} = a_{ij}, \quad i = 1, \ldots, m, \ j = 1, \ldots, n \quad \iff \quad \lim_{k \to \infty} A_k = A.
\]

A sequence \(\{A_k\}_0^\infty\) converges \(p\)-Cesaro to \(A = [a_{ij}]\) if \(\lim_{k \to \infty} A_{k,p} = A\) for \(p \in \mathbb{Z}^+\). A sequence \(\{A_k\}_0^\infty\) converges \(p\)-Cesaro exactly to \(A = [a_{ij}]\) if \(\lim_{k \to \infty} A_{k,p} = A\) and \(\{A_{k,p-1}\}_{k=0}^\infty\) does not converge.

It is known (e.g. [Har49]) that if \(\{A_k\}\) is \(p\)-Cesaro convergent then \(\{A_k\}\) is also \((p+1)\)-Cesaro convergent. A simple example of exact 1-Cesaro convergent sequence is the sequence \(\{\lambda^k\}\), where \(|\lambda| = 1\), \(\lambda \neq 1\). More generally, see [Har49] or Problem 1:

**Lemma 3.2.2** Let \(|\lambda| = 1\), \(\lambda \neq 1\). Then for \(p \in \mathbb{N}\) the sequence \(\{(\lambda^{k-p})\}_{k=0}^\infty\) is exactly \(p\)-Cesaro convergent.

We now show how to recover the component \(Z_{\alpha(s_{\alpha}-1)}(A)\) for \(\lambda \neq \lambda_\alpha \in \text{spec}_{\text{peri}}(A)\) using the notion of Cesaro convergence.

**Theorem 3.2.3** Let \(A \in \mathbb{C}^{n \times n}\). Assume that \(\rho(A) > 0\) and \(\lambda_\alpha \in \text{spec}_{\text{peri}}(A)\). Let
\begin{equation}
(3.2.3) \quad A_k = \frac{(s_\alpha-1)!}{k^{s_\alpha-1}} \left(\frac{\lambda_\alpha A}{|\lambda_\alpha|^2}\right)^k, \quad s_\alpha = \text{index } \lambda_\alpha.
\end{equation}

Then
\begin{equation}
(3.2.4) \quad \lim_{k \to \infty} A_{k,p} = Z_{\alpha(s_{\alpha}-1)}, \quad p = \text{index } A - \text{index } \lambda_\alpha + 1.
\end{equation}

The sequence \(A_k\) is exactly \(p\)-Cesaro convergent unless either \(\text{spec}_{\text{peri}}(A) = \{\lambda_\alpha\}\) or index \(\lambda < \text{index } \lambda_\alpha\) for any \(\lambda \neq \lambda_\alpha \in \text{spec}_{\text{peri}}(A)\). In these exceptional cases \(\lim_{k \to \infty} A_k = Z_{\alpha(s_{\alpha}-1)}\).
Proof. It is enough to consider the case where \( \lambda_\alpha = \rho(A) = 1 \). By letting \( \phi(x) = x^k \) in (3.1.4) we get

\[
A^k = \sum_{i=1}^{\ell} \sum_{j=0}^{s_i-1} \binom{k}{j} \lambda_i^{k-j} Z_{ij}.
\]

So

\[
A_k = \sum_{i=1}^{\ell} \sum_{j=0}^{s_i-1} \frac{(s_i-1)!}{k^{s_i-1}} k(k-1)\ldots(k-j+1) \lambda_i^{k-j} Z_{ij}.
\]

Since the components \( Z_{ij}, i = 1,\ldots,\ell, j = 0,\ldots,s_i-1 \) are linearly independent it is enough to analyze the sequence \( \frac{(s_i-1)!}{k^{s_i-1}} k(k-1)\ldots(k-j+1) \lambda_i^{k-j} \). Clearly for \( |\lambda| < 1 \) and any \( j \) or for \( |\lambda| = 1 \) and \( j < s_\alpha - 1 \) this sequence converges to zero. For \( \lambda_i = 1 \) and \( j = s_\alpha - 1 \) the above sequence converges to 1. For \( |\lambda_i| = 1 \), \( \lambda_i \neq 1 \) and \( j \geq s_\alpha - 1 \) the given sequence is exactly \( j - s_\alpha + 2 \) convergent to 0 in view of Lemma 3.2.2. From these arguments the theorem easily follows. \( \Box \)

The proof of Theorem 3.2.3 yields:

Corollary 3.2.4 Let the assumptions of Theorem 3.2.3 hold. Then

\[
\lim_{N \to \infty} \frac{1}{N+1} \sum_{k=0}^{N} \frac{(s-1)!}{k^{s-1}} \left( \frac{A}{\rho(A)} \right)^k = Z, \quad s = \text{index } A.
\]

If \( \rho(A) \in \text{spec } (A) \) and index \( \rho(A) = s \) then \( Z = Z_{\rho(A)(s-1)} \). Otherwise \( Z = 0 \).

Problems

1. Let \( |\lambda| = 1, \lambda \neq 1 \) be fixed. Differentiate the formula

\[
\sum_{j=0}^{k-1} \lambda^j = \frac{\lambda^k - 1}{\lambda - 1}
\]

\( r \) times with respect to \( \lambda \) and divide by \( r! \) to obtain

\[
\sum_{j=0}^{k-1} \binom{j}{r} \lambda^j = k \sum_{\ell=0}^{r-1} \binom{k-1}{\ell} \lambda^{k-1} + (-1)^r \frac{\lambda^k - 1}{(\lambda - 1)^{r+1}},
\]

where \( f(\lambda, r, \ell) \) are some fixed nonzero functions. Use the induction on \( r \) to prove Lemma 3.2.2.
2. Let $\phi(x)$ be a normalized polynomial of degree $p - 1$. Prove that the sequence $\{\phi(k)\lambda^k\}_{k=0}^{\infty}$ for $|\lambda| = 1$, $\lambda \neq 1$ is exactly $p$-Cesaro convergent.

3. Let $A \in \mathbb{C}^{n \times n}$. For $\lambda_i \in \text{spec}(A)$ let

\[(3.2.7)\quad Z_{ij}(A) = [z_{\mu\nu}^{(ij)}]_{\mu,\nu=1}^{n}, \quad j = 0, \ldots, \text{index } \lambda_i - 1.\]

Let

\[(3.2.8)\quad \text{index}_{\mu\nu} \lambda_i := 1 + \max\{j : z_{\mu\nu}^{(ij)} \neq 0, \quad j = 0, \ldots, \text{index } \lambda_i - 1\},\]

where $\text{index}_{\mu\nu} \lambda_i = 0$ if $z_{\mu\nu}^{(ij)} = 0$ for $j = 0, \ldots, \text{index } \lambda_i - 1$.

\[(3.2.9)\quad \rho_{\mu\nu}(A) = \max\{|\lambda_i| : \text{index}_{\mu\nu} \lambda_i > 0\},\]

where $\rho_{\mu\nu}(A) = -\infty$ if $\text{index}_{\mu\nu} \lambda_i = 0$ for all $\lambda_i \in \text{spec}(A)$. The quantities $\text{index}_{\mu\nu} \lambda_i$, $\rho_{\mu\nu}(A)$ are called the $(\mu, \nu)$ index of $\lambda_i$ and the $(\mu, \nu)$ spectral radius respectively. Alternatively these quantities are called the local index and the local spectral radius respectively.

Show that Theorem 3.2.3 and Corollary 3.2.4 could be stated in a local form. That is for $1 \leq \mu, \nu \leq n$ assume that

$\lambda_\alpha = \rho_{\mu\nu}(A)$, $s_\alpha = \text{index}_{\mu\nu} \lambda_\alpha$, $A^{k} = (a_{\mu\nu}^{(k)})$, $A_k = [a_{\mu\nu,k}]$, $A_{k,p} = [a_{\mu\nu,kp}]$,

where $A_k$ and $A_{k,p}$ are given by (3.2.3) and (3.2.2) respectively. Prove

$$\lim_{k \to \infty} a_{\mu\nu,kp} = z_{\mu\nu}^{(\alpha(s_\alpha - 1))}, \quad p = \text{index}_{\mu\nu} A - \text{index}_{\mu\nu} \lambda_\alpha + 1,$$

$$\lim_{N \to \infty} \frac{1}{N+1} \sum_{k=0}^{N} \frac{(s-1)!}{k^{s-1}} \left( \frac{a_{\mu\nu,k}}{\rho_{\mu\nu}(A)} \right)^k = z_{\mu\nu}, \quad s = \text{index}_{\mu\nu} A, \quad \rho_{\mu\nu}(A) > 0,$$

where $z_{\mu\nu} = 0$ unless $\lambda_1 = \rho_{\mu\nu}(A) \in \text{spec}(A)$ and $\text{index}_{\mu\nu} \lambda_1 = \text{index}_{\mu\nu} = s$. In this exceptional case $z_{\mu\nu} = z_{\mu\nu}^{(1(s-1))}$.

Finally $A$ is called irreducible if $\rho_{\mu\nu}(A) = \rho(A)$ for each $\mu, \nu = 1, \ldots, n$. Thus for an irreducible $A$ the local and the global versions of Theorem 3.2.3 and Corollary 3.2.4 coincide.

### 3.3 An iteration scheme

Consider an iteration given by

\[(3.3.1)\quad x^{i+1} = Ax^i + b, \quad i = 0, 1, \ldots,\]
where $A \in \mathbb{C}^{n \times n}$ and $x^i, b \in \mathbb{C}^n$. Such an iteration can be used to solve a system

$$x = Ax + b.$$  

(3.3.2)

Assume that $x$ is the unique solution of (3.3.2) and let $y^i := x^i - x$. Then

$$y^{i+1} = Ay^i, \quad i = 0, 1, \ldots$$  

(3.3.3)

**Definition 3.3.1** The system (3.3.3) is called stable if the sequence $y^i, i = 0, 1, \ldots$ converges to zero for any choice of $y^0$. The system (3.3.3) is called bounded if the sequence $y^i, i = 0, 1, \ldots$ is bounded for any choice of $y^0$.

Clearly, the solution to (3.3.3) is $y^i = A^iy^0, i = 0, 1, \ldots$ So (3.3.3) is stable if and only if

$$\lim_{i \to \infty} A^i = 0.$$  

(3.3.4)

Furthermore (3.3.3) is bounded if and only if

$$\|A^i\| \leq M, \quad i = 0, 1, \ldots,$$  

(3.3.5)

for some (or any) vector norm $\|\cdot\| : \mathbb{C}^{n \times n} \to \mathbb{R}_+$ and some $M > 0$. For example one can choose the $l_\infty$ norm on $\mathbb{C}^{m \times n}$ to obtain the induced matrix norm:

$$\|B\| = \max_{1 \leq i \leq m, 1 \leq j \leq n} |b_{ij}|, \quad B = [b_{ij}] \in \mathbb{C}^{m \times n}.$$  

(3.3.6)

See §7.1 and §7.4 for definitions and properties of vector and operator norms.

**Theorem 3.3.2** Let $A \in \mathbb{C}^{n \times n}$. Then

1. The condition (3.3.4) holds if and only if $\rho(A) < 1$.

2. The condition (3.3.5) hold if either $\rho(A) < 1$ or $\rho(A) = 1$ and index $A = 1$.

3. The condition

$$\lim_{i \to \infty} A^i = B$$  

(3.3.7)

holds if and only if either $\rho(A) < 1$ or $\rho(A) = 1$ and the only eigenvalue on the unit circle is $\lambda = 1$ whose index is 1. Furthermore, if (3.3.7) holds then $B^2 = B$, i.e. $B$ is a projection.
Proof. Consider the identity (3.2.5). Recall that all the components of $A$ are linearly independent.

1. Clearly, (3.3.4) is equivalent to
\[ \lim_{k \to \infty} \binom{k}{j} \lambda_i^{k-j} = 0, \quad \lambda_i \in \text{spec} (A), \quad j = 0, 1, \ldots, \text{index } \lambda_i - 1. \]
Hence the above conditions are equivalent to $\rho(A) < 1$.

2. Since all vector norms on $\mathbb{C}^{m \times n}$ are equivalent, the condition (3.3.5) is equivalent to the statement that the sequence $\binom{k}{j} \lambda_i^{k-j}$, $k = 0, \ldots$, is bounded for each $\lambda_i \in \text{spec} (A)$ and each $j \in [0, \text{index } \lambda_i - 1]$. Hence $\rho(A) \leq 1$. Furthermore if $|\lambda_i| = 1$ then index $\lambda_i = 1$.

3. Clearly, (3.3.7) holds if and only if the sequence $\binom{k}{j} \lambda_i^{k-j}$, $k = 0, \ldots$, is convergent for each $\lambda_i \in \text{spec} (A)$ and each $j \in [0, \text{index } \lambda_i - 1]$. Hence $\rho(A) \leq 1$. Furthermore if $|\lambda_i| = 1$ then $\lambda_i = 1$ index $\lambda_i = 1$. Assume that (3.3.7) holds. So $A^r A^r = A^{2r}$. Let $i \to \infty$ to deduce that $B^2 = B$. □

Problems

1. Let $A \in \mathbb{C}^{n \times n}$ and $\psi$ be the minimal polynomial of $A$ given by (2.5.11). Verify
\[ e^{At} = \sum_{i=1}^{t} \sum_{j=0}^{t} \frac{t^j e^{\lambda_i t}}{j!} Z_{ij}. \]
Use (3.1.5) or (3.1.15) to show
\[ \frac{d}{dt} e^{At} = A e^{At} = e^{At} A. \]
(In general $t$ may be complex valued, but in this problem we assume that $t$ is real.) Verify that the system
\[ \frac{dx}{dt} = Ax, \quad x(t) \in \mathbb{C}^n \]
has the unique solution
\[ x(t) = e^{A(t-t_o)} x(t_o). \]
The system (3.3.10) is called stable if $\lim_{t \to \infty} x(t) = 0$ for any solution (3.3.11). The system (3.3.10) is called bounded if any solution $x(t)$ (3.3.11) is bounded on $[t_0, \infty)$. Prove that (3.3.10) is stable if and only if
\[ \Re \lambda < 0 \quad \text{for each } \lambda \in \text{spec } (A). \]
Furthermore (3.3.10) is bounded if and only if each $\lambda \in \text{spec} (A)$ satisfies

$$(3.3.13) \quad \Re \lambda \leq 0 \quad \text{and} \quad \text{index} \lambda = 1 \quad \text{if} \quad \Re \lambda = 0.$$ 

### 3.4 Cauchy integral formula for functions of matrices

Let $A \in \mathbb{C}^{n \times n}$, $\phi \in \mathbb{H}(\Omega)$, where $\Omega$ is an open set in $\mathbb{C}$. If $\text{spec} (A) \subset \Omega$ it is possible to define $\phi(A)$ by (3.1.4). The aim of this section is to give an integral formula for $\phi(A)$ using the Cauchy integration formula for $\phi(\lambda)$. The resulting expression is simply looking and very useful in theoretical studies of $\phi(A)$. Moreover, this formula remains valid for bounded operators in Banach spaces (e.g. [Kat80]-[Kat82]).

Consider the function $\phi(x, \lambda) = (\lambda - x)^{-1}$. The domain of analyticity of $\phi(x, \lambda)$ (with respect to $x$) is the punctured complex plane $\mathbb{C}$ at $\lambda$. Thus if $\lambda \notin \text{spec} (A)$ (3.1.4) yields

$$\phi(x, \lambda) = (\lambda - x)^{-1} = \sum_{i=1}^{\ell} \sum_{j=0}^{s_i-1} (\lambda - \lambda_i)^{-(j+1)}Z_{ij}. \quad (3.4.1)$$

**Definition 3.4.1** The function $(\lambda I - A)^{-1}$ is called the resolvent of $A$ and is denoted by

$$R(\lambda, A) = (\lambda I - A)^{-1}. \quad (3.4.2)$$

We call a curve in $\mathbb{C}$ a simple closed curve if it is a rectifiable nonintersecting closed curve. It is well known that the interior of a simple closed curve in $\mathbb{C}$ bounds a simply connected domain. Let $\Gamma = \{\Gamma_1, \ldots, \Gamma_k\}$ be a set of disjoint simple closed curves such that $\Gamma$ forms the boundary $\partial D$ of an open set $D$ and

$$D \cup \Gamma \subset \Omega, \quad \Gamma = \partial D. \quad (3.4.3)$$

For $\phi \in \mathbb{H}(\Omega)$ the classical Cauchy integration formula states (e.g. [Rud74])

$$\phi(\zeta) = \frac{1}{2\pi i} \int_{\Gamma} (\lambda - \zeta)^{-1} \phi(\lambda) d\lambda, \quad \zeta \in D. \quad (3.4.4)$$

Differentiate the above equality $j$ times to obtain

$$\frac{\phi^{(j)}(\zeta)}{j!} = \frac{1}{2\pi i} \int_{\Gamma} (\lambda - \zeta)^{-(j+1)} \phi(\lambda) d\lambda, \quad \zeta \in D, \quad j = 0, 1, 2, \ldots \quad (3.4.5)$$
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Theorem 3.4.2 Let \( \Omega \) be an open set in \( \mathbb{C} \). Assume that \( \Gamma = \{ \Gamma_1, \ldots, \Gamma_k \} \) is a set of disjoint simple closed curves such that \( \Gamma \) is a boundary of an open set \( D \), and \( \Gamma \cup D \subset \Omega \). Assume that \( A \in \mathbb{C}^{n \times n} \) and \( \text{spec} (A) \subset D \). The for any \( \phi \in H(\Omega) \)

\[
\phi(A) = \frac{1}{2\pi \sqrt{-1}} \int_{\Gamma} R(\lambda, A) \phi(\lambda) d\lambda.
\]

Proof. Insert the expression (3.4.1) into the above integral to obtain

\[
\frac{1}{2\pi \sqrt{-1}} \int_{\Gamma} R(\lambda, A) \phi(\lambda) d\lambda = \sum_{i=1}^{\ell} \sum_{j=0}^{s_i-1} \left( \frac{1}{2\pi \sqrt{-1}} \int_{\Gamma} (\lambda - \lambda_i)^{-j+1} \phi(\lambda) d\lambda \right) Z_{ij}.
\]

Use the identity (3.4.5) to deduce

\[
\frac{1}{2\pi \sqrt{-1}} \int_{\Gamma} R(\lambda, A) \phi(\lambda) d\lambda = \sum_{i=1}^{\ell} \sum_{j=0}^{s_i-1} \frac{\phi^{(j)}(\lambda_i)}{j!} Z_{ij}.
\]

The definition (3.1.4) yields the equality (3.4.6). \( \square \)

We generalize the above theorem as follows.

Theorem 3.4.3 Let \( \Omega \) be an open set in \( \mathbb{C} \). Assume that \( \Gamma = \{ \Gamma_1, \ldots, \Gamma_k \} \) is a set of disjoint simple closed curves such that \( \Gamma \) is a boundary of an open set \( D \), and \( \Gamma \cup D \subset \Omega \). Assume that \( A \in \mathbb{C}^{n \times n} \) and \( \text{spec} (A) \cap \Gamma = \emptyset \). Let \( \text{spec}_{D}(A) := \text{spec} (A) \cap D \). Then for any \( \phi \in H(\Omega) \)

\[
\sum_{\lambda_i \in \text{spec}_{D}(A)} \sum_{j=0}^{s_i-1} \frac{\phi^{(j)}(\lambda_i)}{j!} Z_{ij} = \frac{1}{2\pi \sqrt{-1}} \int_{\Gamma} R(\lambda, A) \phi(\lambda) d\lambda.
\]

If \( \text{spec}_{D}(A) = \emptyset \) then the left-hand side of the above identity is zero.

See Problem 1.

We illustrate the usefulness of Cauchy integral formula by two examples.

Theorem 3.4.4 Let \( A \in \mathbb{C}^{n \times n} \) and assume that \( \lambda_p \in \text{spec} (A) \). Suppose that \( D \) and \( \Gamma \) satisfy the assumptions of Theorem 3.4.3 (\( \Omega = \mathbb{C} \)). Assume furthermore that \( \text{spec} (A) \cap D = \{ \lambda_p \} \). Then the \((p,q)\) component of \( A \) is given by

\[
Z_{pq}(A) = \frac{1}{2\pi \sqrt{-1}} \int_{\Gamma} R(\lambda, A)(\lambda - \lambda_p)^{q} d\lambda.
\]

\((Z_{pq} = 0 \text{ for } q > s_p - 1.)\)
Our next examples generalizes the first part of Theorem 3.3.2 to a compact set of matrices.

**Definition 3.4.5** A set \( A \subset \mathbb{C}^{n \times n} \) is called power stable if

\[
(3.4.9) \quad \lim_{k \to \infty} \left( \sup_{A \in A} ||A^k|| \right) = 0,
\]

for some vector norm on \( \mathbb{C}^{n \times n} \). A set \( A \subset \mathbb{C}^{n \times n} \) is called power bounded if

\[
(3.4.10) \quad ||A^k|| \leq K, \quad \text{for any } A \in A \text{ and } k = 0, 1, \ldots,
\]

for some positive \( K \) and some vector norm on \( \mathbb{C}^{n \times n} \).

**Theorem 3.4.6** Let \( A \subset \mathbb{C}^{n \times n} \) be a compact set. Then \( A \) is power stable if and only if \( \rho(A) < 1 \) for any \( A \in A \).

To prove the theorem we need a well known result on the roots of normalized polynomials in \( \mathbb{C}[x] \) (e.g. [Ost66]).

**Lemma 3.4.7** Let \( p(x) = x^m + \sum_{i=1}^{m} a_i x^{m-i} \in \mathbb{C}[x] \). Then the zeros \( \xi_1, \ldots, \xi_m \) of \( p(x) \) are continuous functions of its coefficients. That is for a given \( a_1, \ldots, a_n \) and \( \epsilon > 0 \) there exists \( \delta(\epsilon) \), depending on \( a_1, \ldots, a_n \), such that if \( |b_i - a_i| < \delta(\epsilon) \), \( i = 1, \ldots, m \) it is possible to enumerate the zeros of \( q(x) = x^m + \sum_{i=1}^{m} b_i x^{m-i} \) by \( \eta_1, \ldots, \eta_m \), such that \( |\eta_i - \xi_i| < \epsilon \), \( i = 1, \ldots, m \). In particular the function

\[
(3.4.11) \quad \rho(p) = \max_{1 \leq i \leq m} |\xi_i|
\]

is a continuous function of \( a_1, \ldots, a_m \).

**Corollary 3.4.8** The function \( \rho : \mathbb{C}^{n \times n} \to \mathbb{R}_+ \), which assigns to \( A \in \mathbb{C}^{n \times n} \) its spectral radius \( \rho(A) \) is a continuous function.

**Proof of Theorem 3.4.6.** Suppose that (3.4.9) holds. Then by Theorem 3.3.2 \( \rho(A) < 1 \) for each \( A \in A \). Assume that \( A \) is compact and \( \rho(A) < 1 \). Corollary 3.4.8 yields

\[
\rho := \max_{A \in A} \rho(A) = \rho(\tilde{A}) < 1, \quad \tilde{A} \in A.
\]
Recall that \((\lambda I - A)^{-1} = \left[ \frac{p_{ij}(\lambda)}{\det(\lambda I - A)} \right] \), where \(p_{ij}(\lambda)\) is the \((j, i)\) cofactor of \(\lambda I - A\). Let \(\lambda_1, \ldots, \lambda_n\) be the eigenvalues of \(A\) counted with multiplicities. Then for \(|\lambda| > \rho\)

\[
\det(\lambda I - A) = \left| \prod_{i=1}^{n} (\lambda - \lambda_i) \right| \geq \prod_{i=1}^{n} (|\lambda| - \rho)^n.
\]

Let \(\rho < r < 1\). Since \(A\) is a bounded set, the above arguments yield that there exists a positive constant \(K\) such that \(\|(\lambda I - A)^{-1}\| \leq K\) for each \(A \in \mathcal{A}, |\lambda| = r\). Apply (3.4.6) to obtain

\[
A^p = \frac{1}{2\pi \sqrt{-1}} \int_{|\lambda| = r} (\lambda I - A)^{-1} \lambda^p d\lambda,
\]

for each \(A \in \mathcal{A}\). Combine this equality with the estimate \(\|(\lambda I - A)^{-1}\| \leq K\) for \(|\lambda| = r\) to obtain \(\|A^p\| \leq Kr^{p+1}\) for any \(A \in \mathcal{A}\). As \(r < 1\) the theorem follows.

**Theorem 3.4.9** Let \(\mathcal{A} \subset \mathbb{C}^{n \times n}\). Then \(\mathcal{A}\) is power bounded if and only

\[
\|(\lambda I - A)^{-1}\| \leq \frac{K}{|\lambda| - 1}, \quad \text{for all } A \in \mathcal{A} \text{ and } |\lambda| > 1,
\]

for some vector norm \(\|\cdot\|\) on \(\mathbb{C}^{n \times n}\) and \(K \geq \|I_n\|\).

**Proof.** For \(|\lambda| > \rho(A)\) we have the Neumann series

\[
(\lambda I - A)^{-1} = \sum_{i=0}^{\infty} A^i \lambda^{-i+1}.
\]

Hence for any vector norm on \(\mathbb{C}^{n \times n}\)

\[
\|(\lambda I - A)^{-1}\| \leq \sum_{i=0}^{\infty} \frac{\|A^i\|}{|\lambda|^{i+1}}, \quad |\lambda| > \rho(A).
\]

(See Problem 3.) Assume first that (3.4.10) hold. As \(A^0 = I_n\) it follows that \(K \geq \|I_n\|\). Furthermore as each \(A \in \mathcal{A}\) is power bounded Theorem 3.3.2 yields that \(\rho(A) \leq 1\) for each \(A \in \mathcal{A}\). Combine (3.4.10) and (3.4.15) to obtain (3.4.13).

Assume now that (3.4.13) holds. Since all vector norms on \(\mathbb{C}^{n \times n}\) are equivalent we assume that the norm in (3.4.13) is the \(l_\infty\) norm given in (3.3.6). Let \(A \in \mathcal{A}\). Note that \((\lambda I - A)\) in invertible for each \(|\lambda| > 1\). Hence \(\rho(A) \leq 1\). Let \((\lambda I - A)^{-1} = \left[ \frac{p_{ij}(\lambda)}{p(\lambda)} \right]\). Here \(p(\lambda) = \det(\lambda I - A)\)
is a polynomial of degree $n$ and $p_{ij}(\lambda)$ (the $\lambda$ cofactor of $\lambda \mathbb{I} - A$) is a polynomial of degree $n - 1$ at most. Let $A^p = [a_{ij}^{(p)}]$, $p = 0, 1, \ldots$. Then for any $r > 1$ the equality (3.4.12) yields that

$$a_{ij}^{(p)} = \frac{1}{2\pi \sqrt{-1}} \int_{|\lambda| = r} p_{ij}(\lambda)p(\lambda) d\lambda = \frac{1}{2\pi} \int_0^{2\pi} \frac{p_{ij}(re^{\sqrt{-1}\theta})}{p(re^{\sqrt{-1}\theta})} re^{(p+1)\sqrt{-1}\theta} d\theta.$$  

Problem 6 implies that

$$|a_{ij}^{(p)}| \leq \frac{4(2n-1)r^{p+1}}{\pi(p+1)} \max_{|\lambda| = r} \frac{|p_{ij}(\lambda)|}{p(\lambda)} \leq \frac{4(2n-1)r^{p+1}K}{\pi(p+1)(r-1)}.$$  

Choose $r = 1 + \frac{1}{p+1}$ to obtain

(3.4.16) $|a_{ij}^{(p)}| \leq \frac{4(2n-1)eK}{\pi}, \quad i, j = 1, \ldots, n, \quad p = 0, 1, \ldots, A \in \mathbb{A}$.  

Hence $\|A^p\| \leq \frac{4(2n-1)eK}{\pi}$. $\square$

Problems

1. Use the proof of Theorem 3.4.2 to prove Theorem 3.4.3.

2. Prove Theorem 3.4.4

3. Let $A \in \mathbb{C}^{n \times n}$. Show the Neumann series converge to the resolvent (3.4.14) for any $|\lambda| > \rho(A)$. (You may use (3.4.1).) Prove (3.4.15) for any vector norm on $\mathbb{C}^{n \times n}$.

4. Let $f(x)$ be a real continuous periodic function on $\mathbb{R}$ with period $2\pi$. Assume furthermore that $f'$ is a continuous function on $\mathbb{R}$. ($f'$ is periodic of period $2\pi$.) Then the Fourier series of $f$ converge to $f$ (e.g. [Pin09, Cor. 1.2.28]).

$$f(\theta) = \sum_{k \in \mathbb{Z}} a_k e^{\sqrt{-1}k\theta},$$  

(3.4.17)

$$a_k = \bar{a}_k = \frac{1}{2\pi} \int_{\theta_0}^{\theta_0 + 2\pi} f(\theta)e^{-\sqrt{-1}k\theta} d\theta, \quad k \in \mathbb{Z}, \quad \theta_0 \in \mathbb{R}.$$  

Use integration by parts to conclude that

(3.4.18) $a_k = \frac{1}{2\pi \sqrt{-1}k} \int_{\theta_0}^{\theta_0 + 2\pi} f'(\theta)e^{-\sqrt{-1}k\theta} d\theta, \quad k \in \mathbb{Z}\{0\}$.  
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Assume that $f'(\theta)$ vanishes exactly at $m \geq 2$ points on the interval $[0, 2\pi)$. Show that

$$|a_0| \leq \max_{\theta \in [0, 2\pi)} |f(\theta)|,$$

(3.4.19)

$$|a_k| \leq \frac{m}{\pi|k|} \max_{\theta \in [0, 2\pi)} |f(\theta)|, \text{ for all } k \in \mathbb{Z}\{0\}$$

(Hint. The first inequality of (3.4.19) follows immediately from (3.4.17). Assume that $f'$ vanishes at $0 \leq \theta_0 < \ldots < \theta_{m-1} < 2\pi \leq \theta_m = \theta_0 + 2\pi$. Then

$$\left| \int_{\theta_{i-1}}^{\theta_i} f'(\theta)e^{-2\pi\sqrt{-1}k\theta}d\theta \right| \leq \int_{\theta_{i-1}}^{\theta_i} |f'(\theta)|d\theta = |f(\theta_i) - f(\theta_{i-1})| \leq 2 \max_{\theta \in [0, 2\pi)} |f(\theta)|, \quad i = 1, \ldots, m.$$}

Use (3.4.18) to deduce the second part of (3.4.19).)

5. A real periodic function $f$ is called a trigonometric polynomial of degree $n$ if $f$ has the expansion (3.4.17), where $a_k = 0$ for $|k| > n$ and $a_n \neq 0$. Show

(a) A non zero trigonometric polynomial $f(\theta)$ of degree $n$ vanishes at most $2n$ points on the interval $[0, 2\pi)$. (Hint. Let $z = e^{\sqrt{-1}\theta}$. Then $f = z^{-n}p(z)|_{|z|=1}$ for a corresponding polynomial $p$ of degree $2n$.)

(b) Let $f(\theta) = \frac{g(\theta)}{h(\theta)}$ be a nonconstant function, where $g$ is a nonzero trigonometric polynomial of degree $m$ at most and $h$ is a nowhere vanishing trigonometric polynomial of degree $n$. Show that $f'$ has at most $2(m + n)$ zeros on $[0, 2\pi)$.

6. Let $p(z), q(z)$ be nonconstant polynomials of degree $m, n$ respectively. Suppose that $q(z)$ does not vanish on the circle $|z| = r > 0$. Let $M := \max_{|z|=r} \frac{|p(z)|}{|q(z)|}$. Show that for all $k \in \mathbb{Z}$

$$\left| \frac{1}{2\pi} \int_{0}^{2\pi} \frac{p(re^{\sqrt{-1}\theta})}{q(re^{\sqrt{-1}\theta})} e^{\sqrt{-1}k\theta}d\theta \right| \leq \frac{4M(m + n, 2n - 1)}{\pi \max(|k|, 1)}.$$

(Hint. Let $F(z) = \frac{p(z)}{q(z)} = \frac{p(z)q(z)}{q(z)q(z)}$ be a nonconstant rational function. Then $F(re^{\sqrt{-1}\theta}) = f_1(\theta) + \sqrt{-1}f_2(\theta)$, where $f_1, f_2$ as in Problem 5.)
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Clearly \(|f_1(\theta)|, |f_2(\theta)| \leq M\). Observe next that

\[
f'_1(\theta) + \sqrt{-1}f'_2(\theta) = \frac{\sqrt{-1}re^{\sqrt{-1}\theta}(p'(re^{\sqrt{-1}\theta})q(re^{\sqrt{-1}\theta}) - p(re^{\sqrt{-1}\theta})q'(re^{\sqrt{-1}\theta})(q(re^{\sqrt{-1}\theta}))^2)}{|q(re^{\sqrt{-1}\theta})|^2}.\]

Hence \(f'_1, f'_2\) vanish at most \(2\max(m + n, 2n - 1)\) points on \([0, 2\pi)\). Use (3.4.19) for \(f_1, f_2\) to deduce (3.4.20).

7. Let \(\alpha \geq 0\) be fixed and assume that \(A \subset C^{n \times n}\). Show that the following statements are equivalent:

(3.4.21) \(||A^k|| \leq k^\alpha K\), for any \(A \in \mathcal{A}\) and \(k = 0, 1, \ldots\),

(3.4.22) \(|| (\lambda I - A)^{-1} || \leq \frac{K' |\lambda|^\alpha}{(|\lambda| - 1)^{\alpha + 1}}\), for all \(A \in \mathcal{A}\) and \(|\lambda| > 1\).

\textit{Hint.} Use the fact that \((-1)^k \left(-1^{\alpha}\right) k^{-\alpha} \in [a, b]\), \(k = 1, \ldots\) for some \(0 < a < b\), (e.g. [Olv74], p'119).

8. Let \(A \in C^{n \times n}\). Using (3.4.1) deduce

(3.4.23) \(I_{(s_i - 1)}(x) = \lim_{x \to \lambda_i} (x - \lambda_i)^s (xI - A)^{-1}, \quad i = 1, \ldots, \ell\),

let \(R(x, A) = [r_{\mu\nu}]\). Using the definitions of Problem 3 show

(3.4.24) \(z_{s_i}^{(s_i - 1)} = \lim_{x \to \lambda_i} (x - \lambda_i)^s r_{\mu\nu}(x), \quad \text{if} \quad s = \text{index}_{\mu\nu}\lambda_i > 0\).

9. A set \(\mathcal{A} \subset C^{n \times n}\) is called \textit{exponentially} stable if

(3.4.25) \(\lim_{T \to \infty} \sup_{t \geq T} ||e^{At}|| = 0\).

Show that a compact set \(\mathcal{A}\) is exponentially stable if and only if \(\Re \lambda < 0\) for each \(\lambda \in \text{spec}(A)\) and each \(A \in \mathcal{A}\).

10. A matrix \(B \in C^{n \times n}\) is called projection (idempotent) if \(B^2 = B\). Let \(\Gamma\) be a set of simply connected rectifiable curves such that \(\Gamma\) from a boundary of an open bounded set \(D \subset C\). Let \(A \in C^{n \times n}\) and assume that \(\Gamma \cap \text{spec}(A) = \emptyset\). Define

(3.4.26) \(P_D(A) := \frac{1}{2\pi\sqrt{-1}} \int_\Gamma R(x, A) dx, \quad A(D) := \frac{1}{2\pi\sqrt{-1}} \int_\Gamma R(x, A) dx\).
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Show that $P_D(A)$ is a projection. $P_D(A)$ is called the projection of $A$ on $D$, and $A(D)$ is called the restriction of $A$ to $D$. Prove (3.4.27)

$$P_D(A) = \sum_{\lambda_i \in \text{spec}_D(A)} Z_{i0}, \quad A(D) = \sum_{\lambda_i \in \text{spec}_D(A)} (\lambda_i Z_{i0} + Z_{i1}).$$

Show that the rank of $P_D(A)$ is equal to the number of eigenvalues of $A$ in $D$ counted with their multiplicities. Prove that there exists a neighborhood of $A$ such that $P_D(B)$ and $B(D)$ are analytic functions in $B$ in this neighborhood. In particular, if $D$ satisfies the assumptions of Theorem 3.4.4 then $P_D(A)$ is called the projection of $A$ on $\lambda_p$:

$$P_D(A) = Z_{p0}.$$

11. Let $B = QAQ^{-1} \in \mathbb{C}^{n \times n}$. Assume that $D$ satisfies the assumptions of Problem 10. Show that $P_D(B) = QP_D(A)Q^{-1}$.

12. Let $A \in \mathbb{C}^{n \times n}$ and assume that the minimal polynomial $\psi(x)$ of $A$ is given by (2.5.11). Let $\mathbb{C}^n = U_1 \oplus \ldots \oplus U_k$, where each $U_p$ is an invariant subspace of $A (AU_p \subset U_p)$, such that the minimal polynomial of $A|U_p$ is $(x - \lambda_p)^{s_p}$. Show that (3.4.28)

$$U_p = Z_{p0} \mathbb{C}^n.$$  

*Hint.* It is enough to consider the case where $A$ is in the Jordan canonical form.

13. Let $D_i$ satisfy the assumptions of Problem 10 for $i = 1, \ldots, k$. Assume that $D_i \cap D_j = \emptyset$ for $i \neq j$. Show that $P_{D_i}(A)\mathbb{C}^n \cap P_{D_j}(A)\mathbb{C}^n = \{0\}$ for $i \neq j$. Assume furthermore that $D_i \cap \text{spec}(A) \neq \emptyset$, $i = 1, \ldots, k$, and $\text{spec}(A) \subset \bigcup_{i=1}^k D_i$. Let

$$P_{D_i}(A)\mathbb{C}^n = \text{span} \left( y_{1i}^{(i)}, \ldots, y_{ni}^{(i)} \right), \quad i = 1, \ldots, k,$$

$$X = [y_{11}^{(i)}, \ldots, y_{n1}^{(i)}, \ldots, y_{1k}^{(i)}, \ldots, y_{nk}^{(i)}] \in \mathbb{C}^{n \times n}.$$

Show that (3.4.29)

$$X^{-1}AX = \sum_{i=1}^k \oplus B_i, \quad \text{spec} (B_i) = D_i \cap \text{spec} (A), \quad i = 1, \ldots, k.$$

14. Let $A \in \mathbb{C}^{n \times n}$ and $\lambda_p \in \text{spec}(A)$. Show that if index $\lambda_p = 1$ then

$$Z_{p0} = \prod_{\lambda_j \in \text{spec}(A), \lambda_j \neq \lambda_p} \frac{(A - \lambda_j)^{s_j}}{(\lambda_p - \lambda_j)^{s_j}}, \quad s_j = \text{index } \lambda_j.$$  

*Hint.* Use the Jordan canonical form of $A$.  

3.5 A canonical form over $H_A$

Consider the space $\mathbb{C}^{n \times n}$. Clearly $\mathbb{C}^{n \times n}$ can be identified with $\mathbb{C}^{n^2}$. As in Example 1.1.3 denote by $H_A$ the set of analytic functions $f(B)$, where $B$ ranges over a neighborhood $D(A, \rho)$ of the form (2.9.5) ($\rho = \rho(f) > 0$). Thus $B = [b_{ij}]$ is an element in $H_A^{n \times n}$. Let $C \in H_A^{n \times n}$ and assume that $C = C(B)$ is similar to $B$ over $H_A$. Then

\begin{equation}
(3.5.1) \quad C(B) = X^{-1}(B)BX(B),
\end{equation}

where $X(B) \in H_A^{n \times n}$ and $\det X(A) \neq 0$. We want to find a "simple" form for $C(B)$ (simpler than $B$!). Let $M_A$ be the quotient field of $H_A$ (the set of meromorphic functions in the neighborhood of $A$). If we let $X \in M_A^{n \times n}$ then we may take $C(B)$ to be $R(B)$ - the rational canonical form of $B$ (2.3.3). According to Theorem 2.3.8 $R(B) \in H_A^{n \times n}$. However $B$ and $R(B)$ are not similar over $H_A$ in general. (We shall give below the necessary and sufficient conditions for $B \approx R(B)$ over $H_A$.) For $C(B) = [c_{ij}(B)]$ we may ask how many independent variables are among $c_{ij}(B)$, $i, j = 1, \ldots, n$. For $X(B) = I$ the number of independent variables in $C(B) = B$ is $n^2$. Thus we call $C(B)$ to be simpler than $B$ if $C(B)$ contains less independent variable than $B$. For a given $C(B)$ we can view $C(B)$ as a map

\begin{equation}
(3.5.2) \quad C(\cdot) : D(A, \rho) \to \mathbb{C}^{n \times n},
\end{equation}

where $D(A, \rho)$ is given by (2.9.5), for some $\rho > 0$. It is well known, e.g. [GuR65], that the number of independent variables is equal to the rank of the Jacobian matrix $DC(\cdot)$ over $M_A$

\begin{equation}
(3.5.3) \quad DC(B) := (\frac{\partial \mu(C)}{\partial b_{ij}}(B)) \in H_A^{n^2 \times n^2},
\end{equation}

where $\mu$ is the map given in Problem 2.8.2.

**Definition 3.5.1** Let $\text{rank } DC$, $\text{rank } DC(A)$ be the ranks of $DC(\cdot)$, $DC(A)$ over the fields $M_A$, $\mathbb{C}$ respectively.

**Lemma 3.5.2** Let $C(B)$ be similar to $B$ over $H_A$. Then

\begin{equation}
(3.5.4) \quad \text{rank } DC(A) \geq \nu(A, A).
\end{equation}

**Proof.** Differentiating the relation $X^{-1}(B)X(B) = I$ with respect to $b_{ij}$ we get

\[ \frac{\partial X^{-1}}{\partial b_{ij}} = -X^{-1} \frac{\partial X}{\partial b_{ij}} X^{-1}. \]
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So
\[ \frac{\partial C}{\partial b_{ij}} = X^{-1}(-\frac{\partial X}{\partial b_{ij}} X^{-1})B + B(\frac{\partial X}{\partial b_{ij}} X^{-1}) + E_{ij}X, \]
where
\[ E_{ij} = [\delta_{\alpha\alpha} \delta_{\beta\beta}]_{\alpha,\beta=1}^{m,n} \in \mathbb{C}^{m \times n}, \quad i = 1, \ldots, m, \quad j = 1, \ldots, n, \]
and \( m = n \). So
\[ X(A) \frac{\partial C}{\partial b_{ij}}(A) X^{-1}(A) = AP_{ij} - P_{ij} A + E_{ij}, \quad P_{ij} = \frac{\partial X}{\partial b_{ij}}(A) X^{-1}(A). \]
Clearly, \( AP_{ij} - P_{ij} A \) is in Range \( \tilde{A} \), where
\[ \tilde{A} = (I \otimes A - A^\top \otimes I) : \mathbb{C}^{n \times n} \rightarrow \mathbb{C}^{n \times n}. \]
According to Definition 2.9.1 \( \dim \) Range \( \tilde{A} = r(A, A) \). Let
\[ \mathbb{C}^{n \times n} = \text{Range} \tilde{A} \oplus \text{span} (\Gamma_1, \ldots, \Gamma_{\nu(A, A)}). \]
As \( E_{ij}, \quad i, j = 1, \ldots, n \) is a basis in \( \mathbb{C}^{n \times n} \)
\[ \Gamma_p = \sum_{i,j=1}^{n} \alpha_{ij}^{(p)} E_{ij}, \quad p = 1, \ldots, \nu(A, A). \]
Let
\[ T_p := \sum_{i,j=1}^{n} \alpha_{ij}^{(p)} \frac{\partial C}{\partial b_{ij}}(A) = X^{-1}(A)(Q_p + \Gamma_p)X(A), \quad Q_p \in \text{Range} (\tilde{A}), \]
\[ p = 1, \ldots, \nu(A, A). \]
According to (3.5.8) \( T_1, \ldots, T_{\nu(A, A)} \) are linearly independent. Hence (3.5.4) holds. □

Clearly \( \text{rank } DC \geq \text{rank } DC(A) \geq \nu(A, A) \).

**Theorem 3.5.3** Let \( A \in \mathbb{C}^{n \times n} \) and assume that \( \Gamma_1, \ldots, \Gamma_{\nu(A, A)} \) be any \( \nu(A, A) \) matrices satisfying (3.5.8). Then for any nonsingular matrix \( P \in \mathbb{C}^{n \times n} \) it is possible to find \( X(B) \in H_A^{n \times n} \), \( X(A) = P \), such that
\[ X^{-1}(B)BX(B) = P^{-1}AP + \sum_{i=1}^{\nu(A, A)} f_i(B)P^{-1}\Gamma_i P, \]
(3.5.9)
\[ f_i \in H_A, \quad f_i(A) = 0, \quad i = 1, \ldots, \nu(A, A). \]
Proof. Let \( R_1, \ldots, R_{r(A,a)} \) be a basis in \( \text{Range} \, \tilde{A} \). So there exist \( T_i \) such that \( AT_i - T_iA = R_i \) for \( i = 1, \ldots, r(A,a) \). Assume that \( X(B) \) is of the form
\[
X(B) P^{-1} = I + \sum_{j=1}^{r(A,a)} g_j(B) T_j, \quad g_j \in H_A, \ g_j(A) = 0, \ j = 1, \ldots, r(A,a).
\]
(3.5.10)

The theorem will follow if we can show that the system
\[
B(I + \sum_{j=1}^{r(A,a)} g_j T_j) = (I + \sum_{j=1}^{r(A,a)} g_j T_j)(A + \sum_{i=1}^{\nu(A,a)} f_i \Gamma_i)
\]
is solvable for some \( g_1, \ldots, g_{r(A,a)}, f_1, \ldots, f_{\nu(A,a)} \in H_A \) which vanish at \( A \). Clearly, the above system is trivially satisfied at \( B = A \). The implicit function theorem implies that the above system is solved uniquely if the Jacobian of this system is nonsingular. Let \( B = A + F, \ F = [f_{ij}] \in \mathbb{C}^{n \times n} \). Let \( \alpha_i(F), \beta_j(F) \) be the linear terms of the Taylor expansions of \( f_i(A + F), g_j(A + F) \). The linear part of (3.5.11) reduces to
\[
F + \sum_{j=1}^{r(A,a)} \beta_j AT_j = \sum_{j=1}^{r(A,a)} \beta_j T_j A + \sum_{i=1}^{\nu(A,a)} \alpha_i \Gamma_i.
\]
That is
\[
F = \sum_{j=1}^{r(A,a)} \beta_j R_j + \sum_{i=1}^{\nu(A,a)} \alpha_i \Gamma_i.
\]
In view of (3.5.8) \( \alpha_1, \ldots, \alpha_{\nu(A,a)}, \beta_1, \ldots, \beta_{r(A,a)} \) are uniquely determined by \( F \). □

Note that if \( A = aI \) then the form (3.5.9) is not simpler than \( B \). Also by mapping \( T \to P^{-1}TP \) we get
\[
\mathbb{C}^{n \times n} = \text{Range} \, \tilde{P}^{-1}AP \oplus \text{span} \{ P^{-1} \Gamma_1 P, \ldots, P^{-1} \Gamma_{\nu(A,a)} P \}.
\]

Lemma 3.5.4 Let \( B \in H_A^{n \times n} \). Then the rational canonical form of \( B \) over \( \mathcal{M}_A \) is a companion matrix \( C(p) \), where \( p(x) = \det (xI - B) \).

Proof. The rational canonical form of \( B \) is \( C(p_1, \ldots, p_k) \) is given by (2.3.3). We claim that \( k = 1 \). Otherwise \( p(x) \) and \( p'(x) \) have a common factor over \( \mathcal{M}_A \). In view of Theorem 2.1.9 implies that \( p(x) \) and \( p'(x) \) have a common factor over \( H_A \). That is any \( B \in D(A, \rho) \) has at least
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one multiple eigenvalue. Evidently this is false. Consider $C = P^{-1}BP$ where $P \in \mathbb{C}^{n \times n}$ and $J = P^{-1}AP$ is the Jordan canonical form of $A$. So $C \in D(J, \rho')$. Choose $C$ to be an upper diagonal. (This is possible since $J$ is an upper diagonal matrix.) So the eigenvalues of $C$ are the diagonal elements of $C$, and we can choose them to be pairwise distinct. Thus $p(x)$ and $p'(x)$ are coprime over $M_A$, hence $k = 1$. Furthermore $p_1(x) = \det(xI - C(p)) = \det(xI - B)$. □

**Theorem 3.5.5** Let $A \in \mathbb{C}^{n \times n}$. Then $B \in H_A^{n \times n}$ is similar to the companion matrix $C(p)$, $p(x) = \det(xI - B)$ over $H_A$ if and only if $\nu(A, A) = n$. That is the minimal and the characteristic polynomial of $A$ coincide, i.e. $A$ is nonderogatory.

**Proof.** Assume first that $C(B)$ in (3.5.1) can be chosen to be $C(p)$. Then for $B = A$ we obtain that $A$ is similar to the companion matrix. Corollary 2.8.4 yields $\nu(A, A) = n$. Assume now that $\nu(A, A) = n$. According to (2.8.12) we have that $i_1(x) = i_2(x) = \ldots = i_{n-1}(x) = 1$. That is, the minimal and the characteristic polynomials of $A$ coincide, i.e. $A$ is similar to a companion matrix. Use (3.5.9) to see that we may assume that $A$ is a companion matrix. Choose $\Gamma_i = E_{ni}$, $i = 1, \ldots, n$, where $E_{ni}$ are defined in (3.5.6).

It is left to show that $\text{Range } \tilde{A} \cap \text{span } (E_{n1}, \ldots, E_{nn}) = \{0\}$. Suppose that $\Gamma = \sum_{i=1}^{n} \alpha_i E_{ni} \in \text{Range } (\tilde{A})$. Theorem 2.10.1 and Corollary 2.8.4 yield that $\text{tr } \Gamma A^k = 0$, $k = 0, 1, \ldots, n-1$. Let $\alpha = (\alpha_1, \ldots, \alpha_n)$. Since the first $n - 1$ rows of $\Gamma$ are zero rows we have

$$0 = \text{tr } \Gamma A^k = \alpha A^k e_n, \quad e_j = (\delta_{j1}, \ldots, \delta_{jn})^T, \quad j = 1, \ldots, n.$$  

For $k = 0$ the above equality implies that $\alpha_n = 0$. Suppose that we already proved that these equalities for $k = 0, \ldots, \ell$ imply that $\alpha_n = \ldots = \alpha_{n-\ell} = 0$. Consider the equality $\text{tr } \Gamma A^{\ell+1} = 0$. Use Problem 2.4.9 to deduce

$$A^{\ell+1} e_n = e_{n-\ell-1} + \sum_{j=0}^{\ell} f_{\ell+1,j} e_{n-j}.$$  

So $\text{tr } \Gamma A^{\ell+1} = \alpha_n = \ldots = \alpha_{n-\ell} = 0$. Thus $\alpha_n = 0$, which implies that $\Gamma = 0$.

Theorem 3.5.3 yields that

$$C(B) = X^{-1}(B)BX(B) = A + \sum_{i=1}^{n} f_i(B)E_{ni}.$$
So $C(B)$ is a companion matrix. As $\det (xI - C(B)) = \det (xI - B)$ it follows that $C(B) = C(p)$. □.

Problem 5 yields.

Lemma 3.5.6 Let $A_i \in \mathbb{C}^{n_i \times n_i}$, $i = 1, 2$ and assume that

$$\mathbb{C}^{n_i \times n_i} = \text{Range } \tilde{A}_i \oplus \text{span } (\Gamma_1^{(i)}, \ldots, \Gamma_{\nu(A_i,A_i)}^{(i)}), \; i = 1, 2.$$  

Suppose that $A_1$ and $A_2$ do not have a common eigenvalue. Then

$$\mathbb{C}^{(n_1+n_2)\times(n_1+n_2)} = \text{Range } \tilde{A}_1 \oplus \tilde{A}_2 \oplus \text{span } (\Gamma_1^{(1)} \oplus 0, \ldots, \Gamma_{\nu}^{(1)} \oplus 0, 0 \oplus \Gamma_1^{(2)}, \ldots, 0 \oplus \Gamma_{\nu(A_2,A_2)}^{(2)}).$$

Theorem 3.5.7 Let $A \in \mathbb{C}^{n \times n}$. Assume that $\text{spec } (A)$ consists of $\ell$ distinct eigenvalues $\lambda_1, \ldots, \lambda_\ell$, where the multiplicity of $\lambda_i$ is $n_i$ for $i = 1, \ldots, \ell$. Then $B$ is similar over $\mathbb{H}_A$ to the matrix

$$C(B) = \sum_{i=1}^\ell C_i(B), \; C_i(B) \in \mathbb{H}_A^{n_i \times n_i}, \; (\lambda_i I_{n_i} - C_i(A))^{n_i} = 0, \; i = 1, \ldots, \ell.$$  

(3.5.13)

Moreover $C(A)$ is the Jordan canonical form of $A$.

Proof. Choose $P$ in the equality (3.5.9) such that $P^{-1}AP$ is the Jordan canonical of $A$ and each $P^{-1} \Gamma_i P$ is of the form $\sum_{j=1}^\ell \Gamma_i^{(j)}$ as follows from Lemma 3.5.6. Then (3.5.9) yields the theorem. □

Problems

1. Let $A = \sum_{i=1}^k \oplus H_{n_i}$, $n = \sum_{i=1}^k n_i$. Partition any $B \in \mathbb{C}^{n \times n}$ as a block matrix as $A$: $B = [B_{ij}]$, $B_{ij} \in \mathbb{C}^{n_i \times n_j}$, $i, j = 1, \ldots, k$.

Using the results of Theorem 2.8.3 and Theorem 2.10.1 show that the matrices

$$\Gamma_{\alpha,\beta,\gamma} = [\Gamma_{ij}^{(\alpha,\beta,\gamma)}]_1 \in \mathbb{C}^{n \times n},$$

$$\Gamma_{ij}^{(\alpha,\beta,\gamma)} = 0 \in \mathbb{C}^{n_i \times n_j}, \; \text{if } (\alpha,\beta) \neq (i,j),$$

$$\Gamma_{\alpha,\beta}^{(\alpha,\beta,\gamma)} = E_{n_\alpha} \in \mathbb{C}^{n_\alpha \times n_\beta},$$

$$\gamma = 1, \ldots, \min(n_\alpha, n_\beta), \; \alpha, \beta = 1, \ldots, k,$$

satisfy (3.5.8).
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2. Let $A$ be a matrix given by (2.8.4). Use Theorem 3.5.7 and Problem 1 to find a set of matrices $\Gamma_1, \ldots, \Gamma_{\nu(A,A)}$ which satisfy (3.5.8).

3. Let $A \in \mathbb{C}^{n \times n}$ and assume that $\lambda_i$ is a simple eigenvalue of $A$, i.e. $\lambda_i$ is a simple root of the characteristic polynomial of $A$. Use Theorem 2.8.3 to show the existence of $\lambda(B) \in \mathcal{H}_A$ such that $\lambda(B)$ is an eigenvalue of $B$ and $\lambda(A) = \lambda_i$.

4. Let $A$ satisfy the assumptions of Theorem 3.5.7. Denote by $D_p$ an open set satisfying the assumptions of Theorem 3.4.4 for $p = 1, \ldots, \ell$. Problem 10 implies that $P_k(B) \in \mathcal{H}^{n \times n}_{A}$, $k = 1, \ldots, \ell$. Let $P_k(A) \mathbb{C}^n = \text{span}(x^{k_1}, \ldots, x^{k_\ell})$, $k = 1, \ldots, \ell$, $B \in \mathcal{D}(A, \rho)$, where $\rho$ is some positive number. Let $X(B) \in \mathcal{H}^{n \times n}_{A}$ be formed by the columns $P_k(B)x^{k_1}, \ldots, P_k(B)x^{k_\ell}$, $k = 1, \ldots, \ell$. Show that $C(B)$ given by (3.5.1) satisfies (3.5.13). (This yields another proof of Theorem 3.5.7.)

3.6. Analytic, pointwise and rational similarity

Definition 3.6.1 Let $\Omega \subset \mathbb{C}^m$ and $A, B \in \mathcal{H}(\Omega)^{n \times n}$. Then

(a) $A$ and $B$ are called analytically similar, denoted by $A \overset{a}{\approx} B$, if $A$ and $B$ are similar over $\mathcal{H}(\Omega)$.

(b) $A$ and $B$ are called pointwise similar, denoted by $A \overset{p}{\approx} B$, if $A(x)$ and $B(x)$ are similar over $\mathbb{C}$ for all $x \in \Omega_0$, for some open set $\Omega_0 \supset \Omega$.

(c) $A$ and $B$ are called rationally similar, denoted by $A \overset{r}{\approx} B$, if $A$ and $B$ are similar over the field of meromorphic functions $\mathcal{M}(\Omega)$.

Theorem 3.6.2 Let $\Omega \subset \mathbb{C}^m$ and assume that $A, B \in \mathcal{H}(\Omega)^{n \times n}$. Then

$$A \overset{a}{\approx} B \Rightarrow A \overset{p}{\approx} B \Rightarrow A \overset{r}{\approx} B.$$
Theorem 2.3.8 yields that $C(p_1, \ldots, p_k), C(q_1, \ldots, q_r) \in H(\Omega)^{n \times n}$. Let $\Omega_0 \supset \Omega$ be an open set such that $A, B, S, T \in H(\Omega_0)^{n \times n}$ and $A(x)$ and $B(x)$ are similar over $\mathbb{C}$ for any $x \in \Omega_0$. Let $x_0 \in \Omega_0$ be a point such that $\det S(x_0)T(x_0) \neq 0$. Then for all $x \in D(x_0, r)$ $C(p_1, \ldots, p_k) = C(q_1, \ldots, q_r)$. The analyticity of $C(p_1, \ldots, p_k)$ and $C(q_1, \ldots, q_r)$ imply that these matrices are identical in $H(\Omega)$, i.e. $A \approx B$. □

Assume that $A \approx B$. Then according to Lemma 2.9.4 the three matrices
\[
I \otimes A(x) - A(x)^\top \otimes I, \quad I \otimes A(x) - B(x)^\top \otimes I, \quad I \otimes B(x) - B(x)^\top \otimes I
\]
(3.6.2)
are equivalent over $H(\Omega)$. Theorem 2.9.3 yields.

**Theorem 3.6.3** Let $A, B \in H(\Omega)^{n \times n}$. Assume that the three matrices in (3.6.2) are equivalent over $H(\Omega)$. Then $A \approx B$.

Assume that $\Omega \subset \mathbb{C}$ is a domain. Then $H(\Omega)$ is $\mathbb{EDD}$. Hence we can determine when these matrices are equivalent.

The problem of finding a canonical form of $A \in \Omega^{n \times n}$ under analytic similarity is a very hard problem. This problem for the ring of local analytic functions in one variables will be discussed in the next sections. We now determine when $A$ is analytically similar to its rational canonical form over $H(\Omega)$.

For $A, B \in H(\Omega)^{n \times n}$ denote by $r(A, B)$ and $\nu(A, B)$ the rank and the nullity of the matrix $C = I \otimes A - B^\top \otimes I$ over the field $\mathcal{M}(\Omega)$. Denote by $r(A(x), B(x))$ and $\nu(A(x), B(x))$ the rank of $C(x)$ over $\mathbb{C}$. As the rank of $C(x)$ is the largest size of a nonvanishing minor, we deduce
\[
r(A(x), B(x)) \leq r(A(x), B(x)) \leq r(A, B)
\]
(3.6.3)
\[
\nu(A, B) \leq \nu(A(x), B(x)) \leq \nu(A(\zeta), B(\zeta)), \quad x \in D(\zeta, \rho)
\]
for some positive $\rho$. Moreover for any $\rho > 0$ there exists at least one $x_0 \in D(\zeta, \rho)$ such that
\[
r(A(x_0), B(x_0)) = r(A, B), \quad \nu(A(x_0), B(x_0)) = \nu(A, B).
\]
(3.6.4)

**Theorem 3.6.4** Let $\zeta \in \mathbb{C}^m$ and $A \in H_{\zeta}^{n \times n}$. Assume that $C(p_1, \ldots, p_k)$ is the rational canonical form of $A$ over $\mathcal{M}_\zeta$ and $C(\sigma_1, \ldots, \sigma_\ell)$ is the rational canonical form of $A(\zeta)$ over $\mathbb{C}$. That is $p_i = p_i(\lambda) \in \mathcal{M}_\zeta$ and $\sigma_j(\lambda)$ are normalized polynomials in $\lambda$ belonging to $H_{\zeta}[\lambda]$ and $\mathbb{C}[\lambda]$ respectively for $i = 1, \ldots, k$ and $j = 1, \ldots, \ell$. Then
(a) \( \ell \geq k \);
(b) \( \prod_{i=0}^{\ell} \sigma_{\ell-i}(\lambda) \prod_{q=0}^{k} p_{k-i}(\lambda, \zeta) \) for \( q = 0, 1, \ldots, k-1 \).
Moreover \( \ell = k \) and \( p_i(\lambda, \zeta) = \sigma_i(\lambda) \) for \( i = 1, \ldots, k \) if and only if
\begin{equation}
(3.6.5) \quad r(A(\zeta), B(\zeta)) = r(A, B), \quad \nu(A(\zeta), B(\zeta)) = \nu(A, B),
\end{equation}
which is equivalent to the condition
\begin{equation}
(3.6.6) \quad r(A(\zeta), B(\zeta)) = r(A(x), B(x)), \quad \nu(A(\zeta), B(\zeta)) = \nu(A(x), B(x)), \quad x \in D(\zeta, \rho)
\end{equation}
for some positive \( \rho \).

**Proof.** Let
\[
\begin{align*}
\lambda I + A(\lambda, x) &= \prod_{\alpha=1}^{i} p_{\alpha}(\lambda, x), \quad \nu_{n-\ell+1}(\lambda) = \prod_{\beta=1}^{j} \sigma_{\beta}(\lambda), \\
i &= 1, \ldots, k, \quad j = 1, \ldots, \ell, \\
u_{i}(\lambda, x) &= \nu_{\beta}(\lambda) = 1, \quad \text{for } \alpha \leq n - k, \ \beta \leq n - \ell.
\end{align*}
\]
So \( u_i(\lambda, x) \) and \( v_i(\lambda) \) are the g.c.d. of all minors of order \( i \) of matrices \( \lambda I - A \) and \( \lambda I - A(\zeta) \) over the rings \( \mathcal{M}_{\zeta}[\lambda] \) and \( \mathbb{C}[\lambda] \) respectively. As \( u_i(\lambda, x) \in \mathbb{H}_{\zeta}[\lambda] \) it is clear that \( u_i(\lambda, \zeta) \) divides all the minors of \( I - A(\zeta) \) of order \( i \). So \( u_i(\lambda, \zeta)|v_i(\lambda) \) for \( i = 1, \ldots, n \). Since \( v_{n-\ell} = 1 \) it follows that \( u_{n-\ell}(\lambda, x) = 1 \). Hence \( k \leq \ell \). Furthermore
\[
\begin{align*}
u_{n}(\lambda, x) &= \det (\lambda I - A(x)), \quad \nu_{n}(\lambda) = \det (\lambda I - A(\zeta)).
\end{align*}
\]
Therefore \( u_{n}(\lambda, \zeta) = v_{n}(\lambda) \) and \( \frac{v_{n}(\lambda)}{v_{n}(\lambda, \zeta)} \frac{u_{n}(\lambda, x)}{u_{n}(\lambda, \zeta)} \). This establishes claims (a) and (b) of the theorem. Clearly if \( C(q_1, \ldots, q_{\ell}) = C(p_1, \ldots, p_k)(\zeta) \) then \( k = \ell \) and \( p_i(\lambda, \zeta) = q_i(\lambda) \) for \( i = 1, \ldots, \ell \). Assume now that \( (3.6.5) \) holds. According to \( (2.8.12) \)
\[
\begin{align*}
\nu(A, A) &= \sum_{i=1}^{k} (2i - 1) \deg p_{k-i+1}(\lambda, x), \\
\nu(A(\zeta), A(\zeta)) &= \sum_{j=1}^{\ell} (2j - 1) \deg q_{\ell-j+1}(\lambda).
\end{align*}
\]
Note that the degrees of the invariant polynomials of \( \lambda I - A \) and \( \lambda I - A(\zeta) \) satisfy the assumptions of Problem 2. From the results of Problem 2 it follows that the second equality in \( (3.6.5) \) holds if and only if \( k = \ell \) and \( \deg p_i(\lambda, x) = \deg q_i(\lambda) \) for \( i = 1, \ldots, k \). Finally \( (3.6.3-3.6.4) \) imply the equivalence of the conditions of \( (3.6.5) \) and \( (3.6.6) \). \( \square \)
Corollary 3.6.5 Let $A \in \mathbb{H}^{n \times n}$. Assume that (3.6.6) holds. Then $A \approx B$ if and only if $A \not\approx B$.

Proof. According to Theorem 3.6.2 it is enough to show that $A \not\approx B$ implies that $A \not\approx B$. Since $A$ satisfies (3.6.6) the assumption that $A \approx B$ implies that $B$ satisfies (3.6.6) too. According to Theorem 3.6.4 $A$ and $B$ are analytically similar to their canonical rational form. From Theorem 3.6.2 it follows that $A$ and $B$ have the same rational canonical form. 

Problems

1. Let

$$A(x) = \begin{bmatrix} 0 & x \\ 0 & 0 \end{bmatrix}, \quad B(x) = \begin{bmatrix} 0 & x^2 \\ 0 & 0 \end{bmatrix}.$$ 

Show that $A(x)$ and $B(x)$ are rationally similar over $\mathbb{C}(x)$ to $H_2 = A(1)$. Prove that

$$A \not\approx H_2, \quad B \not\approx H_2, \quad A \approx B, \quad A \not\approx B$$

over $\mathbb{C}[x]$.

2. Let $n$ be a positive integer and assume that $\{\ell_i\}_{i=1}^n$, $\{m_i\}_{i=1}^n$ are two nonincreasing sequences of nonnegative integers satisfying

$$\sum_{i=1}^{k} \ell_i \leq \sum_{i=1}^{k} m_i, \quad k = 1, \ldots, n - 1,$$

$$\sum_{i=1}^{n} \ell_i = \sum_{i=1}^{n} m_i.$$ 

Show (by induction) that

$$\sum_{i=1}^{n} (2i-1)m_i \leq \sum_{i=1}^{n} (2i-1)\ell_i$$

and equality holds if and only if $\ell_i = m_i$, $i = 1, \ldots, n$.

3. Let $\zeta_n \in \mathbb{C}$, $n = 1, \ldots$, and $\lim_{n \to \infty} \zeta_n = \zeta$. Suppose that $\Omega \subset \mathbb{C}$ is a connected set and $\zeta_n \in \Omega$, $n = 1, \ldots, \zeta \in \Omega$. Recall that if $f \in H(\Omega)$ and $f(\zeta_n) = 0$, $n = 1, \ldots$, then $f = 0$. Show that for $A, B \in H(\Omega)^{n \times n}$ the assumption that $A(\zeta_n) \approx B(\zeta_n)$, $n = 1, \ldots$, implies that $A \approx B$. 
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3.7 A Global Splitting

From this section to the end of the chapter we assume that $\Omega$ is a domain in $\mathbb{C}$. We now give a global version of Theorem 3.5.7.

**Theorem 3.7.1** Let $A \in H(\Omega)^{n \times n}$. Suppose that $\phi_1, \phi_2$ are two nontrivial normalized polynomials in $H(\Omega)[\lambda]$ of positive degrees $n_1$ and $n_2$ respectively. Assume that $\phi_1(\lambda, x_0), \phi_2(\lambda, x_0)) = 1$ for each $x_0 \in \Omega$. Then there exists $X \in \text{GL}(n, H(\Omega))$ such that

$$X^{-1}(x)C(x)X(x) = C_1(x) \oplus C_2(x),$$

$$C_i(x) \in H(\Omega)^{n_i \times n_i}, \quad \det (\lambda I - C_i(x)) = \phi_i(\lambda, x), \quad i = 1, 2.$$

**Proof.** Let $P_i(x)$ be the projection of $A(x)$ on the eigenvalues of $A(x)$ satisfying $\phi_i(\lambda, x) = 0$. Since $\phi_1(\lambda, x_0), \phi_2(\lambda, x_0)) = 1$ it follows that $P_i(x) \in H(\Omega)^{n \times n}$ for $i = 1, 2$. (See Problem 3.4.10.) Also for any $x_0$ the rank of $P_i(x_0)$ is $n_i$. Since $H(\Omega)$ is EDD each $P_i(x)$ can be brought to the Smith normal form

$$P_i(x) = U_i(x) \text{diag}(\epsilon_1^{(i)}(x), \ldots, \epsilon_{n_i}^{(i)}(x), 0, \ldots, 0) V_i(x),$$

$$U_i, V_i \in \text{GL}(n_i, H(\Omega)), \quad i = 1, 2.$$  

As rank $P_i(x_0) = n_i$ for any $x_0 \in \Omega$ we deduce that $\epsilon_{j}^{(i)} = 1, \; j = 1, \ldots, n_i, \; i = 1, 2$. Let $u_1^{(i)}(x), \ldots, u_{n_i}^{(i)}(x)$ be the columns of $U_i(x)$ for $i = 1, 2$. As $V \in \text{GL}(n, H(\Omega))$ we obtain

$$P_i(x)C^n = \text{span} (u_1^{(i)}(x), \ldots, u_{n_i}^{(i)}(x)),$$

for any $x \in \Omega$. Let

$$X(x) = [u_1^{(1)}(x), \ldots, u_{n_1}^{(1)}(x), u_1^{(2)}(x), \ldots, u_{n_2}^{(2)}(x)] \in H(\Omega)^{n \times n}.$$  

According to Problem 3.4.13 $\det X(x_0) \neq 0$ for any $x_0 \in H(\Omega)$. So $X(x) \in \text{GL}(n, H(\Omega))$. Then (3.7.2) follows from (3.4.29).

3.8 First variation of a geometrically simple eigenvalue

**Theorem 3.8.1** Let $A(x)$ be a continuous family of $n \times n$ complex valued matrices for $|x - x_0| < \delta$, where the parameter $x$ is either real or
Suppose that

\[ A(x) = A_0 + (x - x_0)A_1 + |x - x_0|o(1). \]

Assume furthermore that \( \lambda_0 \) is a geometrically simple eigenvalue of \( A_0 \) of multiplicity \( m \). Let \( x_1, \ldots, x_m \) and \( y_1, \ldots, y_m \) be eigenvectors of \( A_0 \) and \( A_0^\top \) respectively corresponding to \( \lambda_0 \), which form a biorthonormal system \( y_i^\top x_j = \delta_{ij}, \ i, j = 1, \ldots, m. \) Then it is possible to enumerate the eigenvalues of \( A(x) \) by \( \lambda_i(x), \ i = 1, \ldots, n, \) such that

\[ \lambda_i(x) = \lambda_0 + (x - x_0)\mu_i + |x - x_0|o(1), \quad i = 1, \ldots, m, \]

where \( \mu_1, \ldots, \mu_m \) are the eigenvalues of the matrix

\[ S = [s_{ij}] \in \mathbb{C}^{m \times m}, \quad s_{ij} = y_i^\top A_1 x_j, \ i, j = 1, \ldots, m. \]

**Proof.** By considering the matrix \( P^{-1}A(x)P \), for an appropriate \( P \in \text{GL}(n, \mathbb{C}) \), we can assume that \( A_0 \) is in the Jordan canonical form such that the first \( m \) diagonal entries of \( A_0 \) are \( \lambda_0 \). The proofs of Theorems 3.5.3 and 3.5.7 implies the existence of

\[ X(B) = I + Z(B), \quad Z \in H_0^{n \times n}, \quad Z(0) = 0, \]

such that

\[ X^{-1}(B)(A_0 + B)X(B) = \oplus_{i=1}^m C_i(B), \quad C_i(0) = \lambda_0 I_m. \]

Substituting

\[
B(x) = A(x) - A_0 = (x - x_0)A_1 + |x - x_0|o(1), \\\nX(x) = X(B(x)) = I + (x - x_0)X_1 + |x - x_0|o(1)
\]

we get

\[ C(X) = X^{-1}A(x)X(x) = A_0 + (x - x_0)(A_1 + A_0 X_1 - X_1 A_0) + |x - x_0|o(1). \]

According (3.8.4) \( \lambda_1(x), \ldots, \lambda_m(x) \) are the eigenvalues of \( C_1(B(x)) \). As \( C_1(B(x_0)) = \lambda_0 I_m \), by considering \( (C_1(B(x)) - \lambda_0 I_m)/(x - x_0) \) we deduce that \( (\lambda_i(x) - \lambda_0)/(x - x_0) \) are continuous functions at \( x_0 \). Also

\[ (C_1(B(x)) - \lambda_0 I_m)/(x - x_0) = [v_i^\top (A_1 + A_0 X_1 - X_1 A_0) u_j]_{i,j=1}^m + o(1), \]

where \( u_i = v_i = (\delta_{i1}, \ldots, \delta_{im})^\top \) for \( i = 1, \ldots, m. \) Since \( u_i \) and \( v_i \) are the eigenvectors of \( A_0 \) and \( A_0^\top \) respectively corresponding to \( \lambda_0 \) for \( i = 1, \ldots, m \), it follows that \( v_i^\top (A_0 X_1 - X_1 A_0) u_j = 0 \) for \( i, j = 1, \ldots, m. \) This establishes
the result for a particular choice of eigenvectors $u_1, \ldots, u_m$ and $v_1, \ldots, v_m$. It is left to note that any other choice of the eigenvectors $x_1, \ldots, x_m$ and $y_1, \ldots, y_m$, which form a biorthonormal system amounts to a new matrix $S_1$ which is similar to $S$. In particular $S$ and $S_1$ have the same eigenvalues.

### Problems

1. Let $A(x) = \begin{bmatrix} 0 & 1 \\ x & 0 \end{bmatrix}$. Find the eigenvalues and the eigenvectors of $A(x)$ in terms of $\sqrt{x}$. Show that (3.8.2) does not apply for $x_0 = 0$ in this case. Let $B(x) = A(x^2)$. Show that (3.8.2) holds for $x_0$ even though $\lambda_0 = 0$ is not geometrically simple for $B(0)$.

### 3.9 Analytic similarity over $H_0$

Let $A, B \in H_0^{n \times n}$. That is

$$A(x) = \sum_{k=0}^{\infty} A_k x^k, \quad |x| < r(A),$$

$$B(x) = \sum_{k=0}^{\infty} B_k x^k, \quad |x| < r(B).$$

(3.9.1)

**Definition 3.9.1** For $A, B \in H_0^{n \times n}$ let $\eta(A, B)$ and $\kappa_p(A, B)$ be the index and the number of local invariant polynomials of degree $p$ of the matrix $I_n \otimes A(x) - B(x)^\top \otimes I_n$ respectively.

**Theorem 3.9.2** Let $A, B \in H_0^{n \times n}$. Then $A$ and $B$ are analytically similar over $H_0$ if and only if $A$ and $B$ are rationally similar over $H_0$ and there exists $\eta(A, A) + 1$ matrices $T_0, \ldots, T_\eta \in \mathbb{C}^{n \times n}$ ($\eta = \eta(A, A)$), such that $\det T_0 \neq 0$ and

$$\sum_{i=0}^{k} A_i T_{k-i} - T_{k-i} B_i = 0, \quad k = 0, \ldots, \eta(A, A).$$

(3.9.2)

**Proof.** The necessary part of the theorem is obvious. Assume now that $A(x) \approx B(x)$ and the matrices $T_0, \ldots, T_\eta$ satisfy (3.9.2), where $T_0 \in$
\( \text{GL}(n, \mathbb{C}) \). Put
\[
C(x) = T(x)B(x)T^{-1}(x), \quad T(x) = \sum_{k=0}^{\eta} T_k x^k.
\]

As \( \det T_0 \neq 0 \) we deduce that \( B(x) \approx C(x) \). Hence \( A(x) \approx C(x) \). In particular \( r(A, A) = r(A, C) \). Also (3.9.2) is equivalent to \( A(x) - C(x) = x^{\eta+1}O(1) \). Thus
\[
(I_n \otimes A(x) - A(x)^\top \otimes I_n) - (I_n \otimes A(x) - C(x)^\top \otimes I_n) = x^{\eta+1}O(1).
\]

In view of Lemma 1.15.2 the matrices \( (I_n \otimes A(x) - A(x)^\top \otimes I_n), (I_n \otimes A(x) - C(x)^\top \otimes I_n) \) are equivalent over \( H_0 \).

Suppose that \( x \) satisfies the system (3.9.2) where \( B_i = C_i, i = 0, 1, \ldots, \eta \). Theorem 1.15.3 yields the existence \( P(x) \in H_0^{n \times n} \) such that
\[
A(x)P(x) - P(x)C(x) = 0, \quad P(0) = I.
\]

Hence \( A(x) \approx B(x) \). By the definition \( C(x) \approx B(x) \). Therefore \( A(x) \approx B(x) \).

Note that if \( \eta(A, A) = 0 \) the assumptions of Theorem 3.9.2 are equivalent to \( A(x) \approx B(x) \). Then the implication that \( A(x) \approx B(x) \) follows from Corollary 3.6.5.

Suppose that the characteristic polynomial of \( A(x) \) splits over \( H_0 \). That is
\[
\det (\lambda I - A(x)) = \prod_{i=1}^{n} (\lambda - \lambda_i(x)), \quad \lambda_i(x) \in H_0, \ i = 1, \ldots, n.
\]

As \( H_0 \) is \( ED \), Theorem 2.5.4 yields that \( A(x) \) is similar to an upper triangular matrix. Using Theorem 3.5.7 and Theorem 2.5.4 we obtain that \( A(x) \) is analytically similar to
\[
C(x) = \bigoplus_{i=1}^{\ell} C_i(x), \quad C_i(x) \in H_0^{n_i \times n_i},
\]
where
\[
(\alpha_i I_{n_i} - C_i(0))^{n_i} = 0, \quad \alpha_i = \lambda_{n_i}(0), \ \alpha_i \neq \alpha_j \text{ for } i \neq j, \ i, j = 1, \ldots, \ell.
\]

Furthermore each \( C_i(x) \) is an upper triangular matrix. In what follows we are more specific on the form of the upper triangular matrix.

**Theorem 3.9.3** Let \( A(x) \in H_0^{n \times n} \). Assume that the characteristic polynomial of \( A(x) \) splits in \( H_0 \). Then \( A(x) \) is analytically similar to a block

\[
\bigoplus_{i=1}^{\ell} C_i(x), \quad C_i(x) \in H_0^{n_i \times n_i},
\]

where
\[
(\alpha_i I_{n_i} - C_i(0))^{n_i} = 0, \quad \alpha_i = \lambda_{n_i}(0), \ \alpha_i \neq \alpha_j \text{ for } i \neq j, \ i, j = 1, \ldots, \ell.
\]
3.9. ANALYTIC SIMILARITY OVER $H_0$

A diagonal matrix $C(x)$ of the form (3.9.4) such that each $C_i(x)$ is an upper triangular matrix whose off-diagonal entries are polynomial in $x$. Moreover, the degree of each polynomial entry above the diagonal in the matrix $C_i(x)$ does not exceed $\eta(C_i, C_i)$ for $i = 1, \ldots, \ell$.

**Proof.** In view of Theorem 3.5.7 we may assume that $\ell = 1$. That is, $A(0)$ has one eigenvalue $\alpha_0$. Furthermore, by considering $A(x) - \alpha_0 I$ we may assume that $A(0)$ is nilpotent. Also in view of Theorem 3 we may assume that $A(x)$ is already in the upper triangular form. Suppose in addition to all the above assumptions $A(x)$ is nilpotent. Define

$$X_k = \{ y : A^k y = 0, \ y \in H_0^n \}, \quad k = 0, 1, \ldots.$$

Then

$$\{ 0 \} = X_0 \subseteq X_1 \subseteq X_2 \subseteq \cdots \subseteq X_p = H_0^n.$$

Using Theorem 1.13.3 one can show the existence of a basis $y_1(x), \ldots, y_n(x)$ in $H_0^n$, such that $y_1(x), \ldots, y_{\psi_k}(x)$ is a basis in $X_k$ for $k = 1, \ldots, p$. As $A(x)X_{k+1} \subseteq X_k$ we have

$$A(x)y_j = \sum_{i=1}^{\psi_k} g_{ij} y_i(x), \quad \psi_k < j \leq \psi_{k+1}.$$

Define $g_{ij} = 0$ for $i > \psi_k$ and $\psi_k < j \leq \psi_{k+1}$. Put

$$G(x) = [g_{ij}]_{n \times n}, \quad T(x) = [y_1(x), \ldots, y_n(x)] \in H_0^{n \times n}.$$

Since $y_1(x), \ldots, y_n(x)$ is a basis in $H_0^n$ we deduce that $T(x) \in GL(n, H_0)$. Hence

$$G(x) = T^{-1}(x) A(x) T(x), \quad s = \eta(A, A) = \eta(G, G).$$

Let

$$G(x) = \sum_{j=0}^{\infty} G_j x^j, \quad G^{(k)} = \sum_{j=0}^{k} G_j x^j, \quad k = 0, 1, \ldots.$$

We claim that $G^{(s)} \geq G(x)$. First note that

$$(I_n \otimes G(x) - G(x)^T \otimes I_n) - (I_n \otimes G^{(s)}(x) - G^{(s)}(x)^T \otimes I_n) = x^{s+1}O(1).$$

Lemma 1.15.2 implies that the matrices $(I_n \otimes G(x) - G(x)^T \otimes I_n), \ (I_n \otimes G^{(s)}(x) - G^{(s)}(x)^T \otimes I_n)$ have the same local invariant polynomial up to the degree $s$. So $r(G, G) \leq r(G^{(s)}, G^{(s)})$ which is equivalent to

$$\nu(G^{(s)}, G^{(s)}) \leq \nu(G, G).$$
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Let
\[ Y_k = \{ y = (y_1, \ldots, y_n)^\top : \ y_j = 0 \text{ for } j > \psi_k \}, \ k = 0, \ldots, p. \]

Clearly if \( g_{ij} = 0 \) then \((i, j)\)th entry of \( G^{(s)} \) is also equal to zero. By the definition \( g_{ij}(x) = 0 \) for \( i > \psi_k \) and \( \psi_k < j < \psi_{k+1} \). So \( G^{(s)}(x)Y_{k+1} \subset Y_k \) for \( k = 0, \ldots, p - 1 \). Theorem 2.11.2 implies

\[ (3.9.6) \quad \nu(G(x_0), G(x_0)) \leq \nu(G^{(s)}(x_0), G^{(s)}(x_0)) \]

for all \( x_0 \) in the neighborhood of the origin. Hence \( \nu(G, G) \leq \nu(G^{(s)}, G^{(s)}) \).

This establishes equality in (3.9.5), which in return implies equality in (3.9.6) for \( 0 < |x_0| < \rho \). Theorem 2.11.2 yields that \( G(x_0) \approx G^{(s)}(x_0) \) for \( 0 < |x_0| < \rho \). From Theorem 3.6.2 we deduce that \( GBG^{(s)} \). As \( G(x)I - IG^{(s)} = x^{s+1}O(1) \) Theorem 3.9.2 implies that \( GB^{(s)}G^{(s)} \).

This establishes the theorem in case that \( A(x) \) is a nilpotent.

We now consider the general case where \( A(x) \) is an upper triangular matrix. Without loss of generality we may assume that \( A(x) \) is of the form

\[ A(x) = [A_{ij}]_{i,j}^{\ell}, \quad A_{ij} \in H_0^{n_i \times n_j}, \]

\[ (3.9.7) \quad A_{ij}(x) = 0 \text{ for } j < i, \quad (A_{ij}(x) - \lambda_i(x)I_{n_i})^{n_i} = 0, \quad \lambda_i \neq \lambda_j(x), \text{ for } i \neq j, \quad i, j = 1, \ldots, \ell. \]

We already showed that

\[ A_{ii}(x) = T_i(x)^{-1}F_{ii}(x)T_i(x), \quad T_i \in GL(n, H_0), \]

and each \( F_{ii}(x) - \lambda_i(x)I_{n_i} \) is a nilpotent upper triangular matrix with polynomial entries of the form described above. Let

\[ T(x) = \sum_{i=1}^{\ell} T_i(x), \quad G(x) = [G_{ij}(x)]_{i,j}^{\ell} = T(x)^{-1}A(x)T(x). \]

As \( \lambda_i(x) \neq \lambda_j(x) \) for \( i \neq j \) Problem 3 implies \( \nu(G, G) = \sum_{i=1}^{\ell} \nu(G_{ii}, G_{ii}) \).

Let \( G^{(k)}(x) = [G_{ij}^{(k)}] \) be defined as above. Theorem 2.10.2 implies

\[ \nu(G^{(k)}, G^{(k)}) \geq \sum_{i=1}^{\ell} \nu(G_{ii}^{(k)}, G_{ii}^{(k)}). \]

Using Theorem 2.11.2 as above we obtain \( \nu(G_{ii}, G_{ii}) \leq \nu(G_{ii}^{(k)}, G_{ii}^{(k)}) \). Combine the above inequalities we obtain \( \nu(G, G) \leq \nu(G^{(s)}, G^{(s)}) \).

Compare this inequality with the inequality (3.9.5) to deduce equality in (3.9.5). Hence

\[ (3.9.8) \quad \nu(G_{ii}^{(s)}, G_{ii}^{(s)}) = \nu(G_{ii}, G_{ii}), \quad i = 1, \ldots, \ell. \]
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Let

$$D_i(x) = \lambda_i(x)I_{m_i} = \sum_{j=0}^\infty D_{ij}x^j, \quad D_i^{(k)}(x) = \sum_{j=0}^k D_{ij}x^j,$$

(3.9.9)

$$D(x) = \oplus_{i=1}^\ell D_i(x), \quad D^{(k)}(x) = \oplus_{i=1}^\ell D_i^{(k)}(x).$$

Then (3.9.8) is equivalent to

$$\nu(G_{ii}^{(s)} - D_{ii}^{(s)}, G_{ii}^{(s)} - D_{ii}) = \nu(G_{ii} - D_{ii}, G_{ii} - D_{ii}), \quad i = 1, \ldots, \ell.$$

As above Theorem 2.11.2 yields that

$$G_{ii}^{(s)} - D_{ii}^{(s)} \approx G_{ii}^{(s)} - D_{ii} \Rightarrow G_{ii}^{(s)} - D_{ii} \approx G_{ii}^{(s)} - D_{ii} + D. \quad \text{Also } GI - I(G^{(s)} - D^{(s)} + D) = x^{s+1}O(1). \quad \text{Theorem 3.9.2 yields } G_{ii}^{(s)} - D_{ii} \approx G_{ii}^{(s)} - D_{ii} + D. \quad \text{The proof of the theorem is completed.} \quad \square$$

**Theorem 3.9.4** Let $P(x)$ and $Q(x)$ be matrices of the form (3.9.4)

$$P(x) = \oplus_{i=1}^p P_i(x), \quad P_i(x) \in H_{m_i \times m_i}^0, \quad (\alpha_i I_{m_i} - P_i(0))^{m_i} = 0, \quad \alpha_i \neq \alpha_j \quad \text{for } i \neq j, \quad i, j = 1, \ldots, p,$$

(3.9.10)

$$Q(x) = \oplus_{j=1}^q Q_j(x), \quad Q_j(x) \in H_{n_j \times n_j}^0, \quad (\beta_j I_{n_j} - Q_j(0))^{n_j} = 0, \quad \beta_i \neq \beta_j \quad \text{for } i \neq j, \quad i, j = 1, \ldots, q.$$

Assume furthermore that

$$\alpha_i = \beta_i, \quad i = 1, \ldots, t, \quad \alpha_j \neq \beta_j, \quad i = t + 1, \ldots, p, \quad j = t + 1, \ldots, q, \quad 0 \leq t \leq \min(p, q).$$

Then the nonconstant local invariant polynomials of $I \otimes P(x) - Q(x)^T \otimes I$ are the nonconstant local invariant polynomials of $I \otimes P_i(x) - Q_j(x)^T \otimes I$ for $i = 1, \ldots, t$. That is

$$\kappa_p(P, Q) = \sum_{i=1}^t \kappa_p(P_i, Q_i), \quad p = 1, \ldots,$$

(3.9.12)

In particular if $C(x)$ is of the form (3.9.4) then

$$\eta(C, C) = \max_{1 \leq i \leq \ell} \eta(C_i, C_i).$$

(3.9.13)
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**Proof.** Theorem 1.15.3 implies \( \kappa_p(P, Q) = \dim W_{p-1} - \dim W_p \), where \( W_p \subset \mathbb{C}^{n \times n} \) is the subspace of \( n \times n \) matrices \( X_0 \) such that

\[
(3.9.14) \quad \sum_{j=0}^{k} P_{k-j}X_j - X_jQ_{k-j} = 0, \quad k = 0, \ldots, p.
\]

Here

\[
P(x) = \sum_{j=0}^{\infty} P_j x^j, \quad P_i(x) = \sum_{j=1}^{\infty} P_{i}^{(j)} x^j, \quad P_j = \bigoplus_{i=1}^{p} P_{i}^{(j)},
\]

\[
Q(x) = \sum_{j=0}^{\infty} Q_j x^j, \quad Q_i(x) = \sum_{j=1}^{\infty} Q_{i}^{(j)} x^j, \quad Q_j = \bigoplus_{i=1}^{q} Q_{i}^{(j)}.
\]

Partition \( X_j \) to \( [X_{\alpha\beta}^{(j)}] \), \( X_{\alpha\beta}^{(j)} \in \mathbb{C}^{m_{\alpha} \otimes n_{\beta}}, \alpha = 1,\ldots,p, \beta = 1,\ldots,q \). We claim that \( X_{\alpha\beta}^{(j)} = 0 \) if either \( \alpha > t + 1 \), or \( \beta > t + 1 \), or \( \alpha \neq \beta \). Indeed in view of Lemma 2.8.1 the equation \( P_{0}^{(\alpha)}Y - YQ_{0}^{(\beta)} = 0 \) has only the trivial solution for \( \alpha, \beta \) satisfying the above conditions. Then the claim that \( X_{\alpha\beta}^{(j)} = 0 \) follows by induction. Thus (3.9.14) splits to the system

\[
\sum_{j=0}^{k} P_{k-j}^{(i)} X_{\alpha\alpha}^{(j)} - X_{\alpha\alpha}^{(j)}Q_{\beta\beta}^{(i)} = 0, \quad i = 1,\ldots,t.
\]

Apply the characterizations of \( \kappa_p(P, Q) \) and \( \kappa_p(P_i, Q_i) \) for \( i = 1,\ldots,t \) to deduce (3.9.12). Clearly (3.9.12) implies (3.9.13). \( \square \)

We conclude this section by remarking that main assumptions of Theorem 3.9.3, the splitting of the characteristic polynomial of \( A(x) \) in \( H_0 \), is not a heavy restriction in view of the Weierstrass preparation theorem (Theorem 1.8.4). That is the eigenvalues of \( A(y^m) \) split in \( H_0 \) for some value of \( m \). Recall that \( m \) can be always be chosen \( n! \), i.e. the minimal \( m \) divides \( n! \). Problem 1 claims \( A(x) \approx B(x) \iff A(y^m) \approx B(y^m) \). In view of Theorem 3.9.3 the classification problem of analytic similarity classes reduces to the description of the polynomial entries which are above the diagonal (in the matrix \( C \) in Theorem 3.9.3). Thus given the rational canonical form of \( A(x) \) and the index \( \eta(A, A) \) the set of all possible analytic similarity classes which correspond to \( A \) is a certain finite dimensional variety.

The case \( n = 2 \) is classified completely (Problem 2). In this case to a given rational canonical form there are at most countable number of
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analytic similarity classes. For $n = 3$ we have an example in which to a
given rational canonical form there the family of distinct similarity classes
 correspond to a finite dimensional variety (Problem 3).

Problems

1. Let $A(x), B(x) \in H_0^{n \times n}$ and let $m$ be a positive integer. Assume that
$A(y^m)T(y) = T(y)A(y^m)$ where $T(y) \in H_0^{n \times n}$. Show

$$A(x)Q(x) = Q(x)B(x), \quad Q(y^m) = \frac{1}{m} \sum_{k=1}^{m} T(y e^{\frac{2\pi i k}{m}}), \quad Q(x) \in H_0^{n \times n}.$$  

Prove $A(x) \approx B(x) \iff A(y^m) \approx B(y^m)$.

2. Let $A(x) \in H_0^{2 \times 2}$ and assume that

$$\det (\lambda I - A(x)) = (\lambda - \lambda_1(x))(\lambda - \lambda_2(x)), \quad \lambda_i(x) = \sum_{j=0}^{\infty} \lambda_i^{(j)} x^j \in H_0, \quad i = 1, 2,$$

$$\lambda_j^{(1)} = \lambda_j^{(2)}, \quad j = 0, \ldots, p, \quad \lambda_{p+1}^{(1)} \neq \lambda_{p+1}^{(2)}, \quad -1 \leq p \leq \infty,$$

$$p = \infty \iff \lambda_1(x) = \lambda_2(x).$$

Show that $A(x)$ is analytically similar either to a diagonal matrix or to

$$B(x) = \begin{bmatrix} \lambda_1(x) & x^k \\ 0 & \lambda_2(x) \end{bmatrix}, \quad k = 0, \ldots, p \ (p \geq 0).$$

Furthermore if $A(x) \approx B(x)$ then $\eta(A, A) = k$. (Hint: Use a similarity transformation of the form $DAD^{-1}$, where $D$ is a diagonal matrix.)

3. Let $A(x) \in H_0^{3 \times 3}$. Assume that

$$A(x) \approx C(p), \quad p(\lambda, x) = \lambda(\lambda - x^{2m})(\lambda - x^{4m}), \quad m \geq 1.$$  

Show that $A(x)$ is analytically similar to a matrix

$$B(x, a) = \begin{bmatrix} 0 & x^{k_1} & a(x) \\ 0 & x^{2m} & x^{k_2} \\ 0 & 0 & x^{4m} \end{bmatrix}, \quad 0 \leq k_1, k_2 \leq \infty \ (x^\infty = 0),$$

where $a(x)$ is a polynomial of degree $4m - 1$ at most. (Use Problem 2.) Assume that $k_1 = k_2 = m$. Show that $B(x, a) \approx B(x, b)$ if and only if
(1) if \( a(0) \neq 1 \) then \( b - a \) is divisible by \( x^m \).

(2) if \( a(0) = 1 \) and \( \frac{d^i a}{dx^i} = 0 \), \( i = 1, \ldots, k - 1 \), \( \frac{d^k a}{dx^k} \neq 0 \) for \( 1 \leq k < m \) then \( b - a \) is divisible by \( x^m + k \).

(3) if \( a(0) = 1 \) and \( \frac{d^i a}{dx^i} = 0 \), \( i = 1, \ldots, m \) then \( b - a \) is divisible by \( x^{2m} \).

Then for \( k_1 = k_2 = m \) and \( a(0) \in \mathbb{C} \setminus \{1\} \) we can assume that \( a(x) \) is a polynomial of degree less than \( m \). Furthermore the similarity classes of \( A(x) \) is uniquely determined by such \( a(x) \). These similarity classes are parameterized by \( \mathbb{C} \setminus \{1\} \times \mathbb{C}^{m-1} \) (the Taylor coefficients of \( a(x) \)).

4. Let \( P \) and \( Q \) satisfy the assumptions of Theorem 3.9.4. Show that \( P \) and \( Q \) are analytically similar if and only if

\[
p = q = t, \quad m_i = n_i, \quad P_i(x) \approx Q_i(x), \quad i = 1, \ldots, t.
\]

### 3.10 Strict similarity of matrix polynomials

**Definition 3.10.1** Let \( A(x), B(x) \in \mathbb{C}[x]^{n \times n} \). Then \( A(x) \) and \( B(x) \) are called strictly similar \((A \approx B)\) if there exists \( P \in GL(n, \mathbb{C}) \) such that \( B(x) = PA(x)P^{-1} \).

**Definition 3.10.2** Let \( \ell \) be a positive integer and \((A_0, A_1, \ldots, A_\ell), (B_0, \ldots, B_\ell) \in (\mathbb{C}^{n \times n})^{\ell+1} \). Then \((A_0, A_1, \ldots, A_\ell) \approx (B_0, \ldots, B_\ell)\) if there exists \( P \in GL(n, \mathbb{C}) \) such that \( B_i = PA_iP^{-1}, i = 0, \ldots, \ell \), i.e. \((B_0, B_1, \ldots, B_\ell) = P(A_0, A_1, \ldots, A_\ell)P^{-1} \).

Clearly

**Proposition 3.10.3** Let

\[
A(x) = \sum_{i=0}^\ell A_i x^i, \quad B(x) = \sum_{i=0}^\ell B_i x^i \in \mathbb{C}[x]^{n \times n}.
\]

Then \((A \approx B)\) if and only if \((A_0, A_1, \ldots, A_\ell) \approx (B_0, \ldots, B_\ell)\).

The problem of simultaneous similarity of matrices, i.e. to describe the similarity class of a given \( m \) (\( \geq 2 \)) tuple of matrices or to decide when a given two tuples of matrices are simultaneously similar, is a hard problem. See [Fri83]. There are some cases where this problem has a relatively simple solution.
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Theorem 3.10.4 Let $\ell \geq 1$ and $(A_0, \ldots, A_\ell) \in (\mathbb{C}^{n \times n})^{\ell+1}$. Then
$(A_0, \ldots, A_\ell)$ is simultaneously similar to a diagonal tuple $(B_0, \ldots, B_\ell) \in (\mathbb{C}^{n \times n})^{\ell+1}$, i.e. each $B_i$ is a diagonal matrix, if and only if $A_0, \ldots, A_\ell$ are
$\ell+1$ commuting diagonable matrices:

$$A_i A_j = A_j A_i, \quad i, j = 0, \ldots, \ell.$$  

(3.10.2)

Proof. Clearly if $(A_0, \ldots, A_\ell)$ is simultaneously similar to a diagonal tuple then $A_0, \ldots, A_\ell$ a set of commuting diagonal matrices. Assume that $A_0, \ldots, A_\ell$ a set of commuting diagonal matrices. We show that
$(A_0, \ldots, A_\ell)$ is simultaneously similar to a diagonal tuple by the double induction on $n$ and $\ell$. It is convenient to let $\ell \geq 0$. For $n = 1$ the theorem trivially holds for any $\ell \geq 0$. For $\ell = 0$ the theorem trivially holds for any $n \geq 1$. Assume now that $p > 1$, $q \geq 1$ and assume that the theorem holds for $n \leq p-1$ and all $\ell$ and for $n = p$ and $\ell \leq q-1$. Assume that $A_0, \ldots, A_q \in \mathbb{C}^{p \times p}$ are $q+1$ commuting diagonable matrices. Suppose first that $A_0 = aI_p$.

The induction hypothesis yields that $(B_1, \ldots, B_q) = P(A_1, \ldots, A_q)P^{-1}$ is a diagonal $q$-tuple for some $P \in \text{GL}(n, \mathbb{C})$. As $PA_0P^{-1} = A_0 = aI_p$, we deduce that $(A_0, B_1, \ldots, B_\ell) = P(A_0, A_1, \ldots, A_\ell)P^{-1}$.

Assume that $A_0$ is not a scalar matrix, i.e $A_0 \neq \frac{1}{p} \text{tr} A I_p$. Let

$$\tilde{A}_0 = QA_0Q^{-1} = \oplus_{i=1}^{k} a_i I_{p_i},$$

$$1 \leq p_i, \quad a_i \neq a_j \text{ for } i \neq j, \quad i, j = 1, \ldots, k, \quad \sum_{i=1}^{k} n_i = p.$$ 

Then the $q+1$ tuple $(\tilde{A}_0, \ldots, \tilde{A}_q) = Q(A_0, \ldots, A_q)Q^{-1}$ is a $q+1$ tuple of diagonal commuting matrices. The specific form of $\tilde{A}_0$ and the assumption that $\tilde{A}_0$ and $\tilde{A}_j$ commute implies

$$\tilde{A}_j = \oplus_{i=1}^{k} \tilde{A}_{j,i}, \quad \tilde{A}_{j,i} \in \mathbb{C}^{n_i \times n_i}, \quad i = 1, \ldots, k, \quad j = 1, \ldots, q.$$ 

The assumption that $(\tilde{A}_0, \ldots, \tilde{A}_q)$ is a $q+1$ tuple of diagonal commuting matrices implies that each $i$ the tuple $(a_i I_{p_i}, \tilde{A}_{1,i}, \ldots, \tilde{A}_{q,i})$ is $q+1$ tuple of diagonal commuting matrices. Hence the induction hypothesis yields that $(a_i I_{p_i}, \tilde{A}_{1,i}, \ldots, \tilde{A}_{q,i})$ is similar to a $q+1$ diagonal tuple for $i = 1, \ldots, k$. It follows straightforward that $(\tilde{A}_0, \tilde{A}_1, \ldots, \tilde{A}_q)$ is simultaneously similar to a diagonal $q+1$ tuple. \hfill $\Box$

The problem when $A(x) \in \mathbb{C}[x]^{n \times n}$ is strictly similar to an upper triangular matrix $B(x) \in \mathbb{C}[x]^{n \times n}$ is equivalent to the problem when an $\ell+1$ tuple $(A_0, \ldots, A_\ell) \in (\mathbb{C}^{n \times n})^{\ell+1}$ is simultaneously an upper triangular tuple $(B_0, \ldots, B_\ell)$, i.e. each $B_i$ is an upper triangular matrix, is solved in [DDG51]. We bring their result without a proof.
Definition 3.10.5 Let \( D \) be a domain, let \( n, m \) be positive integers and let \( C_1, \ldots, C_m \in D^{n \times n} \). Then \( \mathcal{A}(C_1, \ldots, C_m) \subset D^{n \times n} \) denotes the minimal algebra in \( D^{n \times n} \) containing \( I_n \) and \( C_1, \ldots, C_m \). That is every matrix \( F \in \mathcal{A}(C_1, \ldots, C_m) \) is a noncommutative polynomial in \( C_1, \ldots, C_m \).

Theorem 3.10.6 Let \( m, \ell \) be positive integers and let \( A_0, \ldots, A_\ell \in (\mathbb{C}^{n \times n})_{\ell + 1} \). TFAE:
(a) \((A_0, \ldots, A_\ell)\) is simultaneously similar to an upper triangular tuple \((B_0, \ldots, B_\ell)\) in \( M_n(\mathbb{C})_{\ell + 1} \).
(b) For any \( 0 \leq i < j \leq \ell \) and \( F \in \mathcal{A}(A_0, \ldots, A_\ell) \) the matrix \((A_iA_j - A_jA_i)F\) is nilpotent.

The implication \((a) \Rightarrow (b)\) is trivial. (See Problem 2.) The verification of condition \((b)\) can be done quite efficiently. (See Problem 3.)

Corollary 3.10.7 Let \( m, \ell \) be positive integers and assume that \( A_0, \ldots, A_\ell \in \mathbb{C}^{n \times n} \) are commuting matrices. Then \((A_0, \ldots, A_\ell)\) is simultaneously similar to an upper triangular tuple \((B_0, \ldots, B_\ell)\).

See Problem 4.

Problems
1. Let \( F \) be a field. View \( F^{n \times n} \) as an \( n^2 \) dimensional vector space over \( F \). Note that any \( A \in F^{n \times n} \) acts as a linear transformation on \( F^{n \times n} \) by left multiplication: \( B \mapsto AB \), \( B \in \mathbb{C}^{n \times n} \). Let \( A_0, \ldots, A_\ell \in F^{n \times n} \). Let \( W_0 = \text{span} \,(I_n) \) and define
\[
W_k = W_{k-1} + \sum_{j=0}^{\ell} A_j W_{k-1}, \quad k = 1, \ldots, \]
Show that \( W_{k-1} \subset W_k \) for each \( k \geq 1 \). Let \( p \) be the minimal nonnegative integer for which the equality \( W_k = W_{k+1} \) holds. Show that \( \mathcal{A}(A_0, \ldots, A_\ell) = W_p \). In particular, \( \mathcal{A}(A_0, \ldots, A_\ell) \) is a finite dimensional subspace of \( F^{n \times n} \).

2. Show the implication \((a) \Rightarrow (b)\) in Theorem 3.10.6.

3. Let the assumptions of Problem 1 hold. Let \( X_0 = \mathcal{A}(A_0, \ldots, A_\ell) \) and define recursively
\[
X_k = \sum_{0 \leq i < j \leq \ell} (A_iA_j - A_jA_i)X_{k-1} \subset F^{n \times n}, \quad k = 1, \ldots, \]
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Show that the condition (a) of Theorem 3.10.6 to the following two conditions:

(c) \( A_i X_k \subset X_k, \quad i = 0, \ldots, \ell, \ k = 0, \ldots. \)

(d) There exists \( q \geq 1 \) such that \( X_q = \{0\} \) and \( X_k \) is a strict subspace of \( X_{k-1} \) for \( k = 1, \ldots, q. \)

4. Let \( A_0, \ldots, A_\ell \in \mathbb{F}^{n \times n}. \) Assume that \( 0 \neq x \in \mathbb{F}^n \) and \( A_0 x = \lambda_0 x. \)

Suppose that \( A_0 A_i = A_i A_0, \ i = 1, \ldots, \ell. \)

(a) Show that any nonzero vector in \( A(A_1, \ldots, A_\ell) \text{span} (x) (\supset \text{span} (x)) \) is an eigenvector of \( A_0 \) corresponding \( \lambda_0. \)

(b) Assume in addition that \( A_1, \ldots, A_\ell \) are commuting matrices whose characteristic polynomials split in \( \mathbb{F} \) to linear factors. Show by induction that there exists \( 0 \neq y \in A(A_1, \ldots, A_\ell) \text{span} (x) \) such \( A_i y = \lambda_i y, \ i = 0, \ldots, \ell. \)

(c) Show that if \( A_0, \ldots, A_\ell \in \mathbb{F}^{n \times n} \) are commuting matrices whose characteristic polynomials split in \( \mathbb{F} \) to linear factors then \( (A_0, \ldots, A_\ell) \) is simultaneously similar over \( \text{GL}(n, \mathbb{F}) \) to an upper triangular \( \ell + 1 \) tuple.

3.11 Similarity to diagonal matrices

Theorem 3.11.1 Let \( A(x) \in H_0^{n \times n} \) and assume that the characteristic polynomial of \( A(x) \) splits in \( H_0 \) as in (3.9.3). Let

\[
B(x) = \text{diag}(\lambda_1(x), \ldots, \lambda_n(x)).
\]

Then \( A(x) \) and \( B(x) \) are not analytically similar if and only if there exists a nonnegative integer \( p \) such that

\[
\kappa_p(A, A) + \kappa_p(B, B) < 2\kappa_p(A, B),
\]

(3.11.2)

\[
\kappa_j(A, A) + \kappa_j(B, B) = 2\kappa_j(A, B), \quad j = 0, \ldots, p - 1, \quad \text{if} \ p \geq 1.
\]

In particular \( A(x) \not\sim B(x) \) if and only if the three matrices given in (2.9.4) are equivalent over \( H_0. \)

Proof. Suppose first that (3.11.2) holds. Then the three matrices in (2.9.4) are not equivalent. Hence \( A(x) \not\sim B(x). \) Assume now that \( A(x) \not\sim B(x). \) Without a loss in generality we may assume that \( A(x) = C(x) \) where \( C(x) \) is given in (3.9.4). Let

\[
B(x) = \oplus_{j=1}^\ell B_j(x), \quad B_j(0) = \alpha_j I_{n_j}, \quad j = 1, \ldots, \ell.
\]
We prove (3.11.2) by induction on $n$. For $n = 1$ (3.11.2) is obvious. Assume that the (3.11.2) holds for $n \leq N - 1$. Let $n = N$. If $A(0) \not\approx B(0)$ then Theorem 2.9.2 implies the inequality (3.11.2) for $p = 0$. Suppose now $A(0) \approx B(0)$. That is $A_j(0) = B_j(0) = \alpha_j I_{n_j}$, $j = 1, \ldots, \ell$. Suppose first that $\ell > 1$. Theorem 3.9.4 yields

$$
\kappa_p(A, A) = \sum_{j=1}^{\ell} \kappa_p(A_j, A_j), \quad \kappa_p(A, B) = \sum_{j=1}^{\ell} \kappa_p(A_j, B_j),
$$

$$
\kappa_p(B, B) = \sum_{j=1}^{\ell} \kappa_p(B_j, B_j).
$$

Problem 4 implies that $A(x) \not\approx B(x) \iff A_j(x) \not\approx B_j(x)$ for some $j$. Use the induction hypothesis to deduce (3.11.2). It is left to consider the case

$$
A(0) = B(0) = \alpha_0, \quad \kappa_0(A, A) = \kappa_0(A, B) = \kappa_0(B, B) = 0.
$$

Let

$$
A^{(1)}(x) = \frac{A(x) - \alpha_0 I}{x}, \quad B^{(1)}(x) = \frac{B(x) - \alpha_0 I}{x}.
$$

Clearly

$$
\kappa_p(A, A) = \kappa_{p-1}(A^{(1)}, A^{(1)}), \quad \kappa_p(A, B) = \kappa_{p-1}(A^{(1)}, B^{(1)}),
$$

$$
\kappa_p(B, B) = \kappa_{p-1}(B^{(1)}, B^{(1)}).
$$

Furthermore $A(x) \not\approx B(x) \iff A^{(1)}(x) \not\approx B^{(1)}(x)$. Continue this process. If at some (first) stage $k$ either $A^{(k)}(0) \not\approx B^{(k)}(0)$ or $A^{(k)}(0)$ has at least two distinct eigenvalues we conclude (3.11.2) as above. Suppose finally that such $k$ does not exist. Then $A(x) = B(x) = \lambda(x) I$, which contradicts the assumption $A(x) \not\approx B(x)$. \hfill \Box

Let $A(x) \in H_n^{0 \times n}$. The Weierstrass preparation theorem (Theorem 1.8.4) implies that the eigenvalues of $A(y^s)$ are analytic in $y$ for some $s | n!$. That is the eigenvalues $\lambda_1(x), \ldots, \lambda_n(x)$ are multivalued analytic functions in $x$ which have the expansion

$$
\lambda_j(x) = \sum_{k=0}^{\infty} \lambda_{jk} x^{\frac{k}{s_j}}, \quad j = 1, \ldots, n.
$$

In particular each $\lambda_j$ has $s_j$ branches, where $s_j | m$. For more properties of the eigenvalues $\lambda_1(x), \ldots, \lambda_n(x)$ see for example [Kat80, Chap.2].
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Let \( A(x) \in \mathbb{C}[x]^{n \times n} \). Then

\[
A(x) = \sum_{k=0}^\ell A_k x^k, \quad A_k \in \mathbb{C}^{n \times n}, \quad k = 0, \ldots, \ell.
\]

The eigenvalues of \( A(x) \) satisfy the equation

\[
\det(\lambda I - A(x)) = \lambda^n + \sum_{j=1}^n a_j(x)\lambda^{n-j}, \quad a_j(x) \in \mathbb{C}[x], \quad j = 1, \ldots, n.
\]

Thus the eigenvalues \( \lambda_1(x), \ldots, \lambda_n(x) \) are algebraic functions of \( x \). (See for example [GuR65].) For each \( \zeta \in \mathbb{C} \) we apply the Weierstrass preparation theorem in \( H_\zeta \) to obtain the Puiseaux expansion of \( \lambda_j(x) \) around \( x = \zeta \):

\[
\lambda_j(x) = \sum_{k=0}^\infty \lambda_{jk}(\zeta)(x - \zeta)^{\frac{k}{s}}, \quad j = 1, \ldots, n.
\]

For simplicity of notation we choose \( s \leq n! \) for which the above expansion holds for each \( \zeta \in \mathbb{C} \). (For example \( s = n! \) is always a valid choice.) Since \( A(x) \) is a polynomial matrix each \( \lambda_j(x) \) has Puiseaux expansion at \( \infty \). Let

\[
A(x) = x^\ell B\left(\frac{1}{x}\right), \quad B(y) = \sum_{k=0}^\ell A_k y^{\ell-k}.
\]

Then the Puiseaux expansion of the eigenvalues of \( B(y) \) at \( y = 0 \) yields

\[
\lambda_j(x) = x^\ell \sum_{k=0}^\infty \lambda_{jk}(\infty)x^{-\frac{k}{s}}, \quad j = 1, \ldots, n.
\]

Equivalently, we view the eigenvalues \( \lambda_j(x) \) as multivalued analytic functions over the Riemann sphere \( \mathbb{P} = \mathbb{C} \cup \infty \). To view \( A(x) \) as a matrix function over \( \mathbb{P} \) we need to homogenize as in §2.1.

**Definition 3.11.2** Let \( A(x) \) be given by (3.11.3). Denote by \( A(x_0, x_1) \) the corresponding homogeneous matrix

\[
A(x_0, x_1) = \sum_{k=0}^{\ell'} A_k x_0^{\ell'-k} x_1^k \in \mathbb{C}[x_0, x_1]^{n \times n},
\]

where \( \ell' = -1 \) if \( A(x) = 0 \) and \( A_{\ell'} \neq 0 \) and \( A_j = 0 \) for \( \ell' < j \leq \ell \) if \( A(x) \neq 0 \).
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Let \( A(x), B(x) \in \mathbb{C}[x]^{n \times n} \). Then \( A(x) \) and \( B(x) \) are similar over \( \mathbb{C}[x] \), denoted by \( A(x) \approx B(x) \), if \( B(x) = P(x)A(x)P^{-1}(x) \) for some \( P(x) \in \text{GL}(n, \mathbb{C}[x]) \). Lemma 2.9.4 implies that if \( A(x) \approx B(x) \) then the three matrices in (3.6.2) are equivalent over \( \mathbb{C}[x] \). Assume a stronger condition \( A \approx B \). Clearly if \( B(x) = P A(x) P^{-1} \) then \( B(x_0, x_1) = P A(x_0, x_1) P^{-1} \).

According to Lemma 2.9.4 the matrices

\[
(3.11.8) \quad I \otimes A(x_0, x_1) - A(x_0, x_1)^\top \otimes I, \\
I \otimes A(x_0, x_1) - B(x_0, x_1)^\top \otimes I, \\
I \otimes B(x_0, x_1) - B(x_0, x_1)^\top \otimes I,
\]

are equivalent over \( \mathbb{C}[x_0, x_1] \). Lemma 1.12.3 yields.

**Lemma 3.11.3** Let \( A(x), B(x) \in \mathbb{C}[x]^{n \times n} \). Assume that \( A(x) \approx B(x) \). Then the three matrices in (3.11.8) have the same invariant polynomials over \( \mathbb{C}[x_0, x_1] \).

**Definition 3.11.4** Let \( A(x), B(x) \in \mathbb{C}[x]^{n \times n} \). Let \( A(x_0, x_1), B(x_0, x_1) \) be the homogeneous matrices corresponding to \( A(x), B(x) \) respectively. Denote by \( i_k(A, B, x_0, x_1) \), \( k = 1, \ldots, r(A, B) \) the invariant factors of \( I \otimes A(x_0, x_1) - B(x_0, x_1)^\top \otimes I \).

The arguments of the proof of Lemma 2.1.2 imply that \( i_k(A, B, x_0, x_1) \) is a homogeneous polynomial for \( k = 1, \ldots, r(A, B) \). Moreover \( i_k(A, B, 1, x) \) are the invariants factors of \( I \otimes A(x) - B(x)^\top \otimes I \). (See Problems 5-6.)

**Theorem 3.11.5** Let \( A(x) \in \mathbb{C}[x]^{n \times n} \). Assume that the characteristic polynomial of \( A(x) \) splits to linear factors over \( \mathbb{C}[x] \). Let \( B(x) \) be the diagonal matrix of the form (3.11.1). Then \( A(x) \approx B(x) \) if and only if the three matrices in (3.6.2) are equivalent over \( \mathbb{C}[x] \). Furthermore \( A(x) \approx B(x) \) if and only if the three matrices in (1.34.8) have the same invariant factors over \( \mathbb{C}[x_0, x_1] \).

**Proof.** Clearly if \( A(x) \approx B(x) \) then the three matrices in (3.6.2) are equivalent over \( \mathbb{C}[x] \). Similarly if \( A(x) \approx B(x) \) then the three matrices in (1.34.8) have the same invariant factors over \( \mathbb{C}[x_0, x_1] \). We now show the opposite implications.

Without loss of generality we may assume that \( B(x) \) is of the form

\[
B(x) = \oplus_{i=1}^m \lambda_i(x) I_{n_i} \in \mathbb{C}[x]^{n \times n}, \quad \lambda_i(x) \neq \lambda_j(x), \ i \neq j, \ i, j = 1, \ldots, m.
\]

(3.11.9)

Thus for all but a finite number of points \( \zeta \in \mathbb{C} \) we have that

\[
(3.11.10) \quad \lambda_i(\zeta) \neq \lambda_j(\zeta) \text{ for } i \neq j, \quad i, j = 1, \ldots, m.
\]
3.11. SIMILARITY TO DIAGONAL MATRICES

Assume first that $A(x) \approx B(x)$. Let $P_j(A)$ be the projection of $A(x)$ on $\lambda_j(x)$ for $j = 1, \ldots, m$. Suppose that (3.11.10) is satisfied at $\zeta$. Problem 3.4.10 yields that each $P_j(x)$ is analytic in the neighborhood of $\zeta$. Assume that (3.11.10) does not hold for $\zeta \in \mathbb{C}$. The assumptions that the three matrices in (3.11.8) have the same invariant polynomials imply that the matrices in (3.6.2) are equivalent over $H_\zeta$. Now use Theorem 3.11.1 to get that $A(x) = Q(x)B(x)Q(x)^{-1}$, $Q \in \mathbf{GL}(n, H_\zeta)$. Clearly $P_j(B)$, the projection of $B(x)$ on $\lambda_j(x)$, is $0 \oplus I_{n_j} \oplus 0$. In particular $P_j(B)$ is analytic in the neighborhood of any $\zeta \in \mathbb{C}$ and its rank is always equal to $n_j$. Problem 3.4.11 yields that $P_j(A)(x) = Q(x)P_j(B)(x)Q(x)^{-1} \in H_{\zeta}^{n \times n}$. Hence rank $P_j(A)(\zeta) = n_j$ for all $\zeta \in \mathbb{C}$. Furthermore $P_j(A)(x) \in H_{\zeta}^{n \times n}$, i.e. each entry of $P_j(A)$ is an entire function (analytic function on $\mathbb{C}$). Problem 3.4.14 yields that

\[(3.11.11) \quad P_j(A)(\zeta) = \prod_{k=1, k \neq j}^{n} \frac{A(\zeta) - \lambda_k(\zeta)}{\lambda_j(\zeta) - \lambda_k(\zeta)}, \quad j = 1, \ldots, n.\]

Hence each entry of $P_j(A)(\zeta)$ is a rational function of $\zeta$ on $\mathbb{C}$. Since $P_j(A)(x)$ is analytic in the neighborhood of each $\zeta \in \mathbb{C}$ it follows that $P_j(x) \in \mathbb{C}[x]^{n \times n}$. We also showed that its rank is locally constant, hence rank $P_j(x) = n_i$, $i = 1, \ldots, m$. Therefore the Smith normal form of $P_j(x)$ over $\mathbb{C}[x]$ is $P_j(x) = S(x)U_i(x)(I_{n_i} \oplus 0)V_i(x)$, $U_i, V_i \in \mathbf{GL}(n, \mathbb{C}[x])$. Let $u_{1,i}(x), \ldots, u_{n,i}(x)$ be the first $n_i$ columns of $U_i(x)$. Then $P_j(x)C^n = \text{span} \{u_{1,i}(x), \ldots, u_{n,i}(x)\}$. Recall that $P_1(x) + \ldots + P_m(x) = I_n$. Hence $u_{1,1}(x), \ldots, u_{n,1}(x), \ldots, u_{1,m}(x), \ldots, u_{n,m}(x)$ is a basis for $\mathbb{C}^n$ for each $x \in \mathbb{C}$. Let $S(x)$ be the matrix with the columns

\[u_{1,1}(x), \ldots, u_{n,1}(x), \ldots, u_{1,m}(x), \ldots, u_{n,m}(x).\]

Then $S(x) \in \mathbf{GL}(n, \mathbb{C}[x])$. Let $D(x) = S^{-1}(x)A(x)S(x) \in \mathbb{C}[x]^{n \times n}$. Since $A(x)$ is pointwise diagonalizable $D(\zeta) = B(\zeta)$, where $\zeta$ satisfies (3.11.10) and $B(x)$ is of the form (3.11.9). Since only finite number of points $\zeta \in \mathbb{C}$ do not satisfy the condition (3.11.9) it follows that $D(x) = B(x)$. This proves the first part of the theorem.

Assume now that the three matrices in (1.34.8) have the same invariant factors over $\mathbb{C}[x_0, x_1]$. The same arguments imply that $A(x_0, 1)^{\sim}_{B(x_0, 1)}$ over the ring $H_0$. That is $P_j(A)$ is also analytic at the neighborhood $\zeta = \infty$. So $P_j(A)$ is analytic on $\mathbb{P}^1$ hence bounded, i.e. each entry of $P_j(A)$ is bounded. Hence $P_j(A)$ is a constant matrix. Therefore $S(x)$ is a constant invertible matrix, i.e. $A(x) \approx B(x)$. \qed
Assume that a homogeneous polynomial matrix for each \( x \in C \) is diagonable (in \( C^{2} \)). Consider for example

\[
A(x) = \begin{bmatrix} x^2 & x \\ 0 & 1 + x^2 \end{bmatrix} \Rightarrow A(x_0, x_1) = \begin{bmatrix} x_0^2 & x_0x_1 \\ 0 & x_0^2 + x_1^2 \end{bmatrix}.
\]

(See Problem 2.)

**Definition 3.11.6** Let \( A(x) \in C[x]^{n \times n} \) be of the form (3.11.3) with \( \ell \geq 1 \) and \( A_\ell \neq 0 \). Let \( \lambda_p(x) \) and \( \lambda_q(x) \) be two distinct eigenvalues of \( A(x) \). (\( \lambda_p(x) \) and \( \lambda_q(x) \) have distinct Puiseaux expansion for any \( \zeta \in \mathbb{P} \).) The eigenvalues \( \lambda_p(x) \) and \( \lambda_q(x) \) are said to be tangent at \( \zeta \in \mathbb{P} \) if their Puiseaux expansion at \( \zeta \) satisfy

\[
(3.11.13) \quad \lambda_{pk}(\zeta) = \lambda_{qk}(\zeta), \quad k = 0, \ldots, s.
\]

(Note that two distinct eigenvalues are tangent at \( \infty \) if the corresponding eigenvalues of \( A(x, 1) \) are tangent at 0.)

Note that for \( A(x) \) given in (3.11.12) the two eigenvalues of \( A(x) x^2 \) and \( 1 + x^2 \) are tangent at one point \( \zeta = \infty \). (The eigenvalues of \( A(x, 1) \) are 1 and 1 + \( x^2 \).)

**Theorem 3.11.7** Let \( A(x) \in C[x]^{n \times n} \) be of the form (3.11.3) with \( \ell \geq 1 \) and \( A_\ell \neq 0 \). Assume that \( B(x) \in C[x]^{n \times n} \) is a diagonal matrix of the form \( \sum_{i=1}^{m} \lambda_i(x)I_{k_i} \), where \( k_1, \ldots, k_m \geq 1 \). Furthermore \( \lambda_1(x), \ldots, \lambda_m(x) \) are \( m \) distinct polynomials satisfying the following conditions:

(a) \( \ell \geq \deg \lambda_i(x), \ i = 1, \ldots, m. \)

(b) The polynomial \( \lambda_i(x) - \lambda_j(x) \) has only simple roots in \( C \) for \( i \neq j \).

\( (\lambda_i(\zeta) = \lambda_j(\zeta) \Rightarrow \lambda'_i(\zeta) \neq \lambda'_j(\zeta)) \).

Then one of the following conditions implies that \( A(x) = S(x)B(x)S^{-1}(x) \), where \( S(x) \in \text{GL}(n, C[x]) \).

1. The characteristic polynomial of \( A(x) \) splits in \( C[x] \), i.e., all the eigenvalues of \( A(x) \) are polynomials. \( A(x) \) is point-wise diagonable in \( C \) and no two distinct eigenvalues are tangent at any \( \zeta \in C \).

2. \( A(x) \) is point-wise diagonable in \( C \) and \( A_\ell \) is diagonable. No two distinct eigenvalues are tangent at any point \( \zeta \in C \cup \{\infty\} \). Then \( A(x) \) is
strictly similar to \( B(x) \), i.e. \( S(x) \) can be chosen in \( \text{GL}(n, \mathbb{C}) \). Furthermore \( \lambda_1(x), \ldots, \lambda_m(x) \) satisfy the additional condition:

(c) \( \deg \lambda_i(x) = 1 \). Furthermore, for \( i \neq j \) either \( \frac{d\lambda_i}{dx}(0) \neq \frac{d\lambda_j}{dx}(0) \) or \( \frac{d^2\lambda_i}{dx^2}(0) = \frac{d^2\lambda_j}{dx^2}(0) \) and \( \frac{d^{r-1}\lambda_i}{dx^{r-1}}(0) \neq \frac{d^{r-1}\lambda_j}{dx^{r-1}}(0) \).

**Proof.** View \( A(x) \) as matrix in \( M_n^{\times n} \), where \( M \) is field of rational functions. Let \( \mathbb{K} \) be a finite extension of \( M \) such that \( \det (\lambda I - A(x)) \) splits to linear factors over \( \mathbb{K} \). Then \( A(x) \) has \( m \) distinct eigenvalues \( \lambda_1, \ldots, \lambda_m \in \mathbb{K} \) of multiplicities \( n_1, \ldots, n_m \) respectively. We view these eigenvalues as multivalued functions \( \lambda_1(x), \ldots, \lambda_m(x) \). Thus for all but a finite number of points \( \zeta \) (3.11.10) holds. Assume that \( \zeta \) satisfies (3.11.10). Denote by \( P_j(\zeta) \) the projection of \( A(\zeta) \) on \( \lambda_j(\zeta) \). Problem 10 implies that \( P_j(x) \) is a multivalued analytic in the neighborhood of \( \zeta \) and rank \( P_j(\zeta) = n_j \). Problem 14 yields (3.11.11). We claim that in the neighborhood of any \( \zeta \in \mathbb{C} \) each \( \lambda_j \) and \( P_j \) is multivalued analytic and rank \( P_j(x) = n_j \). Let \( \zeta \in \mathbb{C} \) for which (3.11.10) is violated. For simplicity of notation we consider \( \lambda_1(x) \) and \( P_1(x) \). Let

\[
\lambda_1(\zeta) = \ldots = \lambda_r(\zeta) \neq \lambda_k(\zeta), \quad k = r + 1, \ldots, m.
\]

Theorem 3.5.7 implies the existence of \( Q(x) \in \text{GL}(n, H_\zeta) \) such that

\[
Q^{-1}(x)A(x)Q(x) = C_1(x) \oplus C_2(x),
\]

\[
C_j(x) \in H_\zeta^{n_j \times m_j}, \quad j = 1, 2, \quad m_1 = \sum_{i=1}^r n_i, \quad m_2 = n - m_1.
\]

The eigenvalues of \( C_1(x) \) and \( C_2(x) \) are \( \lambda_1(x), \ldots, \lambda_r(x) \) and \( \lambda_{r+1}(x), \ldots, \lambda_m(x) \) respectively in some neighborhood of \( \zeta \). Since \( C(x) \) is pointwise diagonalizable in \( H_\zeta \) it follows that \( C_1(x) \) and \( C_2(x) \) are pointwise diagonal in \( H_\zeta \). We claim that \( \lambda_i(x) \in H_\zeta \), the projection \( \hat{P}_i(x) \) of \( C_1(x) \) on \( \lambda_i(x) \) is in \( H_\zeta^{m_i \times m_i} \) and rank \( \hat{P}_i(\zeta) = n_i \) for \( i = 1, \ldots, r \). If \( r = 1 \) \( \lambda_1(x) = \frac{1}{m_1} \text{tr} C_1(x) \in H_\zeta \) and \( \hat{P}_1(x) = I_{m_1} \). Assume that \( r > 1 \). Since \( C_1(\zeta) \) is diagonalizable and has one eigenvalue \( \lambda_1(\zeta) \) of multiplicity \( m_1 \) it follows that \( C_1(\zeta) = \lambda_1(\zeta) I_{m_1} \).

Hence

\[
C_1(x) = \lambda_1(\zeta) I_{m_1} + (x - \zeta) \hat{C}_1(x), \quad \hat{C}_1(x) \in H_\zeta^{m_1 \times m_1}.
\]

Clearly \( \hat{C}_1(x) \) has \( r \) distinct eigenvalues \( \hat{\lambda}_1(x), \ldots, \hat{\lambda}_r(x) \) such that

\[
\lambda_i(x) = \lambda_1(\zeta) + (x - \zeta) \hat{\lambda}_i(x), \quad i = 1, \ldots, r.
\]

Each \( \hat{\lambda}_i(x) \) has Puiseaux expansion (3.11.5). The above equality shows that for \( 1 \leq i < j \leq r \) \( \lambda_i(x) \) and \( \lambda_j(x) \) are not tangent if and only if
We may assume that \( \lambda_i(\zeta) \neq \hat{\lambda}_j(\eta) \). By the assumption of theorem no two different eigenvalues of \( A(x) \) are tangent in \( \mathbb{C} \). Hence \( \lambda_i(\zeta) \neq \hat{\lambda}_j(\eta) \) for all \( i \neq j \leq r \). That is \( \hat{C}_1(\zeta) \) has \( r \) distinct eigenvalues. Apply Theorem 3.5.7 to \( \hat{C}_1(\zeta) \) to deduce that \( \hat{C}_1(\zeta) \) is analytically similar \( \hat{C}_1 \oplus \ldots \oplus \hat{C}_r \) such that \( \hat{C}_i \) has a unique eigenvalues \( \hat{\lambda}_i(x) \) of multiplicity \( n_i \) for \( i = 1, \ldots, r \). Hence \( \hat{\lambda}_i(x) = \frac{1}{n_i} \text{tr} \hat{C}_i(x) \in H_\zeta \Rightarrow \hat{\lambda}_i(x) \in H_\zeta \). Clearly the projection of \( \hat{C}_i(x) \) on \( \hat{\lambda}_i(x) \) is \( I_{n_i} \). Hence \( \hat{P}_i(x) \) is analytically similar to the projection to \( 0 \oplus \ldots \oplus I_{n_i} \ldots \oplus 0 \). So \( \hat{P}_i(x) \in H_\zeta^{n_i \times n_i}, \) rank \( \hat{P}_i(x) = n_i \) for \( i = 1, \ldots, r \).

Hence \( \hat{P}_i(x) \in H_\zeta^{n_i \times n_i}, \) rank \( \hat{P}_i(x) = n_i \) as we claimed.

Assume now that \( \lambda_1(x), \ldots, \lambda_n(x) \) are polynomials. Hence and \( \hat{P}_i(x) \) are entire functions on \( \mathbb{C} \). (See for example [Rud74].) Since \( \lim_{|x| \to \infty} \frac{A(x)}{x^\ell} = A_\ell \) it follows that \( \limsup_{|x| \to \infty} \frac{|\lambda_i(x)|}{|x|^\ell} \leq \rho(A) \), where \( \rho(A) \) is the spectral radius of \( A_\ell \). Hence each \( \lambda_j(x) \) is polynomial of degree \( \ell \) at most. Since \( A_\ell \neq 0 \) it follows that at least one of \( \lambda_j(x) \) is a polynomial of degree \( \ell \) exactly. We may assume that \( \deg \lambda_1(x) = \ell \). This proves the condition (a) of the theorem. The condition (b) is equivalent to the statement that no two distinct eigenvalues of \( A(x) \) are tangent in \( \mathbb{C} \).

Define \( P_i(x) \) by (3.11.11). As in the proof of Theorem 3.11.5 it follows that \( P_i(x) \in \mathbb{C}[x]^{n \times n} \) and rank \( P_i(x) = n_i, \) \( i = 1, \ldots, m \). Furthermore we define \( S(x) \in \text{GL}(n, \mathbb{C}[x]) \) as in the proof of Theorem 3.11.5 such that \( B(x) = S^{-1}(x)A(x)S(x) \). This proves the first part of the theorem.

To prove the second part of the theorem observe that in view of our definition of tangency at \( \infty \) the condition (c) is equivalent to the condition that no two distinct eigenvalues of \( A \) are tangent at infinity. Assume now that \( A_\ell \) is diagonalizable and no two distinct eigenvalues are tangent at \( \infty \). Then the above arguments show that each \( P_i(x) \) is also multivalued analytic at \( \infty \). By considering \( x^{-\ell}A(x) \) it follows that \( P_i(x) \) is bounded at the neighborhood of \( \infty \). Hence \( P_i(x) = P_i(0) \) for \( i = 1, \ldots, m \). Thus \( S \in \text{GL}(n, \mathbb{C}) \). So \( A(x) \) is diagonalizable by a constant matrix. In particular all the eigenvalues of \( A(x) \) are polynomials. Since no two distinct eigenvalues are tangent at \( \infty \) we deduce the condition (c) holds. \( \square \)

Problems

1. Let \( A(x) \in \mathbb{C}[x]^{n \times n} \). Assume that there exists an infinite sequence of distinct points \( (\zeta_k)^\infty \) such that \( A(\zeta_k) \) is diagonalizable for \( k = 1, \ldots \).

Show that \( A(x) \) is diagonalizable for all but a finite number of points.

(Hint: Consider the rational canonical form of \( A(x) \) over the field of rational functions \( \mathbb{C}(x) \).)
3.12. **PROPERTY L**

2. Consider the matrix \( A(x) \) given in (3.11.12). Show
   (a) \( A(x) \) and \( A(x_0, x_1) \) are pointwise similar to diagonal matrices in \( \mathbb{C} \) and \( \mathbb{C}^2 \) respectively.
   (b) The eigenvalues of \( A(x) \) are not tangent at any point in \( \mathbb{C} \).
   (c) Find \( S(x) \in \text{GL}(2, \mathbb{C}[x]) \) such that \( S^{-1}(x)A(x)S(x) = \text{diag}(x^2, 1 + x^2) \).
   (d) Show that \( A(x) \) is not strictly similar to \( \text{diag}(x^2, 1 + x^2) \).
   (c) Show that the eigenvalues of \( A(x) \) are tangent at \( \zeta = \infty \).

### 3.12 Property L

In this section and the next one we assume that all pencils \( A(x) = A_0 + A_1 x \) are square pencils, i.e. \( A(x) \in \mathbb{C}[x]^{n \times n} \), and \( A_1 \neq 0 \) unless stated otherwise. Then \( A(x_0, x_1) = A_0 x_0 + A_1 x_1 \).

**Definition 3.12.1** A pencil \( A(x) \in \mathbb{C}[x]^{n \times n} \) has property L if all the eigenvalues of \( A(x_0, x_1) \) are linear functions. That is \( \lambda_i(x_0, x_1) = \alpha_i x_0 + \beta_i x_1 \) is an eigenvalue of \( A(x_0, x_1) \) of multiplicity \( n_i \) for \( i = 1, \ldots, m \), where

\[
n = \sum_{i=1}^{m} n_i, \quad (\alpha_i, \beta_i) \neq (\alpha_j, \beta_j), \text{ for } 1 \leq i < j \leq m.
\]

The proofs of the following propositions is left to the reader. (See Problems 1-2.)

**Proposition 3.12.2** Let \( A(x) = A_0 + x A_1 \) be a pencil in \( \mathbb{C}[x]^{n \times n} \). TFAE:
   (a) \( A(x) \) has property L.
   (b) The eigenvalues of \( A(x) \) are polynomials of degree 1 at most.
   (c) The characteristic polynomial of \( A(x) \) splits to linear factors over \( \mathbb{C}[x] \).
   (d) There is an ordering of the eigenvalues of \( A_0 \) and \( A_1 \), \( a_1, \ldots, a_n \) and \( b_1, \ldots, b_n \), respectively, such that the eigenvalues of \( A_0 x_0 + A_1 x_1 \) are \( a_1 x_0 + b_1 x_1, \ldots, a_n x_0 + b_n x_1 \).

**Proposition 3.12.3** Let \( A(x) \) be a pencil in \( \mathbb{C}[x]^{n \times n} \). Then \( A(x) \) has property L if one of the following conditions hold:
   (a) \( A(x) \) is similar over \( \mathbb{C}(x) \) to an upper triangular matrix \( U(x) \in \mathbb{C}(x)^{n \times n} \).
   (b) \( A(x) \) is strictly similar to an upper triangular pencil \( U(x) = U_0 + U_1 x \), i.e. \( U_0, U_1 \) are upper triangular.
   (c) \( A(x) \) is similar over \( \mathbb{C}[x] \) to a diagonal matrix \( B(x) \in \mathbb{C}[x]^{n \times n} \).
   (d) \( A(x) \) is strictly similar to diagonal pencil.
CHAPTER 3. FUNCTIONS OF MATRICES AND ANALYTIC SIMILARITY

Note that for pencils with property $L$ any two distinct eigenvalues are not tangent at any point of $\mathbb{P}$. For pencils one can significantly improve Theorem 3.11.7.

**Theorem 3.12.4** Let $A(x) = A_0 + A_1 x \in \mathbb{C}[x]^{n \times n}$ be a nonconstant pencil ($A_1 \neq 0$). Assume that $A(x)$ is pointwise diagonalizable on $\mathbb{C}$. Then $A(x)$ has property $L$. Furthermore $A(x)$ is similar over $\mathbb{C}[x]$ to a diagonal pencil $B(x) = B_0 + B_1 x$. Suppose furthermore that $A_1$ is diagonalizable, i.e. $A(x_0, x_1)$ is pointwise diagonalizable on $\mathbb{C}^2$. Then $A(x)$ is strictly similar to the diagonal pencil $B(x)$, i.e. $A_0$ and $A_1$ are commuting diagonal matrices.

**Proof.** We follow the proof of Theorem 3.11.7. Let $\lambda_1(x), \ldots, \lambda_m(x)$ be the eigenvalues of $A(x)$ of multiplicities $n_1, \ldots, n_m$ respectively, where each $\lambda_j(x)$ is viewed as multivalued function of $x$. More precisely, there exists an irreducible polynomial

$$\phi(x, \lambda) = \lambda^p + \sum_{q=1}^{p} \phi_q(x)\lambda^{p-q} \in \mathbb{C}[x, \lambda],$$

(3.12.1)

$$\phi(x, \lambda) \lvert \det (\lambda I - A(x)),$$

such that $\lambda_j(x)$ satisfies the algebraic equation

(3.12.2) $$\phi(x, \lambda) = 0.$$

Moreover all branches generated by $\lambda_j(x)$ on $\mathbb{C}$ will generate all the solutions $\lambda(x)$ of (3.12.2). Equivalently all pairs $(x, \lambda)$ satisfying (3.12.2) form an affine algebraic variety $V_0 \subset \mathbb{C}^2$. If we compactify $V_0$ to a projective variety $V \subset \mathbb{P}^2$ then $V$ is a compact Riemann surface. $V \setminus V_0$ consists of a finite number of points, the points of $V_0$ at infinity. The compactification of $V_0$ is equivalent to considering $\lambda_j(x)$ as a multivalued function on $\mathbb{P}$. See for example [GuR65]. Note that any local solution of (3.12.2) is some eigenvalue $\lambda_i(x)$ of $A(x)$. Since $A(\zeta)$ is diagonal at $\zeta \in \mathbb{C}$ Theorem 3.8.1 implies that the Puiseaux expansion of $\lambda_j(x)$ around $\zeta$ in (3.11.5) is of the form

$$\lambda_j(x) = \lambda_j(\zeta) + \sum_{k=s}^{\infty} \lambda_{jk}(\zeta)(x-\zeta)^{k/s}.$$

Then

$$\frac{d\lambda_j(x)}{dx} = \sum_{k=s}^{\infty} \frac{k}{s} \lambda_{jk}(\zeta)(x-\zeta)^{k/s}.$$
So \( \frac{d\lambda_j(x)}{dx} \) is a multivalued locally bounded function on \( \mathbb{C} \). Equivalently, using the fact that \( \lambda_j(x) \) satisfy (3.12.2) we deduce

\[
\frac{d\lambda_j(x)}{dx} = -\frac{\partial \phi(x,\lambda)}{\partial \lambda} \frac{\partial \phi(x,\lambda)}{\partial x}.
\]

Hence \( \frac{d\lambda_j(x)}{dx} \) is a rational function on \( V \), which is analytic on \( V_0 \) in view of the assumption that \( A(x) \) is pointwise diagonable in \( \mathbb{C} \). The Puiseaux expansion of \( \lambda_j(x) \) it \( \infty \) (3.11.6) is

\[
\lambda_j(x) = x \sum_{k=0}^{\infty} \lambda_{jk}(\infty) x^{-\frac{k}{s}}.
\]

Hence

\[
\frac{d\lambda_j(x)}{dx} = \lambda_{j0}(\infty) + \sum_{k=1}^{\infty} \frac{s-k}{s} \lambda_{jk}(\infty) x^{-\frac{k}{s}}.
\]

That is the multivalued function \( \frac{d\lambda_j(x)}{dx} \) is bounded at the neighborhood of \( \infty \). Equivalently the rational function in (3.12.3) is bounded at all points of \( V \setminus V_0 \). Thus the rational function in (3.12.3) is bounded on a compact Riemann surface (3.12.2). Hence it must be constant, i.e. \( \frac{d\lambda_j(x)}{dx} = b_j \Rightarrow \lambda_j(x) = a_j + b_j x \). So we have property \( L \) by part (b) of Proposition 3.12.2.

Theorem 3.12.5

Let \( A(x) = A_0 + A_1 x \in \mathbb{C}[x]^{n \times n} \). Assume that \( A_1 \) and \( A_2 \) are diagonable and \( A_0 A_1 \neq A_1 A_0 \). Then exactly one of the following conditions hold:

(a) \( A(x) \) is not diagonable exactly at the points \( \zeta_1, \ldots, \zeta_p \), where \( 1 \leq p \leq n(n-1) \).

(b) \( A(x) \) is diagonable exactly at the points \( \zeta_1 = 0, \ldots, \zeta_q \) for some \( q \geq 1 \).

Proof. Combine the assumptions of the theorem with Theorem 3.12.4 to deduce the existence of \( 0 \neq \zeta \in \mathbb{C} \) such that \( A(\zeta) \) is not diagonable.
Consider the homogenized pencil \( A(x_0, x_1) = A_0 x_0 + A_1 x_1 \). Let
\[
C(p_1, \ldots, p_k)(x_0, x_1) = \oplus_{i=1}^k C(p_i) \in \mathbb{C}[x_0, x_1]^{n \times n},
\]
\[
\prod_{i=1}^k p_i(x_0, x_1, \lambda) = \det (\lambda I - A(x_0, x_1)),
\]
\[
p_i(x_0, x_1, \lambda) = \lambda^{m_i} + \sum_{j=1}^{m_i} \lambda^{m_i-j} p_{ij}(x) \in \mathbb{C}[x_0, x_1][[\lambda]], 1 \leq m_i, \ i = 1, \ldots, k,
\]
\[
p_1|p_2| \ldots |p_k,
\]
be the rational canonical form \( A(x_0, x_1) \) over \( \mathbb{C}(x_0, x_1) \). (See 2.3.) That is each \( p_i(x_0, x_1, \lambda) \) is a nontrivial invariant polynomial of \( \lambda I - A(x_0, x_1) \). Hence each \( p_i(x_0, x_1, \lambda) \) is a homogeneous polynomial of degree \( m_i \) in \( x_0, x_1, \lambda \). Furthermore \( A(x_0, x_1) = S(x_0, x_1)C(p_1, \ldots, p_k)(x_0, x_1)S(x_0, x_1)^{-1} \) for some \( S(x_0, x_1) \in \mathbb{C}[x_0, x_1]^{n \times n} \cap GL(n, \mathbb{C}(x_0, x_1)) \). Choose \( x_0 = \tau \neq 0 \) such that \( \det S(\tau, x_1) \) is not identically zero in \( x_1 \). Then \( A(x) = A(1, x) \) is pointwise similar to
\[
\frac{1}{C(p_1, \ldots, p_k)(\tau, \tau x)}
\]
at all point for which \( \det S(\tau, \tau x) \neq 0 \), i.e. at all but a finite number of points in \( \mathbb{C} \).

Since \( \mathbb{C}[x_0, x_1, \lambda] \) is a field then \( p_k(x_0, x_1, \lambda) = \prod_{i=1}^\ell f_i(x_0, x_1, \lambda)^{\ell_i} \), where each \( f_i \) is a nonconstant irreducible (homogeneous) polynomial and \( f_i \) is coprime with \( f_j \) for \( i \neq j \). Assume first that some \( \ell_i > 1 \). Then \( C(p_k)(\tau, t) \) has a multiple eigenvalue for any \( t \in \mathbb{C} \), hence it is not diagonalizable. That is the condition (b) of the theorem holds.

Assume now that \( \ell_1 = \ldots = \ell_r = 1 \). This is equivalent to the assumption that \( p_k(x_0, x_1, \lambda) = 0 \) does not have multiple roots for some \( (x_0, x_1) \). We claim that it is possible to choose \( \tau \neq 0 \) such that \( p_k(\tau, x_1, \lambda) \) has \( m_k \) pairwise distinct roots in \( \lambda \) except in the points \( \zeta_1, \ldots, \zeta_q \). Consider the discriminant \( D(x_0, x_1) \) of \( p_k(x_0, x_1, \lambda) \in \mathbb{C}[x_0, x_1][\lambda] \). See 1.9. Since \( p_k \) is a homogeneous polynomial of degree \( i \) for \( i = 1, \ldots, m_k \) it follows that \( D(x_0, x_1) \) is homogeneous polynomial of degree \( m_k(m_k - 1) \leq n(n - 1) \). Since \( p_k(x_0, x_1, \lambda) = 0 \) does not have multiple roots for some \( (x_0, x_1) \) it follows that \( D(x_0, x_1) \) is not a zero polynomial, and \( p_k(x_0, x_1, \lambda) = 0 \) has a multiple root if and only if \( D(x_0, x_1) = 0 \). Choose \( \tau \neq 0 \) such that \( D(\tau, x_1) \) is not a zero polynomial. Let \( \zeta_1, \ldots, \zeta_q \) be the distinct roots of \( D(\tau, \tau x) = 0 \). Since the degree of \( D(x_0, x_1) \) at most \( n(n - 1) \) it follows that the degree of \( D(\tau, x) \) is at most \( n(n - 1) \). Hence \( 0 \leq q \leq n(n - 1) \). By the definition of the invariant polynomials it follows that \( p_k(x_0, x_1, A(x_0, x_1)) = 0 \). Hence \( p_k(\tau, t, A(\tau, \tau t)) = 0 \). Let \( t \in X = \mathbb{C} \setminus \{\zeta_1, \ldots, \zeta_q\} \). Since \( p_k(\tau, t, \lambda) \) has \( m_k \) distinct roots, which are all eigenvalues of \( A(\tau, \tau t) \) it follows that
$A(\tau, \tau t) = \tau A(t)$ is a diagonable matrix. \(\square\)

For \(n = 2\) the case (b) in Theorem 3.12.5 does not arise. See Problem 4. We do not know if the case (b) of Theorem 3.12.5 arises.

**Problems**


2. (a) Show that property \(L\) is equivalent to the condition (a) of Proposition 3.12.3.

   (b) Prove the other conditions of Proposition 3.12.3.

3. Show that a pencil $A(x) = A_0 + A_1 x \in \mathbb{C}[x]^{2 \times 2}$ have property \(L\) if and only if $A(x)$ is strictly similar to an upper triangular pencil.

4. Let $A(x_0, x_1) = A_0 x_0 + A_1 x_1 \in \mathbb{C}[x_0, x_1]^{2 \times 2}$. Then exactly one the following conditions hold.

   (a) $A(x_0, x_1)$ is strictly similar to a diagonal pencil. (Property \(L\) holds).

   (b) $A(x_0, x_1)$ is not diagonable except exactly for the points $(x_0, x_1) \neq (0, 0)$ lying on a line $ax_0 + bx_1 = 0$. (Property \(L\) holds, $A_0 A_1 = A_1 A_0$ but $A_i$ is not diagonable for some $i \in \{1, 2\}$, $A(x_0, x_1)$ has a double eigenvalue.)

   (c) $A(x_0, x_1)$ is diagonalable except exactly for the points $(x_0, x_1) \neq (0, 0)$ lying on a line $ax_0 + bx_1 = 0$. (Property \(L\) holds.)

   (d) $A(x_0, x_1)$ is diagonalable except exactly the points $(x_0, x_1) \neq (0, 0)$ which lie on two distinct lines in $\mathbb{C}^2$. (Property \(L\) does not hold.)

5. Let 

   $A_0 = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{bmatrix}, \quad A_1 = \begin{bmatrix} 1 & 1 & 2 \\ 1 & 1 & 2 \\ -1 & -1 & -2 \end{bmatrix}.$

   (a) Show that $A_0, A_1$ are nilpotent while $A_0 + A_1$ is nonsingular.

   (b) Show that $A(x) = A_0 + A_1 x$ does not have property \(L\).

   (c) Show that $A(x)$ is diagonable for all $x \neq 0$. 
3.13 Strict similarity of pencils and analytic similarity

Let \( A(x) = A_0 + A_1 x, B(x) = B_0 + B_1 x \in \mathbb{C}[x]^{n \times n} \). Recall the notion of strict equivalence \( A(x) \sim B(x) \) (2.1) and strict similarity \( A(x) \approx B(x) \) (3.10). Clearly \( A(x) \approx B(x) \Rightarrow A(x) \sim B(x) \). (2.9.3) yields.

**Proposition 3.13.1** Let \( A(x), B(x) \in \mathbb{C}[x]^{n \times n} \) be two strictly similar pencils. Then the three pencils in (3.6.2) are strictly equivalent.

Using Kronecker’s result (Theorem 2.1.7) we can determine if the three pencils in (3.6.2) are strictly equivalent. We now study the implications of Proposition 3.13.1.

**Lemma 3.13.2** Let \( A(x) = A_0 + A_1 x, B(x) = B_0 + B_1 x \in \mathbb{C}[x]^{n \times n} \) be two pencils such that
\[
I \otimes A(x) - A(x)^\top \otimes I \approx I \otimes A(x) - B(x)^\top \otimes I.
\]
Then there exists two nonzero \( U, V \in \mathbb{C}^{n \times n} \) such that
\[
A(x)U - UB(x) = 0, \quad VA(x) - B(x)V = 0.
\]
In particular
\[
A_0 \ker V, A_1 \ker V \subseteq \ker V, \quad B_0 \ker U, B_1 \ker U \subseteq \ker U.
\]

**Proof.** As \( A(x)I - IA(x) = 0 \) it follows that the kernels of \( I \otimes A(x) - A(x)^\top \otimes I \in \mathbb{C}[x]^{n^2 \times n^2} \) and its transpose contain a nonzero vector \( \tilde{I}_n \in \mathbb{C}^{n^2} \) which is induced by \( I_n \). (See 2.8.) Hence the kernel of \( I \otimes A(x) - B(x)^\top \otimes I \) contain nonzero constant vectors. This is equivalent to (3.13.2).

Assume that (3.13.2) holds. Let \( x \in \ker V \). Multiply the second equality in (3.13.2) from the right by \( x \) to deduce the first part (3.13.3). The second part of (3.13.3) is obtained similarly. \( \square \)

**Definition 3.13.3** \( A_0, A_1 \in \mathbb{C}^{n \times n} \) have a common invariant subspace if there exist a subspace \( U \subseteq \mathbb{C}^n \), \( 1 \leq \dim U \leq n-1 \) such that \( A_0 U, A_1 U \subseteq U \).

The following claims are left to the reader (see Problems 1-2).
Proposition 3.13.4 Let \( A(x) = A_0 + xA_1 \in \mathbb{C}[x]^{n \times n} \). Then \( A(x) \) is strictly similar to a block upper triangular pencil

\[
B(x) = \begin{bmatrix}
    B_{11}(x) & B_{12}(x) \\
    0 & B_{22}(x)
\end{bmatrix},
\]

(3.13.4) \( B_{11}(x) \in \mathbb{C}[x]^{n_1 \times n_1}, \) \( B_{12}(x) \in \mathbb{C}[x]^{n_1 \times n_2}, \) \( B_{22}(x) \in \mathbb{C}[x]^{n_2 \times n_2}, \)

\[ 1 \leq n_1, n_2, \ n_1 + n_2 = n, \]

if and only if \( A_0, A_1 \) have a common invariant subspace.

Proposition 3.13.5 Assume that \( A(x) \in \mathbb{C}[x]^{n \times n} \) is similar over \( \mathbb{C}(x) \) to a block upper triangular matrix \( B(x) \) of the form (3.13.4). Then \( \det (\lambda I - A(x)) \in \mathbb{C}[x, \lambda] \) is reducible.

Theorem 3.13.6 Let \( A(x) = A_0 + A_1 x, B(x) = B_0 + B_1 x \in \mathbb{C}[x]^{n \times n} \). Assume that either \( \det (\lambda I - A(x)) \) or \( \det (\lambda I - B(x)) \) is irreducible over \( \mathbb{C}[x, \lambda] \). Then \( A(x) \approx B(x) \) if and only if (3.13.1) holds.

Proof. Assume that (3.13.1) holds. Suppose that \( \det (\lambda I - A(x)) \) is irreducible. Propositions 3.13.4-3.13.5 imply that \( A_0, A_1 \) do not have a common invariant subspace. Lemma 3.13.2 implies that the matrix \( V \) in (3.13.2) is invertible, i.e. \( B(x) = VA(x)V^{-1} \). Similarly if \( \det (\lambda I - B(x)) \) is irreducible then \( B(x) = U^{-1}A(x)U \).

Definition 3.13.7 Let \( \mathcal{I}_n \subset (\mathbb{C}^{n \times n})^2 \) be the set of all pairs \( (A_0, A_1) \) such that \( \det (\lambda I - (A_0 + A_1 x)) \) is irreducible.

We will show later that \( \mathcal{I}_n = (\mathbb{C}^{n \times n})^2 \setminus X_n \) where \( X_n \) is a strict subvariety of \( (\mathbb{C}^{n \times n})^2 \). That is, for most of the pencils \( A(x), (A_0, A_1) \in (\mathbb{C}^{n \times n})^2 \) \( \det (\lambda I - A(x)) \) is irreducible. Clearly if \( (A_0, A_1) \approx (B_0, B_1) \) then either \( (A_0, A_1), (B_0, B_1) \in \mathcal{I}_n \) or \( (A_0, A_1), (B_0, B_1) \not\in \mathcal{I}_n \).

Corollary 3.13.8 Let \( (A_0, A_1), (B_0, B_1) \in \mathcal{I}_n \). Then \( A(x) = A_0 + A_1 x \) is strictly similar to \( B(x) = B_0 + B_1 x \) if and only if (3.13.1) holds.

We now discuss the connection between the notion of analytic similarity of matrices over \( \mathbb{H}_0 \) and strict similarity of pencils. Let \( A(x), B(x) \in \mathbb{H}_0^{n \times n} \) and assume that \( \eta(A, A) = 1 \). Suppose that \( A \approx B(x) \). Theorem 3.9.2 claims that \( A(x) \approx B(x) \) if and only if there exists two matrices \( T_0 \in \text{GL}(n, \mathbb{C}), T_1 \in \mathbb{C}^{n \times n} \) such that

\[
A_0 T_0 = T_0 B_0, \quad A_1 T_0 + A_0 T_1 = T_0 B_1 + T_1 B_0.
\]
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Let

\[ F(A_0, A_1) = \begin{bmatrix} A_0 & A_1 \\ 0 & A_0 \end{bmatrix} \in \mathbb{C}^{2n \times 2n}. \]

Then (3.9.2) is equivalent in this case to

\[ F(T_0, T_1) F(A_0, A_1) = F(T_0, T_1) F(B_0, B_1). \]

As \( \det F(T_0, T_1) = (\det T_0)^2 \) it follows that \( T_0 \) is invertible if and only if \( F(T_0, T_1) \) is invertible.

**Definition 3.13.9** Let \( A_0, A_1, B_0, B_1 \in \mathbb{C}^{n \times n} \). Then \( F(A_0, A_1) \) and \( F(B_0, B_1) \) are called strongly similar \( F(A_0, A_1) \sim F(B_0, B_1) \) if there exists \( F(T_0, T_1) \in \text{GL}(2n, \mathbb{C}) \) such that (3.13.6) holds.

Clearly \( F(A_0, A_1) \sim F(A_0, A_1) \Rightarrow F(A_0, A_1) \approx F(B_0, B_1) \). It can be shown that the notion of strong similarity is stronger than the notion of similarity. (Problem 10.)

**Proposition 3.13.10** The matrices \( F(A_0, A_1) \) and \( F(B_0, B_1) \) are strongly similar if and only if the pencils

\[ A(x) = F(0, I) + F(A_0, A_1)x, \quad B(x) = F(0, I) + F(B_0, B_1)x \]

are strictly similar.

**Proof.** Let \( [P_{ij}]^2 \in \mathbb{C}^{2n \times 2n} \). Then \( F(0, I)P = PF(0, I) \) if and only if \( P_{11} = P_{22}, P_{21} = 0 \). That is \( P = F(P_{11}, P_{12}) \) and the proposition follows. \( \square \)

Clearly \( F(A_0, A_1) \sim F(A_0, B_1) \Rightarrow A_0 \approx B_0 \). Without loss of generality we may assume that \( A_0 = B_0 \). (See Problem 5.) Consider all matrices \( T_0, T_1 \) satisfying (3.13.6). For \( A_0 = B_0 \) (3.13.6) reduces to

\[ A_0 T_0 = T_0 A_0, \quad A_0 T_1 - T_1 A_0 = T_0 B_1 - A_1 T_0. \]

Theorem 2.10.1 yields that the set of matrices \( T_0 \) which satisfies the above conditions is of the form

\[ \mathcal{P}(A_1, B_1) = \{ T_0 \in C(A_0) : \text{tr}(V(T_0 B_1 - A_1 T_0)) = 0, \text{ for all } V \in C(A_0) \}. \]

Hence
Proposition 3.13.11  Suppose that $F(A_0, A_1) \cong F(A_0, B_1)$. Then

$$\dim \mathcal{P}(A_1, A_1) = \dim \mathcal{P}(A_1, B_1) = \dim \mathcal{P}(B_1, B_1).$$

As in Theorem 2.9.5 for a fixed $A_0, A_1$ there exists a neighborhood $D(A_1, \rho)$ such that the first two equalities in (3.11.9) imply that $F(A_0, A_1) \cong F(A_0, B_1)$ for all $B_1 \in D(A_1, \rho)$ (Problem 4).

We now consider a splitting result analogous to Theorem 3.5.7.

Theorem 3.13.12  Assume that

$$A_0 = \begin{bmatrix} A_{11}^{(0)} & 0 \\ 0 & A_{22}^{(0)} \end{bmatrix}, \quad A_{ii}^{(0)} \in \mathbb{C}^{n_i \times n_i}, \quad i = 1, 2,$$

where $A_{11}^{(0)}$ and $A_{22}^{(0)}$ do not have a common eigenvalue. Let

$$A_1 = \begin{bmatrix} A_{11}^{(1)} & A_{12}^{(1)} \\ A_{21}^{(1)} & A_{22}^{(1)} \end{bmatrix}, \quad B_1 = \begin{bmatrix} B_{11}^{(1)} & B_{12}^{(1)} \\ B_{21}^{(1)} & B_{22}^{(1)} \end{bmatrix}$$

be the block partition of $A_1, B_1$ as the block partition of $A_0$. Then

$$\mathcal{P}(A_1, B_1) = \mathcal{P}(A_{11}^{(1)}, B_{11}^{(1)}) \oplus \mathcal{P}(A_{22}^{(1)}, B_{22}^{(1)}).$$

Moreover

$$F(A_0, A_1) \cong F(A_0, B_1) \iff F(A_{ii}^{(0)}, A_{ii}^{(1)}) \cong F(A_{ii}^{(0)}, B_{ii}^{(1)}) \text{ for } i = 1, 2.$$

Proof.  According to Problem 4 $C(A_0) = C(A_{11}^{(0)}) \oplus C(A_{22}^{(0)})$. Then the trace condition in (3.13.7) reduces to

$$\text{tr}(V_1(T_1^{(0)}B_{11}^{(1)} - A_{11}^{(1)}T_1^{(0)}) + V_2(T_2^{(0)}B_{22}^{(1)} - A_{22}^{(1)}T_2^{(0)})) = 0,$$

where

$$V = V_1 \oplus V_2, \quad T_0^{(0)} = T_1^{(0)} \oplus T_2^{(0)} \in C(A_{11}^{(0)}) \oplus C(A_{22}^{(0)}).$$

Choosing either $V_0 = 0$ or $V_1 = 0$ we obtain (3.13.10). The right implication of the last claim of the theorem is straightforward. As $\det T_0 = \det T_1^{(0)} \det T_2^{(0)}$ it follows that $T_0 \in \text{GL}(n, C) \iff T_i^{(0)} \in \text{GL}(n_i, C), \quad i = 1, 2$. This establishes the left implication of the last claim of the theorem. □

Thus, the classification of strong similarity classes for matrices $F(A_0, A_1)$ reduces to the case where $A_0$ is nilpotent (Problem 6). In the case $A_0 = 0$ $F(0, A_1) \cong F(0, B_1) \iff A_1 \approx B_1$. In the case $A_0 = H_n$ the strong
similarity classes of $F(H_n, A_1)$ classified completely (Problem 9). This case corresponds to the case discussed in Theorem 3.5.5. The case $A_0 = H_n \oplus H_m$ can be classified completely using the results of Problem 2 (Problem 3.13.11).

Problems

1. Prove Proposition 3.13.4.

2. Prove Proposition 3.13.5.

3. Let $A(x) \in \mathbb{C}[x]^{n \times n}$ and assume that $A(x)U \subset U \subset \mathbb{C}^n$ is a non-trivial invariant subspace of $A(x)$, i.e. $1 \leq \dim U \leq n - 1$. Let $p(x, \lambda) \in \mathbb{C}[x, \lambda]$ be the minimal polynomial of $A(x)|U$. Thus $1 \leq \deg p(x, \lambda) \leq n - 1$. Show that $p(x, \lambda)|\det (\lambda I - A(x))$. Hence $\det (\lambda I - A(x))$ is reducible over $\mathbb{C}[x, \lambda]$.

4. Modify the proof of Theorem 2.9.5 to show that for a fixed $A_0, A_1 \in \mathbb{C}^{n \times n}$ there exists $\rho > 0$ such that the first two equalities in (3.13.8) for $B_1 \in D(A_1, \rho)$ imply that $F(A_0, A_1) \cong F(A_0, B_1)$.

5. Show that for any $P \in \text{GL}(n, \mathbb{C})$

$$F(A_0, A_1) \cong F(B_0, B_1) \iff F(A_0, A_1) \cong F(PB_0P^{-1}, PB_1P^{-1}).$$

Assume that $F(A_0, A_1) \cong F(B_0, B_1)$. Show that there exists $P \in \text{GL}(n, \mathbb{C})$ such that $A_0 = PB_0P^{-1}$.

6. Show that for any $\lambda \in \mathbb{C}$

$$F(A_0, A_1) \cong F(B_0, B_1) \iff F(A_0 - \lambda I, A_1) \cong F(B_0 - \lambda I, B_1).$$

7. Let $A_i \in \mathbb{C}^{n \times n}$, $i = 0, \ldots, s - 1$. Define

$$F(A_0, \ldots, A_{s-1}) = \begin{bmatrix} A_0 & A_1 & A_2 & \cdots & A_{s-1} \\ 0 & A_0 & A_1 & \cdots & A_{s-2} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & A_0 \end{bmatrix} \in \mathbb{C}^{sn \times sn}.$$ 

$F(A_0, \ldots, A_{s-1})$ and $F(B_0, \ldots, B_{s-1})$ are called strongly similar.

$F(A_0, \ldots, A_{s-1}) \cong F(B_0, \ldots, B_{s-1})$

$$F(A_0, \ldots, A_{s-1}) = F(T_0, \ldots, T_{s-1})F(B_0, \ldots, B_{s-1})F(T_0, \ldots, T_{s-1})^{-1},$$

$F(T_0, \ldots, T_{s-1}) \in \text{GL}(sn, \mathbb{C}).$

Show that $F(A_0, \ldots, A_{s-1}) \cong F(B_0, \ldots, B_{s-1})$ if and only if the equalities (3.9.2) hold for $k = 0, \ldots, s - 1$ and $T_0 \in \text{GL}(n, \mathbb{C})$. 
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8. Let

\[ Z = H_n \oplus \ldots \oplus H_n, \quad X = [X_{pq}]_1, \quad [Y_{pq}]_1 \in \mathbb{C}^{n \times sn}, \]
\[ X_{pq} = [x_{ij}^{(pq)}]_1, \quad Y_{pq} = [y_{ij}^{(pq)}]_1 \in \mathbb{C}^{n \times n}, \quad p, q = 1, \ldots, s. \]

Show that if each \( X_{pq} \) is an upper triangular matrix then

\[ \det X = \prod_{r=1}^n \det [x_{rr}^{(pq)}]_{p, q=1}^s. \]

(Expand the determinant of \( X \) by the rows \( n, 2n, \ldots, sn \) and use the induction.) Define

\[ A_r = [a_{pq}^{(r)}]_1, \quad B_r = [b_{pq}^{(r)}]_1 \in \mathbb{C}^{s \times s}, \]
\[ a_{pq}^{(r)} = \sum_{i=1}^{r+1} x_{(n-r+i-1), i}^{(pq)}, \quad b_{pq}^{(r)} = \sum_{i=1}^{r+1} y_{(n-r+i-1), i}^{(pq)}, \quad r = 0, \ldots, n-1. \]

Using Theorem 2.8.3 show

\[ F(Z, X) \cong F(Z, Y) \iff F(A_0, \ldots, A_{n-1}) \cong F(B_0, \ldots, B_{n-1}). \]

9. Let \( X = [x_{ij}]_1^n, \quad Y = [y_{ij}]_1^n \in \mathbb{C}^{n \times n}. \) Using Problems 7-8 show that \( F(H_n, X) \cong F(H_n, Y) \) if and only if

\[ \sum_{i=1}^r x_{(n-r+i-1), i} = \sum_{i=1}^r y_{(n-r+i-1), i}, \quad \text{for } r = 1, \ldots, n. \]

10. Let \( X = [x_{ij}]_2^2 \in \mathbb{C}^{2 \times 2}. \) Show that if \( x_{21} \neq 0 \) then \( F(H_2, X) \cong H_4. \) Combine this result with Problem 9 to show the existence of \( Y \in \mathbb{C}^{2 \times 2} \) such that \( F(H_2, X) \) is similar to \( F(H_2, Y) \) but \( F(H_2, X) \) is not strongly similar to \( F(H_2, Y). \)

(3.13.11)

Assume in Problem 8 \( s = 2. \) Let

\[ A(x) = \sum_{i=0}^{n-1} A_i x^i, \quad B(x) = \sum_{i=0}^{n-1} B_i x^i \in H_0^{2 \times 2}. \]

Use the results of Problems 7-8, (3.9.2) and Problem 2 to show that \( F(Z, X) \cong F(Z, Y) \) if and only if the three matrices in (3.6.2) have the same local invariant polynomials up to degree \( n - 1. \)
3.14 Historical remarks

The exposition of §3.1 is close to [Gan59]. The results of §3.2 were inspired by [Rot81]. The notion of local indices (Problem 3.2.3) can be found in [FrS80]. The content of §3.3 are standard. Theorem 3.3.2 can be found in [Wie67] and Problem §3.3.1 in [Gan59]. The use of Cauchy integration formula to study the properties of analytic functions of operators and matrices as in §3.4 is now common, e.g. [Kat80] and [Kat82]. Theorem 3.4.6 is standard. Theorem 3.4.9 is a part of the Kreiss matrix stability theorem [Kre62]. The inequality (3.4.16) is due to [Tad81]. The results of Problem 3.4.7 are from [Fri81]. The results of §3.5 influenced by Arnold [Arn71], in particular Theorem 3.5.3 is from [Arn71]. See also [Was77]. The subject of §3.6 and its applications in theory of differential equations in neighborhood of singularities was emphasized in works of Wasow [Was63],[Was77] and [Was78]. Theorem 3.6.4 for one complex variable appears in [Fri80b]. Corollary 3.6.5 is due to [Was63]. Theorem 3.7.1 for simply connected domain is due to [Gin78]. See [Was78] for the extension of Theorem 3.7.1 to certain domains $\Omega \subset \mathbb{C}^3$. It is shown there that Theorem 3.7.1 fails even for simply connected domains in $\mathbb{C}^3$.

Theorem 3.8.1 can be found in [Kat80] or [Fri78]. The results of §3.9 were taken from [Fri80b]. It is worthwhile to mention that the conjecture stated in [Fri80b] that $A(x)$ and $B(x)$ are analytically similar over $H_0$ if the three matrices in (3.6.2) are equivalent over $H_0$ is false [Gur81, §6].

The contents of §3.10 are known to the experts. The nontrivial part of this section (Theorem 3.10.6) is due to [DDG51]. Theorem 3.11.1 is stated in [Fri80b]. Some other results in §3.11, in particular Theorem 3.11.5, seem to be new. Property L of §3.12 was introduced by Motzkin-Taussky [MoT52] and [MoT55]. Theorem 3.12.4 is a slight improvement of [MoT55]. Our proof of property L in Theorem 3.12.4 follows [Kat80]. Many results in §3.13 are taken from [Fri80a] and [Fri80b]. It connects the analytic similarity of matrices with simultaneous similarity of certain pairs of matrices. Simultaneous similarity of matrices is discussed in [Fri83].
Chapter 4

Inner product spaces

4.1 Inner product

Definition 4.1.1 Let $\mathbb{F} = \mathbb{R}, \mathbb{C}$ and let $V$ be a vector space over $\mathbb{F}$. Then $\langle \cdot, \cdot \rangle : V \times V \to \mathbb{F}$ is called an inner product if the following conditions hold:

(a) $\langle ax + by, z \rangle = a \langle x, z \rangle + b \langle y, z \rangle$, for all $a, b \in \mathbb{F}$, $x, y, z \in V$,

(b) for $\mathbb{F} = \mathbb{R}$ $\langle y, x \rangle = \langle x, y \rangle$, for all $x, y \in V$;

(bc) for $\mathbb{F} = \mathbb{C}$ $\langle y, x \rangle = \overline{\langle x, y \rangle}$, for all $x, y \in V$;

(c) $\langle x, x \rangle > 0$ for all $x \in V \setminus \{0\}$.

$\|x\| := \sqrt{\langle x, x \rangle}$ is called the norm (length) of $x \in V$.

Other standard properties of inner products are mentioned in Problems 1-2 below. We will use the abbreviation IPS for inner product space. In this chapter we assume that $\mathbb{F} = \mathbb{R}, \mathbb{C}$ unless stated otherwise.

Proposition 4.1.2 Let $V$ be a vector space over $\mathbb{R}$. Identify $V_C$, called the complexification of $V$, with the set of pairs $(x, y)$, $x, y \in V$. Then $V_C$ is a vector space over $\mathbb{C}$ with

$(a + \sqrt{-1}b)(x, y) := a(x, y) + b(-y, x)$, for all $a, b \in \mathbb{R}$, $x, y \in V$.

If $V$ has a basis $e_1, \ldots, e_n$ over $\mathbb{R}$ then $(e_1, 0), \ldots, (e_n, 0)$ is a basis of $V_C$ over $\mathbb{C}$. Any inner product $\langle \cdot, \cdot \rangle$ on $V$ over $\mathbb{F}$ induces the following inner product on $V_C$:

$\langle (x, y), (u, v) \rangle = \langle x, u \rangle + \langle y, v \rangle + \sqrt{-1}(\langle y, u \rangle - \langle x, v \rangle)$, $x, y, u, v \in V$. 
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We leave the proof of this proposition to the reader (Problem 3 below).

**Definition 4.1.3** Let $V$ be an IPS. Then
(a) $x, y \in V$ are called orthogonal if $\langle x, y \rangle = 0$.
(b) $S, T \subset V$ are called orthogonal if $\langle x, y \rangle = 0$ for any $x \in S$, $y \in T$.
(c) For any $S \subset V$, $S^\perp \subset V$ is the maximal orthogonal set to $S$.
(d) $x_1, \ldots, x_m$ is called an orthonormal set if
$$\langle x_i, x_j \rangle = \delta_{ij}, \text{ for all } i, j = 1, \ldots, m.$$ 
(e) $x_1, \ldots, x_n$ is called an orthonormal basis if it is an orthonormal set which is a basis in $V$.

**Definition 4.1.4** (Gram-Schmidt algorithm.) Let $V$ be an IPS and $S = \{x_1, \ldots, x_m\} \subset V$ a finite (possibly empty) set ($m \geq 0$). Then
$\tilde{S} = \{e_1, \ldots, e_p\}$ is the orthonormal set ($p \geq 1$) or the empty set ($p = 0$) obtained from $S$ using the following recursive steps:
(a) If $x_1 = 0$ remove it from $S$. Otherwise replace $x_1$ by $\|x_1\|^{-1}x_1$.
(b) Assume that $x_1, \ldots, x_k$ is an orthonormal set and $1 \leq k < m$. Let $y_{k+1} = x_{k+1} - \sum_{i=1}^{k} \langle x_{k+1}, x_i \rangle x_i$. If $y_{k+1} = 0$ remove $x_{k+1}$ from $S$. Otherwise replace $x_{k+1}$ by $\|y_{k+1}\|^{-1}y_{k+1}$.

**Corollary 4.1.5** Let $V$ be an IPS and $S = \{x_1, \ldots, x_n\} \subset V$ be $n$ linearly independent vectors. Then the Gram-Schmidt algorithm on $S$ is given as follows:

\begin{align}
 y_1 &:= x_1, \quad r_{11} := \|y_1\|, \quad e_1 := \frac{1}{r_{11}}y_1, \\
 r_{ji} &:= \langle x_i, e_j \rangle, \quad j = 1, \ldots, i - 1, \quad \text{(4.1.1)} \\
 y_i &:= x_i - \sum_{j=1}^{i-1} r_{ji}e_j, \quad r_{ii} := \|y_i\|, \quad e_i := \frac{1}{r_{ii}}y_i, \quad i = 2, \ldots, n.
\end{align}

In particular, $e_i \in S_i$ and $\|y_i\| = \text{dist}(x_i, S_{i-1})$, where $S_i = \text{span} \{x_1, \ldots, x_i\}$ for $i = 1, \ldots, n$ and $S_0 = \{0\}$. (See Problem 4 below for the definition of \text{dist}(x_i, S_{i-1}).)

**Corollary 4.1.6** Any (ordered) basis in a finite dimensional IPS $V$ induces an orthonormal basis by the Gram-Schmidt algorithm.

See Problem 4 below for some known properties related to the above notions.
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Problems

1. Let $V$ be an IPS over $F$. Show

$$\langle 0, x \rangle = \langle x, 0 \rangle = 0,$$

for $F = \mathbb{R}$ \langle z, ax + by \rangle = a(z, x) + b(z, y)$, for all $a, b \in \mathbb{R}$, $x, y, z \in V$,

for $F = \mathbb{C}$ \langle z, ax + by \rangle = \bar{a}(z, x) + \bar{b}(z, y)$, for all $a, b \in \mathbb{C}$, $x, y, z \in V$.

2. Let $V$ be an IPS. Show

(a) $\|ax\| = |a| \|x\|$ for $a \in F$ and $x \in V$.

(b) The Cauchy-Schwarz inequality:

$$|\langle x, y \rangle| \leq \|x\| \|y\|,$$

and equality holds if and only if $x, y$ are linearly dependent (collinear).

(c) The triangle inequality

$$\|x + y\| \leq \|x\| + \|y\|,$$

and equality holds if either $x = 0$ or $y = ax$ for $a \in \mathbb{R}_+$.

3. Prove Proposition 4.1.2.

4. Let $V$ be a finite dimensional IPS of dimension $n$. Assume that $S \subset V$. Show

(a) If $x_1, \ldots, x_m$ is an orthonormal set then $x_1, \ldots, x_m$ are linearly independent.

(b) Assume that $e_1, \ldots, e_n$ is an orthonormal basis in $V$. Show that for any $x \in V$ the orthonormal expansion holds

$$(4.1.2) \quad x = \sum_{i=1}^{n} \langle x, e_i \rangle e_i.$$

Furthermore for any $x, y \in V$

$$(4.1.3) \quad \langle x, y \rangle = \sum_{i=1}^{n} \langle x, e_i \rangle \overline{\langle y, e_i \rangle}.$$

(c) Assume that $S$ is a finite set. Let $\tilde{S}$ be the set obtained by the Gram-Schmidt process. Show that $\tilde{S} = \emptyset \iff \text{span } S = \{0\}$. Show that if $\tilde{S} \neq \emptyset$ then $e_1, \ldots, e_p$ is an orthonormal basis in $\text{span } S$. 

(d) There exists an orthonormal basis \( e_1, \ldots, e_m \) in \( V \) and \( 0 \leq m \leq n \) such that
\[
\begin{align*}
e_1, \ldots, e_m & \in S, \quad \text{span } S = \text{span } (e_1, \ldots, e_m), \\
S^\perp & = \text{span } (e_{m+1}, \ldots, e_n), \\
(S^\perp)^\perp & = \text{span } S.
\end{align*}
\]

(e) Assume from here to the end of the problem that \( S \) is a subspace. Show \( V = S \oplus S^\perp \).

(f) Let \( x \in V \) and let \( x = u + v \) for unique \( u \in S, \ v \in S^\perp \). Let \( P(x) := u \) be the projection of \( x \) on \( S \). Show that \( P: V \to V \) is a linear transformation satisfying
\[
P^2 = P, \quad \text{Range } P = S, \quad \text{Ker } P = S^\perp.
\]

(g) Show
\[
dist(x, S) := \| x - Px \| \leq \| x - w \| \text{ for any } w \in S
\]
and equality \( \iff w = Px \).

(h) Show that \( \text{dist}(x, S) = \| x - w \| \) for some \( w \in S \) if and only if \( x - w \) is orthogonal to \( S \).

5. Let \( X \in \mathbb{C}^{m \times n} \) and assume that \( m \geq n \) and rank \( X = n \). Let \( x_1, \ldots, x_n \in \mathbb{C}^m \) be the columns of \( X \), i.e. \( X = [x_1, \ldots, x_n] \). Assume that \( \mathbb{C}^m \) is an IPS with the standard inner product \( \langle x, y \rangle = y^*x \).

Perform the Gram-Schmidt algorithm (4.1.5) to obtain the matrix \( Q = [e_1, \ldots, e_n] \in \mathbb{C}^{m \times n} \). Let \( R = [r_{ji}]^n_{i,j=1} \in \mathbb{C}^{n \times n} \) be the upper triangular matrix with \( r_{ji} \), \( j \leq i \) given by (4.1.1). Show that \( Q^TQ = I_n \) and \( X = QR \). (This is the QR algorithm.) Show that if in addition \( X \in \mathbb{R}^{m \times n} \), then \( Q \) and \( R \) are real valued matrices.

6. Let \( C \in \mathbb{C}^{n \times n} \) and assume that \( \{\lambda_1, \ldots, \lambda_n\} \) are \( n \) eigenvalues of \( C \) counted with their multiplicities. View \( C \) as an operator \( C: \mathbb{C}^n \to \mathbb{C}^n \). View \( \mathbb{C}^n \) as \( 2n \)-dimensional vector space over \( \mathbb{R} \). Let \( C = A + \sqrt{-1}B \), \( A, B \in \mathbb{R}^{n \times n} \).

a. Then \( \tilde{C} := \begin{bmatrix} A & -B \\ B & A \end{bmatrix} \in \mathbb{R}^{(2n)\times(2n)} \) represents the operator \( C: \mathbb{C}^n \to \mathbb{C}^n \) as an operator over \( \mathbb{R} \) in suitably chosen basis.

b. Show that \( \{\tilde{\lambda}_1, \tilde{\lambda}_1, \ldots, \tilde{\lambda}_n, \tilde{\lambda}_n\} \) are the \( 2n \) eigenvalues of \( \tilde{C} \) counting with multiplicities.

c. Show that the Jordan canonical form of \( \tilde{C} \), is obtained by replacing each Jordan block \( \lambda I + H \) in \( C \) by two Jordan blocks \( \lambda I + H \) and \( \tilde{\lambda} I + H \).
4.2 Special transformations in IPS

**Proposition 4.2.1** Let $V$ be an IPS and $T : V \to V$ a linear transformation. Then there exists a unique linear transformation $T^* : V \to V$ such that $\langle Tx, y \rangle = \langle x, T^*y \rangle$ for all $x, y \in V$.

See Problems 1-2 below.

**Definition 4.2.2** Let $V$ be an IPS and let $T : V \to V$ be a linear transformation. Then

(a) $T$ is called self-adjoint if $T^* = T$;
(b) $T$ is called anti self-adjoint if $T^* = -T$;
(c) $T$ is called unitary if $T^*T = TT^* = I$;
(d) $T$ is called normal if $T^*T = TT^*$.

Denote by $S(V)$, $AS(V)$, $U(V)$, $N(V)$ the sets of self-adjoint, anti self-adjoint, unitary and normal operators on $V$ respectively.

**Proposition 4.2.3** Let $V$ be an IPS over $\mathbb{F} = \mathbb{R}, \mathbb{C}$ with an orthonormal basis $E = \{e_1, \ldots, e_n\}$. Let $T : V \to V$ be a linear transformation. Let $A = [a_{ij}] \in \mathbb{F}^{n \times n}$ be the representation matrix of $T$ in the basis $E$:

\[(4.2.1) \quad a_{ij} = \langle Te_j, e_i \rangle, \quad i, j = 1, \ldots, n.\]

Then for $\mathbb{F} = \mathbb{R}$:

(a) $T^*$ is represented by $A^\top$,
(b) $T$ is self-adjoint $\iff A = A^\top$,
(c) $T$ is anti self-adjoint $\iff A = -A^\top$,
(d) $T$ is unitary $\iff A$ is orthogonal $\iff AA^\top = A^\top A = I$,
(e) $T$ is normal $\iff A$ is normal $\iff AA^\top = A^\top A$,

and for $\mathbb{F} = \mathbb{C}$:

(a) $T^*$ is represented by $A^*$ ($:= A^\top$),
(b) $T$ is self-adjoint $\iff A$ is hermitian $\iff A = A^*$,
(c) $T$ is anti self-adjoint $\iff A$ is anti hermitian $\iff A = -A^*$,
(d) $T$ is unitary $\iff A$ is unitary $\iff AA^* = A^*A = I$,
(e) $T$ is normal $\iff A$ is normal $\iff AA^* = A^*A$.

See Problem 3 below.
**Proposition 4.2.4** Let $V$ be an IPS over $\mathbb{R}$, and let $T \in \text{Hom}(V)$. Let $V_\mathbb{C}$ be the complexification of $V$. Then there exists a unique $T_\mathbb{C} \in \text{Hom}(V_\mathbb{C})$ such that $T_\mathbb{C}|V = T$. Furthermore $T$ is self-adjoint, unitary or normal if and only if $T_\mathbb{C}$ is self-adjoint, unitary or normal respectively.

See Problem 4 below.

**Definition 4.2.5** For a domain $\mathbb{D}$ with identity 1 let

$$S(n, \mathbb{D}) := \{ A \in \mathbb{D}^{n \times n} : \quad A = A^\top \},$$

$$AS(n, \mathbb{D}) := \{ A \in \mathbb{D}^{n \times n} : \quad A = -A^\top \},$$

$$O(n, \mathbb{D}) := \{ A \in \mathbb{D}^{n \times n} : \quad AA^\top = A^\top A = I \},$$

$$SO(n, \mathbb{D}) := \{ A \in O(n, \mathbb{D}) : \quad \det A = 1 \},$$

$$DO(n, \mathbb{D}) := D(n, \mathbb{D}) \cap O(n, \mathbb{D}),$$

$$N(n, \mathbb{R}) := \{ A \in \mathbb{R}^{n \times n} : \quad AA^\top = A^\top A \},$$

$$N(n, \mathbb{C}) := \{ A \in \mathbb{C}^{n \times n} : \quad AA^* = A^*A \},$$

$$H_n := \{ A \in \mathbb{C}^{n \times n} : \quad A = A^* \},$$

$$AH_n := \{ A \in \mathbb{C}^{n \times n} : \quad A = -A^* \},$$

$$U_n := \{ A \in \mathbb{C}^{n \times n} : \quad AA^* = A^*A = I \},$$

$$SU_n := \{ A \in U_n : \quad \det A = 1 \},$$

$$DU_n := D(n, \mathbb{C}) \cap U_n.$$

See Problem 5 below for relations between these classes.

**Theorem 4.2.6** Let $V$ be an IPS over $\mathbb{C}$ of dimension $n$. Then a linear transformation $T : V \to V$ is normal if and only if $V$ has an orthonormal basis consisting of eigenvectors of $T$.

**Proof.** Suppose first that $V$ has an orthonormal basis $e_1, \ldots, e_n$ such that $Te_i = \lambda_i e_i$, $i = 1, \ldots, n$. From the definition of $T^*$ it follows that $T^*e_i = \bar{\lambda}_i e_i$, $i = 1, \ldots, n$. Hence $TT^* = T^*T$.

Assume now $T$ is normal. Since $\mathbb{C}$ is algebraically closed $T$ has an eigenvalue $\lambda_i$. Let $V_i$ be the subspace of $V$ spanned by all eigenvectors of $T$ corresponding to the eigenvalue $\lambda_i$. Clearly $TV_i \subset V_i$. Let $x \in V_i$. Then $Tx = \lambda_i x$. Thus

$$T(T^*x) = (TT^*)x = (T^*T)x = T^*(Tx) = \lambda_i T^*x \Rightarrow T^*V_i \subset V_i.$$

Hence $TV_i^\perp, T^*V_i^\perp \subset V_i^\perp$. Since $V = V_1 \oplus V_2^\perp$ it is enough to prove the theorem for $T|V_1$ and $T|V_2^\perp$.

As $T|V_1 = \lambda_1 I|V_1$, it is straightforward to show $T^*|V_1 = \bar{\lambda}_1 I|V_1$ (see Problem 2 below). Hence for $T|V_1$ the theorem trivially holds. For $T|V_2^\perp$
Theorem 4.2.6 yields:

**Corollary 4.2.7** Let $V$ be an IPS over $\mathbb{R}$ of dimension $n$. Then the linear transformation $T : V \rightarrow V$ with a real spectrum is normal if and only if $V$ has an orthonormal basis consisting of eigenvectors of $T$.

**Proposition 4.2.8** Let $V$ be an IPS over $\mathbb{C}$. Let $T \in N(V)$. Then

- $T$ is self-adjoint $\iff$ spec$(T) \subset \mathbb{R}$,
- $T$ is unitary $\iff$ spec$(T) \subset S^1 = \{z \in \mathbb{C} : |z| = 1\}$.

**Proof.** Since $T$ is normal there exists an orthonormal basis $e_1, \ldots, e_n$ such that $Te_i = \lambda_i e_i$, $i = 1, \ldots, n$. Hence $T^*e_i = \overline{\lambda}_i e_i$. Then

$$T = T^* \iff \lambda_i = \overline{\lambda}_i, \; i = 1, \ldots, n,$$

$$TT^* = T^*T = I \iff |\lambda_i| = 1, \; i = 1, \ldots, n.$$ 

**Corollary 4.2.9** Let $V$ be an IPS over $\mathbb{R}$ and let $T \in S(V)$. Then spec$(T) \subset \mathbb{R}$ and $V$ has an orthonormal basis consisting of the eigenvectors of $T$.

**Proposition 4.2.10** Let $V$ be an IPS over $\mathbb{R}$ and let $T \in U(V)$. Then $V = \bigoplus_{i \in \{1, 2, \ldots, k\}} V_i$, where $k \geq 1$, $V_i$ and $V_j$ are orthogonal for $i \neq j$, such that

- (a) $T|V_{-1} = -I_{V_{-1}}$, dim$V_{-1} \geq 0$,
- (b) $T|V_i = I_{V_i}$, dim$V_i \geq 0$,
- (c) $TV_i = V_i$, dim$V_i = 2$, and spec$(T|V_i) \subset S^1 \backslash \{-1, 1\}$ for $i = 2, \ldots, k$.

See Problem 7 below.

**Proposition 4.2.11** Let $V$ be an IPS over $\mathbb{R}$ and let $T \in AS(V)$. Then $V = \bigoplus_{i \in \{1, 2, \ldots, k\}} V_i$, where $k \geq 1$, and $V_i$ and $V_j$ are orthogonal for $i \neq j$, such that

- (a) $T|V_1 = 0_{V_1}$, dim$V_0 \geq 0$,
- (b) $TV_i = V_i$, dim$V_i = 2$, spec$(T|V_i) \subset \sqrt{-1}\mathbb{R} \backslash \{0\}$ for $i = 2, \ldots, k$. 
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See Problem 8 below.

**Theorem 4.2.12** Let $V$ be an IPS over $\mathbb{C}$ of dimension $n$. Let $T \in \text{Hom}(V)$. Let $\lambda_1, \ldots, \lambda_n \in \mathbb{C}$ be $n$ eigenvalues of $T$ counted with their multiplicities. Then there exists an orthonormal basis $g_1, \ldots, g_n$ of $V$ with the following properties:

(4.2.2) \[ T \text{span} (g_1, \ldots, g_i) \subset \text{span} (g_1, \ldots, g_i), \quad \langle Tg_i, g_i \rangle = \lambda_i, \quad i = 1, \ldots, n. \]

Next, let $V$ be an IPS over $\mathbb{R}$ of dimension $n$. Let $T \in \text{Hom}(V)$ and assume that $\text{spec} (T) \subset \mathbb{R}$. Let $\lambda_1, \ldots, \lambda_n \in \mathbb{R}$ be $n$ eigenvalues of $T$ counted with their multiplicities. Then there exists an orthonormal basis $g_1, \ldots, g_n$ of $V$ such that (4.2.2) holds.

**Proof.** Assume first that $V$ is an IPS over $\mathbb{C}$ of dimension $n$. The proof is by induction on $n$. For $n = 1$ the theorem is trivial. Assume that $n > 1$. Since $\lambda_1 \in \text{spec} (T)$ it follows that there exists $g_1 \in V$, $\langle g_1, g_1 \rangle = 1$ such that $Tg_1 = \lambda_1 g_1$. Let $U := \text{span} (g_1)^\perp$. Let $P$ be the orthogonal projection on $U$. Let $T_1 := PT|_U$. Then $T_1 \in \text{Hom} (U)$. Let $\lambda_2, \ldots, \lambda_n$ be the eigenvalues of $T_1$ counted with their multiplicities. The induction hypothesis yields the existence of an orthonormal basis $g_2, \ldots, g_n$ of $U$ such that

\[ T_1 \text{span} (g_2, \ldots, g_i) \subset \text{span} (g_2, \ldots, g_i), \quad \langle T_1g_i, g_i \rangle = \tilde{\lambda}_i, \quad i = 1, \ldots, n. \]

It is straightforward to show that $T \text{span} (g_1, \ldots, g_i) \subset \text{span} (g_1, \ldots, g_i)$ for $i = 1, \ldots, n$. Hence in the orthonormal basis $g_1, \ldots, g_n$ $T$ is presented by an upper diagonal matrix $B = [b_{ij}]^n_{i,j=1}$, with $b_{i1} = \lambda_1$ and $b_{ii} = \tilde{\lambda}_i$, $i = 2, \ldots, n$. Hence $\lambda_1, \tilde{\lambda}_2, \ldots, \tilde{\lambda}_n$ are the eigenvalues of $T$ counted with their multiplicities. This establishes the theorem in this case. The real case is treated similarly.

\[ \square \]

Combine the above results with Problems 6 and 12 below to deduce:

**Corollary 4.2.13** Let $A \in \mathbb{C}^{n \times n}$. Let $\lambda_1, \ldots, \lambda_n \in \mathbb{C}$ be $n$ eigenvalues of $A$ counted with their multiplicities. Then there exists an upper triangular matrix $B = [b_{ij}]^n_{i,j=1} \in \mathbb{C}^{n \times n}$, such that $b_{ii} = \lambda_i$, $i = 1, \ldots, n$, and a unitary matrix $U \in \mathbb{U}_n$ such that $A = UBU^{-1}$. If $A \in \mathbb{N}(n, \mathbb{C})$ then $B$ is a diagonal matrix.

Next, let $A \in \mathbb{R}^{n \times n}$ and assume that $\text{spec} (T) \subset \mathbb{R}$. Then $A = UBU^{-1}$ where $U$ can be chosen to be a real orthogonal matrix and $B$ is a real upper triangular matrix. If $A \in \mathbb{N}(n, \mathbb{R})$ and $\text{spec} (A) \subset \mathbb{R}$ then $B$ is a diagonal matrix.
4.2. SPECIAL TRANSFORMATIONS IN IPS

It is easy to show that $U$ in the above Corollary can be chosen in $SU_n$ or $SO(n,\mathbb{R})$ respectively (See Problem 11 below).

**Definition 4.2.14** Let $V$ be a vector space and assume that $T : V \to V$ is a linear operator. Let $0 \neq v \in V$. Then $W = \text{span} \{v, Tv, T^2v, \ldots\}$ is called a cyclic invariant subspace of $T$ generated by $v$. (It is also referred as a Krylov subspace of $T$ generated by $v$.) Sometimes we will refer to $W$ as simply a cyclic subspace, or a Krylov subspace.

**Theorem 4.2.15** Let $V$ be a finite dimensional IPS. Let $T : V \to V$ be a linear operator. For $0 \neq v \in V$ let $W = \text{span} \{v, Tv, \ldots, T^{r-1}v\}$ be a cyclic $T$-invariant subspace of dimension $r$ generated by $v$. Let $u_1, \ldots, u_r$ be an orthonormal basis of $W$ obtained by the Gram-Schmidt process from the basis $\{v, Tv, \ldots, T^{r-1}v\}$ of $W$. Then $\langle Tu_i, u_j \rangle = 0$ for $1 \leq i \leq j - 2$, i.e. the representation matrix of $T|W$ in the basis $\{u_1, \ldots, u_r\}$ is upper Hessenberg. If $T$ is self-adjoint then the representation matrix of $T|W$ in the basis $\{u_1, \ldots, u_r\}$ is a tridiagonal hermitian matrix.

**Proof.** Let $W_j = \text{span} \{v, \ldots, T^{i-1}v\}$ for $j = 1, \ldots, r + 1$. Clearly $TW_j \subset W_{j+1}$ for $j = 1, \ldots, r$. The assumption that $W$ is a $T$-invariant subspace yields that $W = W_r = W_{r+1}$. Since $\dim W = r$, it follows that $v, \ldots, T^{r-1}v$ are linearly independent. Hence $\{v, \ldots, T^{r-1}v\}$ is a basis for $W$. Recall that $\text{span} \{u_1, \ldots, u_j\} = W_j$ for $j = 1, \ldots, r$. Let $r \geq j \geq i + 2$. Then $Tu_i \in TW_i \subset W_{i+1}$. As $u_j \perp W_{i+1}$ it follows that $\langle Tu_i, u_j \rangle = 0$. Assume that $T^* = T$. Let $r \geq i \geq j + 2$. Then $\langle Tu_i, u_j \rangle = \langle u_i, Tu_j \rangle = 0$. Hence the representation matrix of $T|W$ in the basis $\{u_1, \ldots, u_r\}$ is a tridiagonal hermitian matrix. 

**Problems**

1. Prove Proposition 4.2.1.

2. Let $P, Q \in \text{Hom} (V)$, and $a, b \in \mathbb{F}$. Show that $(aP + bQ)^* = \bar{a}P^* + \bar{b}Q^*$.

3. Prove Proposition 4.2.3.

4. Prove Proposition 4.2.4 for finite dimensional $V$. (Hint: Choose an orthonormal basis in $V$.)
5. Show the following

\[
\begin{align*}
\text{SO}(n, \mathbb{D}) & \subset \text{O}(n, \mathbb{D}) \subset \text{GL}(n, \mathbb{D}), \\
\text{S}(n, \mathbb{R}) & \subset \text{H}_n \subset \text{N}(n, \mathbb{C}), \\
\text{AS}(n, \mathbb{R}) & \subset \text{AH}_n \subset \text{N}(n, \mathbb{C}), \\
\text{SO}(n, \mathbb{D}), \text{O}(n, \mathbb{D}), \text{SU}_n, \text{U}_n & \text{ are groups}
\end{align*}
\]

\[
\begin{align*}
\text{S}(n, \mathbb{R}) & \subset \text{H}_n \subset \text{N}(n, \mathbb{R}) \subset \text{N}(n, \mathbb{C}), \\
\text{AS}(n, \mathbb{R}) & \subset \text{AH}_n \subset \text{N}(n, \mathbb{R}) \subset \text{N}(n, \mathbb{C}), \\
\text{O}(n, \mathbb{R}) & \subset \text{U}_n \subset \text{N}(n, \mathbb{C}), \\
\text{SO}(n, \mathbb{D}), \text{O}(n, \mathbb{D}), \text{SU}_n, \text{U}_n & \text{ are groups}
\end{align*}
\]

\[
\begin{align*}
\text{S}(n, \mathbb{D}) & \text{ is a } \mathbb{D} - \text{module of dimension } \binom{n+1}{2}, \\
\text{AS}(n, \mathbb{D}) & \text{ is a } \mathbb{D} - \text{module of dimension } \binom{n}{2}, \\
\text{H}_n & \text{ is an } \mathbb{R} - \text{vector space of dimension } n^2. \\
\text{AH}_n & = \sqrt{-1} \text{H}_n
\end{align*}
\]

6. Let \( E = \{e_1, \ldots, e_n\} \) be an orthonormal basis in an IPS \( V \) over \( F \). Let \( G = \{g_1, \ldots, g_n\} \) be another basis in \( V \). Show that \( F \) is an orthonormal basis if and only if the transfer matrix either from \( E \) to \( G \) or from \( G \) to \( E \) is a unitary matrix.

7. Prove Proposition 4.2.10.

8. Prove Proposition 4.2.11.

9. (a) Show that \( A \in \text{SO}(2, \mathbb{R}) \) is of the form

\[
A = \begin{bmatrix}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{bmatrix}, \theta \in \mathbb{R}.
\]

(b) Show that \( \text{SO}(2, \mathbb{R}) = e^{\text{AS}(2, \mathbb{R})} \).

(c) Show that \( \text{SO}(n, \mathbb{R}) = e^{\text{AS}(n, \mathbb{R})} \).

(d) Show that \( \text{SO}(n, \mathbb{R}) \) is a path connected space. (See part e.)

(e) Let \( V \) be an \( n(>1) \)-dimensional IPS over \( F = \mathbb{R} \). Let \( p \in [n - 1] \). Assume that \( x_1, \ldots, x_p \) and \( y_1, \ldots, y_p \) are two orthonormal systems in \( V \). Show that these two o.n.s. are path connected. That is, there are \( p \) continuous mappings \( z_i(t) : [0, 1] \to V, i = 1, \ldots, p \) such that
for each \( t \in [0, 1] \), \( z_1(t), \ldots, z_p(t) \) is an o.n.s. and \( z_i(0) = x_i, z_i(1) = y_i, i = 1, \ldots, p \).

10. (a) Show that \( U_n = e^{AH_n} \). (Hint: Use Proposition 4.2.8 and its proof.)

(b) Show that \( U_n \) is path connected.

(c) Prove Problem 9e for \( \mathbb{F} = \mathbb{C} \).

11. Show

(a) \( D_1 D^*_1 = D \) for any \( D \in D(n, \mathbb{C}) \), \( D_1 \in DU_n \).

(b) \( A \in N(n, \mathbb{C}) \iff A = UDU^* \), for some \( U \in SU_n \), \( D \in D(n, \mathbb{C}) \).

(c) \( A \in N(n, \mathbb{R}) \), \( \sigma(A) \subset \mathbb{R} \iff A = UDU^T \), for some \( U \in SO_n \), \( D \in D(n, \mathbb{R}) \).

12. Show that an upper triangular or a lower triangular matrix \( B \in \mathbb{C}^{n \times n} \) is normal if and only if \( B \) is diagonal. (Hint: consider the equality \( (BB^*)_{11} = (B^*B)_{11} \).)

13. Let the assumptions of Theorem 4.2.15 hold. Show that instead of performing the Gram-Schmidt process on \( v, T_1v, \ldots, T_{r-1}v \) one can perform the following process. Let \( w_1 := \frac{v}{\|v\|}v \). Assume that one already obtained \( i \) orthonormal vectors \( w_1, \ldots, w_i \). Let \( \tilde{w}_{i+1} := T_1w_i - \sum_{j=1}^i \langle T_1w_i, w_j \rangle w_j \). If \( \tilde{w}_{i+1} = 0 \) then stop the process, i.e. one is left with \( i \) orthonormal vectors. If \( \tilde{w}_{i+1} \neq 0 \) then \( w_{i+1} := \frac{1}{\|\tilde{w}_{i+1}\|} \tilde{w}_{i+1} \) and continue the process. Show that the process ends after obtaining \( r \) orthonormal vectors \( w_1, \ldots, w_r \) and \( u_i = w_i \) for \( i = 1, \ldots, r \). (This is a version of Lanczos tridiagonalization process.)

### 4.3 Symmetric bilinear and hermitian forms

**Definition 4.3.1** Let \( V \) be a module over \( D \) and \( Q : V \times V \to D \). \( Q \) is called a symmetric bilinear form (on \( V \)) if the following conditions are satisfied:

(a) \( Q(x, y) = Q(y, x) \) for all \( x, y \in V \) (symmetry);

(b) \( Q(ax + bz, y) = aQ(x, y) + bQ(z, y) \) for all \( a, b \in D \) and \( x, y, z \in V \) (bilinearity).

For \( D = \mathbb{C} \), \( Q \) is called a hermitian form (on \( V \)) if \( Q \) satisfies the conditions (a’), and (b) where

(a’) \( Q(x, y) = \overline{Q(y, x)} \) for all \( x, y \in V \) (barsymmetry).
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The following results are elementary (see Problems 1-2 below):

**Proposition 4.3.2** Let $\mathbf{V}$ be a module over $\mathbb{D}$ with a basis $E = \{ e_1, \ldots, e_n \}$. Then there is a $1-1$ correspondence between a symmetric bilinear form $Q$ on $\mathbf{V}$ and $A \in S(n, \mathbb{D})$:

$$Q(x, y) = \eta^\top A \xi, \text{ where } x = \sum_{i=1}^n \xi_i e_i, \ y = \sum_{i=1}^n \eta_i e_i, \ \xi = (\xi_1, \ldots, \xi_n)^\top, \ \eta = (\eta_1, \ldots, \eta_n)^\top \in \mathbb{D}^n.$$  

Let $\mathbf{V}$ be a vector space over $\mathbb{C}$ with a basis $E = \{ e_1, \ldots, e_n \}$. Then there is a $1-1$ correspondence between a hermitian form $Q$ on $\mathbf{V}$ and $A \in H_n$:

$$Q(x, y) = \eta^* A \xi, \text{ where } x = \sum_{i=1}^n \xi_i e_i, \ y = \sum_{i=1}^n \eta_i e_i, \ \xi = (\xi_1, \ldots, \xi_n)^\top, \ \eta = (\eta_1, \ldots, \eta_n)^\top \in \mathbb{C}^n.$$  

**Definition 4.3.3** Let the assumptions of Proposition 4.3.2 hold. Then $A$ is called the representation matrix of $Q$ in the basis $E$.

**Proposition 4.3.4** Let the assumptions of Proposition 4.3.2 hold. Let $F = \{ f_1, \ldots, f_n \}$ be another basis of the $\mathbb{D}$ module $\mathbf{V}$. Then the symmetric bilinear form $Q$ is represented by $B \in S(n, \mathbb{D})$ in the basis $F$, where $B$ is congruent to $A$:

$$B = U^\top A U, \quad U \in \text{GL}(n, \mathbb{D})$$

and $U$ is the matrix corresponding to the change of basis from $F$ to $E$. For $\mathbb{D} = \mathbb{C}$ the hermitian form $Q$ is presented by $B \in H_n$ in the basis $F$, where $B$ is hermicongruent to $A$:

$$B = U^* A U, \quad U \in \text{GL}(n, \mathbb{C})$$

and $U$ is the matrix corresponding to the change of basis from $F$ to $E$.

In what follows we assume that $\mathbb{D} = \mathbb{F} = \mathbb{R}, \mathbb{C}$.

**Proposition 4.3.5** Let $\mathbf{V}$ be an $n$ dimensional vector space over $\mathbb{R}$. Let $Q : \mathbf{V} \times \mathbf{V} \to \mathbb{R}$ be a symmetric bilinear form. Let $A \in S(n, \mathbb{R})$ be the representation matrix of $Q$ with respect to a basis $E$ in $\mathbf{V}$. Let $\mathbf{V}_\mathbb{C}$ be the complexification of $\mathbf{V}$ over $\mathbb{C}$. Then there exists a unique hermitian form $Q_\mathbb{C} : \mathbf{V}_\mathbb{C} \times \mathbf{V}_\mathbb{C} \to \mathbb{C}$ such that $Q_\mathbb{C}|_{\mathbf{V} \times \mathbf{V}} = Q$ and $Q_\mathbb{C}$ is presented by $A$ with respect to the basis $E$ in $\mathbf{V}_\mathbb{C}$.

See Problem 3 below.
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Normalization 4.3.6 Let $V$ be a finite dimensional IPS over $F$. Let $Q : V \times V \to F$ be either a symmetric bilinear form for $F = \mathbb{R}$ or a hermitian form for $F = \mathbb{C}$. Then a representation matrix $A$ of $Q$ is chosen with respect to an orthonormal basis $E$.

The following proposition is straightforward (see Problem 4 below).

Proposition 4.3.7 Let $V$ be an $n$-dimensional IPS over $F$. Let $Q : V \times V \to F$ be either a symmetric bilinear form for $F = \mathbb{R}$ or a hermitian form for $F = \mathbb{C}$. Then there exists a unique $T \in S(V)$ such that $Q(x, y) = \langle Tx, y \rangle$ for any $x, y \in V$. In any orthonormal basis of $V$, $Q$ and $T$ are represented by the same matrix $A$. In particular the characteristic polynomial $p(\lambda)$ of $T$ is called the characteristic polynomial of $Q$. $Q$ has only real roots:

$$\lambda_1(Q) \geq \ldots \geq \lambda_n(Q),$$

which are called the eigenvalues of $Q$. Furthermore there exists an orthonormal basis $F = \{f_1, \ldots, f_n\}$ in $V$ such that $D = \text{diag}(\lambda_1(Q), \ldots, \lambda_n(Q))$ is the representation matrix of $Q$ in $F$.

Vice versa, for any $T \in S(V)$ and any subspace $U \subset V$ the form $Q(T, U)$ defined by

$$Q(T, U)(x, y) := \langle Tx, y \rangle \quad \text{for } x, y \in U$$

is either a symmetric bilinear form for $F = \mathbb{R}$ or a hermitian form for $F = \mathbb{C}$.

In the rest of the book we use the following normalization unless stated otherwise.

Normalization 4.3.8 Let $V$ be an $n$-dimensional IPS over $F$. Assume that $T \in S(V)$. Then arrange the eigenvalues of $T$ counted with their multiplicities in the decreasing order

$$\lambda_1(T) \geq \ldots \geq \lambda_n(T).$$

Note that the same normalization applies to real symmetric matrices and complex hermitian matrices.

Problems

1. Prove Proposition 4.3.2.
2. Prove Proposition 4.3.4.
3. Prove Proposition 4.3.5.
4. Prove Proposition 4.3.7.
4.4 Max-min characterizations of eigenvalues

Definition 4.4.1 Let $V$ be a finite dimensional vector space over the field $F$. Denote by $\text{Gr}(m, V)$ the space of all $m$-dimensional subspaces in $V$ where $m \in \{0, \ldots, n\}$, where $n$ is the dimension of $V$.

Theorem 4.4.2 (The convoy principle) Let $V$ be an $n$-dimensional IPS. Let $T \in S(V)$. Then

$$\lambda_k(T) = \max_{U \in \text{Gr}(k, V)} \min_{0 \neq x \in U} \frac{\langle Tx, x \rangle}{\langle x, x \rangle}, \quad k = 1, \ldots, n,$$

where the quadratic form $Q(T, U)$ is defined in Proposition 4.3.7. For $k \in \{0, \ldots, n\}$ let $U$ be an invariant subspace of $T$ spanned by eigenvectors $e_1, \ldots, e_k$ corresponding to the eigenvalues $\lambda_1(T), \ldots, \lambda_k(T)$. Then $\lambda_k(T) = \lambda_k(Q(T, U))$. Let $U \in \text{Gr}(k, V)$ and assume that $\lambda_k(T) = \lambda_k(Q(T, U))$. Then $U$ contains an eigenvector of $T$ corresponding to $\lambda_k(T)$.

In particular

$$\lambda_1(T) = \max_{0 \neq x \in V} \frac{\langle Tx, x \rangle}{\langle x, x \rangle}, \quad \lambda_n(T) = \min_{0 \neq x \in V} \frac{\langle Tx, x \rangle}{\langle x, x \rangle}$$

Moreover for any $x \neq 0$

$$\lambda_1(T) = \frac{\langle Tx, x \rangle}{\langle x, x \rangle} \iff Tx = \lambda_1(T)x,$$

$$\lambda_n(T) = \frac{\langle Tx, x \rangle}{\langle x, x \rangle} \iff Tx = \lambda_n(T)x.$$
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The above equality yields straightforward (4.4.2) and the equality cases in these characterizations. Let \( U \in \text{Gr}(k, V) \). Then the minimal characterization of \( \lambda_k(Q(T, U)) \) yields the equality

(4.4.5) \[ \lambda_k(Q(T, U)) = \min_{0 \neq x \in U} \frac{\langle Tx, x \rangle}{\langle x, x \rangle} \quad \text{for any } U \in \text{Gr}(k, U). \]

Next there exists \( 0 \neq x \in U \) such that \( \langle x, e_i \rangle = 0 \) for \( i = 1, \ldots, k - 1 \). (For \( k = 1 \) this condition is void.) Hence

\[ \frac{\langle Tx, x \rangle}{\langle x, x \rangle} = \frac{\sum_{i=k}^n \lambda_i(T)|x_i|^2}{\sum_{i=k}^n |x_i|^2} \leq \lambda_k(T) \Rightarrow \lambda_k(T) \geq \lambda_k(Q(T, U)). \]

Let

\[ \lambda_1(T) = \ldots = \lambda_{n_1}(T) > \lambda(T)_{n_1+1}(T) = \ldots = \lambda_{n_2}(T) > \ldots > \]

(4.4.6) \[ \lambda_{n_r-1+1}(T) = \ldots = \lambda_n(T) = \lambda(T), \quad n_0 = 0, n_1 < \ldots < n_r = n. \]

Assume that \( n_j-1 < k \leq n_j \). Suppose that \( \lambda_k(Q(T, U)) = \lambda_k(T) \). Then for \( x \in U \) such that \( \langle x, e_i \rangle = 0 \) we have the equality \( \lambda_k(Q(T, U)) = \lambda_k(T) \) if and only if \( x = \sum_{i=1}^{n_j} x_i e_i \). Thus \( T x = \lambda_k(T)x \).

Let \( U_k = \text{span}(e_1, \ldots, e_k) \). Let \( 0 \neq x = \sum_{i=1}^k x_i e_i \). Then

\[ \frac{\langle Tx, x \rangle}{\langle x, x \rangle} = \frac{\sum_{i=1}^k \lambda_i(T)|x_i|^2}{\sum_{i=1}^k |x_i|^2} \geq \lambda_k(T) \Rightarrow \lambda_k(Q(T, U_k)) \geq \lambda_k(T). \]

Hence \( \lambda_k(Q(T, U_k)) = \lambda_k(T) \).

It can be shown that for \( k > 1 \) and \( \lambda_1(T) > \lambda_k(T) \) there exists \( U \in \text{Gr}(k, V) \) such that \( \lambda_k(T) = \lambda_k(T, U) \) and \( U \) is not an invariant subspace of \( T \), in particular \( U \) does not contain all \( e_1, \ldots, e_k \) satisfying (4.4.3). (See Problem 1 below.)

**Corollary 4.4.3** Let the assumptions of Theorem 4.4.2 hold. Let \( 1 \leq \ell \leq n \). Then

(4.4.7) \[ \lambda_k(T) = \max_{W \in \text{Gr}(\ell, V)} \lambda_k(Q(T, W)), \quad k = 1, \ldots, \ell. \]

**Proof.** For \( k \leq \ell \) apply Theorem 4.4.2 to \( \lambda_k(Q(T, W)) \) to deduce that \( \lambda_k(Q(T, W)) \leq \lambda_k(T) \). Let \( U_\ell = \text{span}(e_1, \ldots, e_\ell) \). Then

\[ \lambda_k(Q(T, U_\ell)) = \lambda_k(T), \quad k = 1, \ldots, \ell. \]

\[ \square \]
Theorem 4.4.4 (Courant-Fischer principle) Let $V$ be an $n$-dimensional IPS and $T \in S(V)$. Then

$$\lambda_k(T) = \min_{W \in \text{Gr}(k-1, V)} \max_{0 \neq x \in W^\perp} \frac{\langle Tx, x \rangle}{\langle x, x \rangle}, \quad k = 1, \ldots, n.$$  

See Problem 2 below for the proof of the theorem and the following corollary.

Corollary 4.4.5 Let $V$ be an $n$-dimensional IPS and $T \in S(V)$. Let $k, \ell \in [n]$ be integers satisfying $k \leq \ell$. Then

$$\lambda_{n-\ell+k}(T) \leq \lambda_k(Q(T, W)) \leq \lambda_k(T), \quad \text{for any } W \in \text{Gr}(\ell, V).$$

Theorem 4.4.6 Let $V$ be an $n$-dimensional IPS and $S, T \in S(V)$. Then for any $i, j \in \mathbb{N}, i + j - 1 \leq n$ the inequality $\lambda_{i+j-1}(S + T) \leq \lambda_i(S) + \lambda_j(T)$ holds.

Proof. Let $U_{i-1}, V_{j-1} \subset V$ be eigenspaces of $S, T$ spanned by the first $i-1, j-1$ eigenvectors of $S, T$ respectively. So

$$\langle Sx, x \rangle \leq \lambda_i(S)\langle x, x \rangle, \quad \langle Ty, y \rangle \leq \lambda_j(T)\langle y, y \rangle \quad \text{for all } x \in U_{i-1}^\perp, y \in V_{j-1}^\perp.$$  

Note that $\dim U_{i-1} = i-1, \dim V_{j-1} = j-1$. Let $W = U_{i-1} \perp V_{j-1}$. Then $\dim W = l - 1 \leq i + j - 2$. Assume that $z \in W^\perp$. Then

$$\langle (S + T)z, z \rangle = \langle Sz, z \rangle + \langle Tz, z \rangle \leq (\lambda_i(S) + \lambda_j(T))\langle z, z \rangle.$$  

Hence

$$\max_{0 \neq z \in W^\perp} \frac{(S + T)z}{\langle z, z \rangle} \leq \lambda_i(S) + \lambda_j(T).$$  

Use Theorem 4.4.4 to deduce that $\lambda_{i+j-1}(S + T) \leq \lambda_i(S + T) \leq \lambda_i(S) + \lambda_j(T)$. \qed

Definition 4.4.7 Let $V$ be an $n$-dimensional IPS. Fix an integer $k \in [n]$. Then $F_k = \{f_1, \ldots, f_k\}$ is called an orthonormal $k$-frame if $< f_i, f_j > = \delta_{ij}$ for $i, j = 1, \ldots, k$. Denote by $Fr(k, V)$ the set of all orthonormal $k$-frames in $V$.

Note that each $F_k \in Fr(k, V)$ induces $U = \text{span } F_k \in \text{Gr}(k, V)$. Vice versa, any $U \in \text{Gr}(k, V)$ induces the set $Fr(k, U)$ of all orthonormal $k$-frames which span $U$.

Theorem 4.4.8 Let $V$ be an $n$-dimensional IPS and $T \in S(V)$. Then for any integer $k \in [n]$

$$\sum_{i=1}^k \lambda_i(T) = \max_{\{f_1, \ldots, f_k\} \in Fr(k, V)} \sum_{i=1}^k \langle T f_i, f_i \rangle.$$
Furthermore

$$\sum_{i=1}^{k} \lambda_i(T) = \sum_{i=1}^{k} \langle Tf_i, f_i \rangle$$

for some $k$-orthonormal frame $F_k = \{f_1, \ldots, f_k\}$ if and only if $\text{span } F_k$ is spanned by $e_1, \ldots, e_k$ satisfying (4.4.3).

**Proof.** Define

$$\text{tr } Q(T, U) := \sum_{i=1}^{k} \lambda_i(Q(T, U)) \text{ for } U \in \text{Gr}(k, V),$$

(4.4.8)

$$\text{tr}_k T := \sum_{i=1}^{k} \lambda_i(T).$$

Let $F_k = \{f_1, \ldots, f_k\} \in \text{Fr}(k, V)$. Set $U = \text{span } F_k$. Then in view of Corollary 4.4.3

$$\sum_{i=1}^{k} \langle Tf_i, f_i \rangle = \text{tr } Q(T, U) \leq \sum_{i=1}^{k} \lambda_i(T).$$

Let $E_k := \{e_1, \ldots, e_k\}$ where $e_1, \ldots, e_n$ are given by (4.4.3). Clearly $\text{tr}_k T = \text{tr } Q(T, \text{span } E_k)$. This shows the maximal characterization of $\text{tr}_k T$.

Let $U \in \text{Gr}(k, V)$ and assume that $\text{tr}_k T = \text{tr } Q(T, U)$. Hence $\lambda_i(T) = \lambda_i(Q(T, U))$ for $i = 1, \ldots, k$. Then there exists $G_k = \{g_1, \ldots, g_k\} \in \text{Fr}(k, U)$ such that

$$\min_{0 \neq x \in \text{span } \{g_1, \ldots, g_k\}} \frac{(Tx, x)}{(x, x)} = \lambda_i(Q(T, U)) = \lambda_i(T), \ i = 1, \ldots, k.$$ 

Use Theorem 4.4.2 to deduce that $Tg_i = \lambda_i(T)g_i$ for $i = 1, \ldots, k$. 

**Theorem 4.4.9** Let $V$ be an $n$-dimensional IPS and $T \in \mathbf{S}(V)$. Then for any integer $k, l \in [n]$, such that $k + l \leq n$, we have that

$$\sum_{i=l+1}^{l+k} \lambda_i(T) = \min_{W \in \text{Gr}(l, V)} \max_{F \in \text{Fr}(k, V \cap W^\perp)} \sum_{i=1}^{k} \langle Tf_i, f_i \rangle.$$ 

**Proof.** Let $W_j := \text{span } \{e_1, \ldots, e_j\}, j = 1, \ldots, n$, where $e_1, \ldots, e_n$ are given by (4.4.3). Then $V_1 := V \cap W_1$ is an invariant subspace of $T$. Let
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Let \( T_1 := T|_{V_1} \). Then \( \lambda_i(T_1) = \lambda_{l+i}(T) \) for \( i = 1, \ldots, n-l \). Theorem 4.4.8 for \( T_1 \) yields

\[
\max_{\{f_1, \ldots, f_k\} \in \text{Fr}(k, V \cap W^\perp)} \sum_{i=1}^k \langle T f_i, f_i \rangle = \sum_{i=l+1}^{l+k} \lambda_i(T).
\]

Let \( T_2 := T|_{W_{l+k}} \) and \( W \in \text{Gr}(l, V) \). Set \( U := W_{l+k} \cap W^\perp \). Then \( \dim U \geq k \). Apply Theorem 4.4.8 to \( -T_2 \) to deduce

\[
\sum_{i=1}^k \lambda_i(-T_2) \geq \sum_{i=1}^k \langle -T f_i, f_i \rangle \text{ for } \{f_1, \ldots, f_k\} \in \text{Fr}(k, U).
\]

The above inequality is equal to the inequality

\[
\sum_{i=l+1}^{l+k} \lambda_i(T) \leq \sum_{i=1}^k \langle T f_i, f_i \rangle \text{ for } \{f_1, \ldots, f_k\} \in \text{Fr}(k, U) \leq \\
\max_{\{f_1, \ldots, f_k\} \in \text{Fr}(k, V \cap W^\perp)} \sum_{i=1}^k \langle T f_i, f_i \rangle.
\]

The above inequalities yield the theorem.

\[ \square \]

Definition 4.4.10 Let \( V \) be an \( n \)-dimensional IPS. Assume that \( k \in [n] \) and \( 1 \leq i_1 < \cdots < i_k \leq n \) are integers. Let \( U_0 := \{0\} \) and \( U_j \in \text{Gr}(i_j, V) \) for \( j = 1, \ldots, k \). \( (U_1, \ldots, U_k) \) is called a flag in \( V \) if \( U_1 \subset U_2 \subset \cdots \subset U_k \). The set of all such flags is denoted by \( F(i_1, \ldots, i_k, V) \).

Theorem 4.4.11 Let \( V \) be an \( n \)-dimensional IPS. Assume that \( k \in [n] \) and \( 1 \leq i_1 < \cdots < i_k \leq n \) are integers. Then for each \( T \in \text{S}(V) \) the following characterization holds:

\[
\sum_{j=1}^k \lambda_{i_j}(T) = \max_{(U_1, \ldots, U_k) \in F(i_1, \ldots, i_k)} \min_{x_1, \ldots, x_k, x_p \in U_p : \langle x_p, x_q \rangle = \delta_{pq}, p, q \in [k]} \sum_{j=1}^k \langle T x_j, x_j \rangle.
\]

Proof. We first prove by induction on the dimension \( n = \text{S}(V) \) the inequality

\[
\sum_{j=1}^k \lambda_{i_j}(T) \geq \min_{x_1, \ldots, x_k, x_p \in U_p : \langle x_p, x_q \rangle = \delta_{pq}, p, q \in [k]} \sum_{j=1}^k \langle T x_j, x_j \rangle,
\]

for \( i_1, \ldots, i_k \).
for each \( k \in [n] \) and each flag \((U_1, \ldots, U_k)\).

Clearly, for \( n = 1 \) equality holds. Assume that the above inequality holds for \( n = N \). Let \( n = N + 1 \). Suppose first that \( k = N + 1 \). Then

\[
tr T = \sum_{j=1}^{N} \langle Tx_j, x_j \rangle
\]

and equality holds in the above inequality.

Assume that \( k \in [N] \). Suppose first that \( i_k \leq N \). Let \( W \in \text{Gr}(N, V) \) such that \( U_k \subseteq W \). Then \((U_1, \ldots, U_k)\) is a flag in \( W \). The induction hypothesis yields that the right-hand side of (4.4.9) is bounded above by

\[
\sum_{j=1}^{k} \lambda_{i_j}(Q(T, W)).
\]

Hence (4.4.9) holds.

Assume now that \( i_j = N+j-k+1 \) for \( j = k, \ldots, l \) and \( i_{l-1} < N+l-k \) if \( l > 1 \). Let \( y_1, \ldots, y_n \) be an orthonormal set of eigenvectors of \( T \) corresponding to the eigenvalues \( \lambda_1(T), \ldots, \lambda_n(T) \) respectively. Let \( W \) be \( N \) dimensional subspace of \( V \) which contains \( U_{l-1} \) and \( \text{span}(x_{N+1}, \ldots, x_{N+l-k}) \).

Clearly, \( i_j - 1 \leq \dim U_j \cap W \leq i_j \) for \( j \in [k] \). Hence

\[
U_{l-1} \subseteq U_l \cap W \subseteq \cdots \subseteq U_k \cap W.
\]

Therefore there exists a flag \((U'_1, \ldots, U'_k)\) in \( W \) with the following properties: First, \( U'_j = U_j \) for \( j = 1, \ldots, l-1 \). Second \( i'_j := \dim U'_j = i_j - 1 \) for \( j = l, \ldots, k \). Third, \( U'_j \subseteq U_j \) for \( j = l, \ldots, k \). (Note that if \( i_j - 1 = \dim U_j \cap W \) then \( U'_j = U_j \cap W \).) Let \( i'_j = i_j \) for \( j = 1, \ldots, l-1 \) if \( l > 1 \).

The induction hypothesis yields

\[
\sum_{j=1}^{k} \lambda_{i_j}(Q(T, W)) \geq \min_{x_1, \ldots, x_k \in U'_k} \sum_{j=1}^{k} \langle Tx_j, x_j \rangle.
\]

Clearly, the right-hand side of the above inequality is not less than the right-hand side of (4.4.9). It is left to show that the left-hand side of the above inequality is not more then the left-hand side of (4.4.9). Since \( \text{span}(x_{N+1}, \ldots, x_{N+l-k}) \subseteq W \) it follows that \( \lambda_{i_{l-1}}(Q(T, W)) = \lambda_{i_l}(T) \) for \( j = k, \ldots, l \). Corollary 4.4.3 yields that \( \lambda_i(T) \geq \lambda_i(Q(T, W)) \) for \( i \in [N] \). Hence the right-hand side of (4.4.9) is not less than the right-hand side of the above inequality. This establishes (4.4.9).

Let \( U_{i_j} = \text{span}(y_1, \ldots, y_{i_j}) \) for \( j = 1, \ldots, k \). Recall that \( \langle x_j, x_j \rangle \geq \lambda_{i_j}(T) \) for each \( x_j \in U_j \) satisfying \( \langle x_j, x_j \rangle = 1 \). Hence the right-hand side of (4.4.9) is at least \( \sum_{j=1}^{k} \lambda_{i_j}(T) \). This establishes the theorem. \( \Box \)

Problems
1. Let $V$ be a 3 dimensional IPS and $T \in \text{Hom}(V)$ be self-adjoint. Assume that
\[ \lambda_1(T) > \lambda_2(T) > \lambda_3(T), \quad Te_i = \lambda_i(T)e_i, \ i = 1, 2, 3. \]
Let $W = \text{span}(e_1, e_3)$.
(a) Show that for each $t \in [\lambda_3(T), \lambda_1(T)]$ there exists a unique $W(t) \in \text{Gr}(1, W)$ such that $\lambda_1(Q(T, W(t))) = t$.
(b) Let $t \in [\lambda_2(T), \lambda_1(T)]$. Let $U(t) = \text{span}(W(t), e_2) \in \text{Gr}(2, V)$. Show that $\lambda_2(T) = \lambda_2(Q(T, U(t)))$.

2. (a) Let the assumptions of Theorem 4.4.4 hold. Let $W \in \text{Gr}(k - 1, V)$. Show that there exists $0 \neq x \in W^\perp$ such that $\langle x, e_i \rangle = 0$ for $k + 1, \ldots, n$, where $e_1, \ldots, e_n$ satisfy (4.4.3). Conclude that $\lambda_1((Q(T, W^\perp)) \geq \frac{\langle Tx, x \rangle}{\langle x, x \rangle} \geq \lambda_k(T)$.
(b) Let $U_\ell = \text{span}(e_1, \ldots, e_\ell)$. Show that $\lambda_1(Q(T, U_\ell^\perp)) = \lambda_{\ell + 1}(T)$ for $\ell = 1, \ldots, n - 1$.
(c) Prove Theorem 4.4.4.
(d) Prove Corollary 4.4.5. (Hint: Choose $U \in \text{Gr}(k, W)$ such that $U \subset W \cap \text{span}(e_{n-\ell+k+1}, \ldots, e_n)^\perp$. Then $\lambda_{n-\ell+k}(T) \leq \lambda_k(Q(T, U)) \leq \lambda_k(Q(T, W))$.)

3. Let $B = [b_{ij}]_{i,j=1}^n \in \mathbf{H}_n$ and denote by $A \in \mathbf{H}_{n-1}$ the matrix obtained from $B$ by deleting the $j$-th row and column.
(a) Show the Cauchy interlacing inequalities
\[ \lambda_i(B) \geq \lambda_i(A) \geq \lambda_{i+1}(B), \text{ for } i = 1, \ldots, n - 1. \]
(b) Show the inequality $\lambda_1(B) + \lambda_n(B) \leq \lambda_1(A) + b_{ii}$.
   **Hint:** Express the traces of $B$ and $A$ respectively in terms of eigenvalues to obtain
\[ \lambda_1(B) + \lambda_n(B) = b_{ii} + \lambda_1(A) + \sum_{i=2}^{n-1} (\lambda_i(A) - \lambda_i(B)). \]
Then use the Cauchy interlacing inequalities.

4. Show the following generalization of Problem 3.b ([Big96, p.56]). Let $B \in \mathbf{H}_n$ be the following $2 \times 2$ block matrix $B = \begin{bmatrix} B_{11} & B_{12} \\ B_{12}^* & B_{22} \end{bmatrix}$. Show that
\[ \lambda_1(B) + \lambda_n(B) \leq \lambda_1(B_{11}) + \lambda_1(B_{22}). \]
4.5. POSITIVE DEFINITE OPERATORS AND MATRICES

4.5 Positive definite operators and matrices

Hint. Assume that $Bx = \lambda_1(B)x, x^T = (x_1^T, x_2^T)$, partitioned as $B$. Consider $U = \text{span}((x_1^T, 0)^T, (0, x_2^T)^T)$. Analyze $\lambda_1(Q(T, U)) + \lambda_2(Q(T, U))$.

5. Let $B = [b_{ij}]_{n}^n \in \mathbb{H}_n$. Show that all eigenvalues of $B$ are positive if and only if $\det [b_{ij}]^n > 0$ for $k = 1, \ldots, n$.

6. Let $T \in S(V)$. Denote by $\iota_+(T), \iota_0(T), \iota_-(T)$ the number of positive, negative and zero eigenvalues among $\lambda_1(T) \geq \ldots \geq \lambda_n(T)$. The triple $\iota(T) := (\iota_+(T), \iota_0(T), \iota_-(T))$ is called the inertia of $T$. For $B \in \mathbb{H}_n$ let $\iota(B) := (\iota_+(B), \iota_0(B), \iota_-(B))$ be the inertia of $B$, where $\iota_+(B), \iota_0(B), \iota_-(B)$ is the number of positive, negative and zero eigenvalues of $B$ respectively. Let $U \in \text{Gr}(k, V)$. Show

(a) Assume that $\lambda_k(Q(T, U)) > 0$, i.e. $Q(T, U) > 0$. Then $k \leq \iota_+(T)$.

(b) Assume that $\lambda_k(Q(T, U)) \geq 0$, i.e. $Q(T, U) \geq 0$. Then $k \leq \iota_+(T) + \iota_0(T)$. If $k = \iota_+(T)$ then $U$ is the unique invariant subspace of $V$ spanned by the eigenvectors of $T$ corresponding to positive eigenvalues of $T$.

(c) Assume that $\lambda_k(Q(T, U)) < 0$, i.e. $Q(T, U) < 0$. Then $k \leq \iota_-(T)$.

(d) Assume that $\lambda_k(Q(T, U)) \leq 0$, i.e. $Q(T, U) \leq 0$. Then $k \leq \iota_-(T) + \iota_0(T)$. If $k = \iota_-(T) + \iota_0(T)$ then $U$ is a unique invariant subspace of $V$ spanned by the eigenvectors of $T$ corresponding to nonpositive eigenvalues of $T$.

7. Let $B \in \mathbb{H}_n$ and assume that $A = PBP^*$ for some $P \in \text{GL}(n, \mathbb{C})$. Then $\iota(A) = \iota(B)$.

4.5 Positive definite operators and matrices

Definition 4.5.1 Let $V$ be a finite dimensional IPS over $\mathbb{F} = \mathbb{C}, \mathbb{R}$. Let $S, T \in S(V)$. Then $T \succ S$, $(T \succeq S)$ if $(Tx, x) > (Sx, x)$, $(Tx, x) \geq (Sx, x)$ for all $0 \neq x \in V$. $T$ is called positive (nonnegative) definite if $T \succ 0$ $(T \succeq 0)$, where $0$ is the zero operator in $\text{Hom}(V)$.

Denote by $S_+(V)^0 \subset S_+(V) \subset S(V)$ the open set of positive definite self-adjoint operators and the closed set of nonnegative self-adjoint operators respectively. Denote by $S_{+1}(V)$ the closed set of nonnegative definite self-adjoint operators of trace one.
Let $P,Q$ be either quadratic forms, if $\mathbb{F} = \mathbb{R}$, or hermitian forms, if $\mathbb{F} = \mathbb{C}$. Then we write $Q \succ P$, $(Q \succeq P)$ if $Q(x,x) > P(x,x)$, $(Q(x,x) \geq P(x,x))$ for all $0 \neq x \in V$. $Q$ is called positive (nonnegative) definite if $Q \succ 0$ $(Q \succeq 0)$, where $0$ is the zero operator in $\text{Hom}(V)$.

For $A,B \in \mathbb{H}_n$, we write $B \succ A$ $(B \succeq A)$ if $x^*Bx > x^*Ax$ $(x^*Bx \geq x^*Ax)$ for all $0 \neq x \in \mathbb{C}^n$. $B \in \mathbb{H}_n$ is called called positive (nonnegative) definite if $B \succ 0$ $(B \succeq 0)$. Denote by $\mathbb{H}_n^+, \mathbb{H}_n^0 \subset \mathbb{H}_n$ the open set of positive definite $n \times n$ hermitian matrices and the closed set of $n \times n$ nonnegative hermitian matrices respectively. Denote by $\mathbb{H}_n^{+,1}$ the closed set of $n \times n$ nonnegative definite hermitian matrices of trace one. Let $S_i(n,\mathbb{R}) := S(n,\mathbb{R}) \cap \mathbb{H}_n^+, S_+(n,\mathbb{R})^0 := S(n,\mathbb{R}) \cap \mathbb{H}_n^0, S_{+i}(n,\mathbb{R}) := S(n,\mathbb{R}) \cap \mathbb{H}_n^{+,1}$.

Use (4.4.1) to deduce:

**Corollary 4.5.2** Let $V$ be an $n$-dimensional IPS. Let $T \in S(V)$. Then we write $T \succ 0$ $(T \succeq 0)$ if and only if $\lambda_n(T) > 0$ $(\lambda_n(T) \geq 0)$. Let $S \in S(V)$ and assume that $T \succ S$ $(T \succeq S)$. Then $\lambda_i(T) > \lambda_i(S)$ $(\lambda_i(T) \geq \lambda_i(S))$ for $i = 1, \ldots, n$.

**Proposition 4.5.3** Let $V$ be a finite dimensional IPS. Assume that $T \in S(V)$. Then $T \succeq 0$ if and only if there exists $S \in S(V)$ such that $T = S^2$. Furthermore $T \succ 0$ if and only if $S$ is invertible. For $0 \preceq T \in S(V)$ there exists a unique $0 \preceq S \in S(V)$ such that $T = S^2$. $S$ is called the square root of $T$ and is denoted by $T^{\frac{1}{2}}$.

**Proof.** Assume first that $T \succeq 0$. Let $e_1, \ldots, e_n$ be an orthonormal basis consisting of eigenvectors of $T$ as in (4.4.3). Since $\lambda_i(T) \geq 0$, $i = 1, \ldots, n$ we can define $P \in \text{Hom}(V)$ as follows

$$Pe_i = \sqrt{\lambda_i(T)}e_i, \quad i = 1, \ldots, n.$$ 

Clearly $P$ is self-adjoint nonnegative and $T = P^2$.

Suppose now that $T = S^2$ for some $S \in S(V)$. Then $T \in S(V)$ and $\langle Tx,x \rangle = \langle Sx,Sx \rangle \geq 0$. Hence $T \succeq 0$. Clearly $\langle Tx,x \rangle = 0 \iff Sx = 0$. Hence $T \succ 0 \iff S \in \text{GL}(V)$. Suppose that $S \succeq 0$. Then $\lambda_i(S) = \sqrt{\lambda_i(T)}, i = 1, \ldots, n$. Furthermore each eigenvector of $S$ is an eigenvector of $T$. It is straightforward to show that $S = P$, where $P$ is defined above. Clearly $T \succ 0$ if and only if $\sqrt{\lambda_n(T)} > 0$, i.e. if and only if $S$ is invertible. $\square$

**Corollary 4.5.4** Let $B \in \mathbb{H}_n$ $(S(n,\mathbb{R}))$. Then $B \succeq 0$ if and only there exists $A \in \mathbb{H}_n$ $(S(n,\mathbb{R}))$ such that $B = A^2$. Furthermore $B \succeq 0$ if and only if $A$ is invertible. For $B \succeq 0$ there exists a unique $A \succeq 0$ such that $B = A^2$. This $A$ is denoted by $B^{\frac{1}{2}}$. 
Theorem 4.5.5 Let \( V \) be an IPS over \( \mathbb{F} = \mathbb{C}, \mathbb{R} \). Let \( \mathbf{x}_1, \ldots, \mathbf{x}_n \in V \). Then the grammian matrix \( G(\mathbf{x}_1, \ldots, \mathbf{x}_n) := \begin{bmatrix} \langle \mathbf{x}_i, \mathbf{x}_j \rangle \end{bmatrix}_i^j \) is a hermitian nonnegative definite matrix. (If \( \mathbb{F} = \mathbb{R} \) then \( G(\mathbf{x}_1, \ldots, \mathbf{x}_n) \) is real symmetric nonnegative definite.) \( G(\mathbf{x}_1, \ldots, \mathbf{x}_n) > 0 \) if and only if \( \mathbf{x}_1, \ldots, \mathbf{x}_n \) are linearly independent. Furthermore for any integer \( k \in [n-1] \)

\[
\det G(\mathbf{x}_1, \ldots, \mathbf{x}_n) \leq \det G(\mathbf{x}_1, \ldots, \mathbf{x}_k) \det G(\mathbf{x}_{k+1}, \ldots, \mathbf{x}_n). 
\]

Equality holds if and only if either \( \det G(\mathbf{x}_1, \ldots, \mathbf{x}_k) \det G(\mathbf{x}_{k+1}, \ldots, \mathbf{x}_n) = 0 \) or \( \langle \mathbf{x}_i, \mathbf{x}_j \rangle = 0 \) for \( i = 1, \ldots, k \) and \( j = k+1, \ldots, n \).

Proof. Clearly \( G(\mathbf{x}_1, \ldots, \mathbf{x}_n) \in H_n \). If \( V \) is an IPS over \( \mathbb{R} \) then \( G(\mathbf{x}_1, \ldots, \mathbf{x}_n) \in S(n, \mathbb{R}) \). Let \( \mathbf{a} = (a_1, \ldots, a_n)^T \in \mathbb{F}^n \). Then

\[
\mathbf{a}^T G(\mathbf{x}_1, \ldots, \mathbf{x}_n) \mathbf{a} = \left( \sum_{i=1}^n a_i \mathbf{x}_i, \sum_{j=1}^n a_j \mathbf{x}_j \right) \geq 0.
\]

Equality holds if and only if \( \sum_{i=1}^n a_i \mathbf{x}_i = 0 \). Hence \( G(\mathbf{x}_1, \ldots, \mathbf{x}_n) \geq 0 \) and \( G(\mathbf{x}_1, \ldots, \mathbf{x}_n) > 0 \) if and only if \( \mathbf{x}_1, \ldots, \mathbf{x}_n \) are linearly independent. In particular \( \det G(\mathbf{x}_1, \ldots, \mathbf{x}_n) \geq 0 \) and \( \det G(\mathbf{x}_1, \ldots, \mathbf{x}_n) > 0 \) if and only if \( \mathbf{x}_1, \ldots, \mathbf{x}_n \) are linearly independent.

We now prove the inequality (4.5.1). Assume first that the right-hand side of (4.5.1) is zero. Then either \( \mathbf{x}_1, \ldots, \mathbf{x}_k \) or \( \mathbf{x}_{k+1}, \ldots, \mathbf{x}_n \) are linearly dependent. Hence \( \mathbf{x}_1, \ldots, \mathbf{x}_n \) are linearly dependent and \( \det G = 0 \).

Assume now that the right-hand side of (4.5.1) is positive. Hence \( \mathbf{x}_1, \ldots, \mathbf{x}_k \) and \( \mathbf{x}_{k+1}, \ldots, \mathbf{x}_n \) are linearly independent. If \( \mathbf{x}_1, \ldots, \mathbf{x}_n \) are linearly dependent then \( \det G = 0 \) and strict inequality holds in (4.5.1). It is left to show the inequality (4.5.1) and the equality case when \( \mathbf{x}_1, \ldots, \mathbf{x}_n \) are linearly independent. Perform the Gram-Schmidt algorithm on \( \mathbf{x}_1, \ldots, \mathbf{x}_n \) as given in (4.1.1). Let \( S_j = \text{span} (\mathbf{x}_1, \ldots, \mathbf{x}_j) \) for \( j = 1, \ldots, n \). Corollary 4.1.1 yields that \( \text{span} (\mathbf{e}_1, \ldots, \mathbf{e}_{n-1}) = S_{n-1} \). Hence \( \mathbf{y}_n = \mathbf{x}_n - \sum_{j=1}^{n-1} b_j \mathbf{x}_j \) for some \( b_1, \ldots, b_{n-1} \in \mathbb{F} \). Let \( G' \) be the matrix obtained from \( G(\mathbf{x}_1, \ldots, \mathbf{x}_n) \) by subtracting from the \( n \)-th row \( b_j \) times the \( j \)-th row. Thus the last row of \( G' \) is \( (\langle \mathbf{y}_n, \mathbf{x}_1 \rangle, \ldots, \langle \mathbf{y}_n, \mathbf{x}_n \rangle) = (0, \ldots, 0, \| \mathbf{y}_n \|^2) \). Clearly \( \det G(\mathbf{x}_1, \ldots, \mathbf{x}_n) = \det G' \). Expand \( \det G' \) by the last row to deduce

\[
\det G(\mathbf{x}_1, \ldots, \mathbf{x}_n) = \det G(\mathbf{x}_1, \ldots, \mathbf{x}_{n-1}) \| \mathbf{y}_n \|^2 = 
\]

\[
(4.5.2) \quad \det G(\mathbf{x}_1, \ldots, \mathbf{x}_k) \prod_{i=k+1}^n \| \mathbf{y}_i \|^2 = \]

\[
\det G(\mathbf{x}_1, \ldots, \mathbf{x}_k) \prod_{i=k+1}^n \text{dist}(\mathbf{x}_i, S_{i-1})^2, \quad k = n-1, \ldots, 1.
\]
Perform the Gram-Schmidt process on \(x_{k+1}, \ldots, x_n\) to obtain the orthogonal set of vectors \(y_{k+1}, \ldots, y_n\) such that

\[
\hat{S}_j := \text{span} (x_{k+1}, \ldots, x_j) = \text{span} (y_{k+1}, \ldots, y_j),
\]

for \(j = k+1, \ldots, n\), where \(\hat{S}_k = \{0\}\). Use (4.5.2) to deduce that \(G(x_{k+1}, \ldots, x_n) = \prod_{j=k+1}^n \|y_j\|^2\). As \(\hat{S}_{j-1} \subset S_{j-1}\) for \(j > k\) it follows that

\[
\|y_j\| = \text{dist}(x_j, \hat{S}_{j-1}) \leq \text{dist}(x_j, S_{j-1}) = \|y_j\|, \quad j = k + 1, \ldots, n.
\]

This shows (4.5.1). Assume now equality holds in (4.5.1). Then \(\|y_j\| = \|y_j\|\) for \(j = k + 1, \ldots, n\). Since \(\hat{S}_{j-1} \subset S_{j-1}\) and \(y_j - x_j \in \hat{S}_{j-1} \subset S_{j-1}\), it follows that \(\text{dist}(x_j, \hat{S}_{j-1}) = \text{dist}(y_j, S_{j-1}) = \|y_j\|\). Hence \(\|y_j\| = \text{dist}(y_j, S_{j-1})\). Part (h) of Problem 4.1.4 yields that \(y_j\) is orthogonal on \(S_{j-1}\). In particular each \(y_j\) is orthogonal to \(S_k\) for \(j = k + 1, \ldots, n\). Hence \(x_j \perp S_k\) for \(j = k + 1, \ldots, n\), i.e. \(\langle x_j, x_i \rangle = 0\) for \(j > k\) and \(i \leq k\). Clearly, if the last condition holds then

\[
\det G(x_1, \ldots, x_n) = \det G(x_1, \ldots, x_k) \det G(x_{k+1}, \ldots, x_n).
\]

\[
\det G(x_1, \ldots, x_n)\] has the following geometric meaning. Consider a parallelepiped \(\Pi\) in \(V\) spanned by \(x_1, \ldots, x_n\) starting from the origin \(0\). Then \(\Pi\) is a convex hull spanned by the vectors \(0\) and \(\sum_{i \in S} x_i\) for all nonempty subsets \(S \subset \{1, \ldots, n\}\) and \(\sqrt{\det G(x_1, \ldots, x_n)}\) is the \(n\)-volume of \(\Pi\). The inequality (4.5.1) and equalities (4.5.2) are “obvious” from this geometrical point of view.

**Corollary 4.5.6** Let \(0 \leq B = (b_{ij})^n_{i,j} \in H_{n, +}\). Then

\[
\det B \leq \det [b_{ij}]^k_{i,j} \det [b_{ij}]^{n-k}_{i,j+1}, \quad \text{for } k = 1, \ldots, n - 1.
\]

For a fixed \(k\) equality holds if and only if either the right-hand side of the above inequality is zero or \(b_{ij} = 0\) for \(i = 1, \ldots, k\) and \(j = k+1, \ldots, n\).

**Proof.** From Corollary 4.5.4 it follows that \(B = X^2\) for some \(X \in H_n\). Let \(x_1, \ldots, x_n \in \mathbb{C}^n\) be the \(n\)-columns of \(X^T = [x_1 \ldots x_n]\). Let \(\langle x, y \rangle = y^*x\). Since \(X \in H_n\) we deduce that \(B = G(x_1, \ldots, x_n)\).

**Theorem 4.5.7** Let \(V\) be an \(n\)-dimensional IPS. Let \(T \in S\). TFAE:

(a) \(T > 0\).

(b) Let \(g_1, \ldots, g_n\) be a basis of \(V\). Then \(\det (\langle Tg_i, g_j \rangle)^k_{i,j=1} > 0, k = 1, \ldots, n\).
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Proof. (a) $\Rightarrow$ (b). According to Proposition 4.5.3 $T = S^2$ for some $S \in S(V) \cap GL(V)$. Then $\langle Tg_i, g_j \rangle = \langle Sg_i, Sg_j \rangle$. Hence $\det \left( \langle Tg_i, g_j \rangle \right)_{i,j=1}^k = \det G(Sg_1, \ldots, Sg_k)$. Since $S$ is invertible and $g_1, \ldots, g_k$ are linearly independent it follows that $Sg_1, \ldots, Sg_k$ are linearly independent. Theorem 4.5.1 implies that $\det G(Sg_1, \ldots, Sg_k) > 0$ for $k = 1, \ldots, n$.

(b) $\Rightarrow$ (a). The proof is by induction on $n$. For $n = 1$ (a) is obvious. Assume that (a) holds for $n = m - 1$. Let $U := \text{span} \{g_1, \ldots, g_{n-1}\}$ and $Q := Q(T, U)$. Then there exists $P \in S(U)$ such that $\langle Px, y \rangle = Q(x, y)$ for any $x, y \in U$. By induction $P > 0$. Corollary 4.4.3 yields that $\lambda_{n-1}(T) \geq \lambda_{n-1}(P) > 0$. Hence $T$ has at least $n - 1$ positive eigenvalues. Let $e_1, \ldots, e_n$ be given by (4.4.3). Then $\det \left( \langle Te_i, e_j \rangle \right)_{i,j=1}^n = \prod_{i=1}^n \lambda_i(T) > 0$. Let $A = (a_{pq}) \in GL(n, \mathbb{C})$ be the transformation matrix from the basis $g_1, \ldots, g_n$ to $e_1, \ldots, e_n$, i.e.

$$g_i = \sum_{p=1}^n a_{pi} e_p, \quad i = 1, \ldots, n.$$ 

It is straightforward to show that

$$\left( \langle Tg_i, g_j \rangle \right)_{i=1}^n = A^T \left( \langle Te_p, e_q \rangle \right) A \Rightarrow \left( \langle Tg_i, g_j \rangle \right)_{i=1}^n = \det \left( \langle Te_i, e_j \rangle \right)_{i,j=1}^n |\det A|^2 = |\det A|^2 \prod_{i=1}^n \lambda_i(T).$$

Since $\det \left( \langle Tg_i, g_j \rangle \right)_{i=1}^n > 0$ and $\lambda_1(T) \geq \ldots \geq \lambda_{n-1}(T) > 0$ it follows that $\lambda_n(T) > 0$. 

Corollary 4.5.8 Let $B = [b_{ij}] \in H_n$. Then $B > 0$ if and only if $\det [b_{ij}] > 0$ for $k = 1, \ldots, n$.

The following result is straightforward (see Problem 1 below):

Proposition 4.5.9 Let $V$ be a finite dimensional IPS over $F = \mathbb{R}, \mathbb{C}$ with the inner product $\langle \cdot, \cdot \rangle$. Assume that $T \in S(V)$. Then $T > 0$ if and only if $(x, y) := \langle Tx, y \rangle$ is an inner product on $V$. Vice versa any inner product $\langle \cdot, \cdot \rangle : V \times V \to F$ is of the form $(x, y) = \langle Tx, y \rangle$ for a unique self-adjoint positive definite operator $T \in \text{Hom}(V)$.

Example 4.5.10 Each $0 < B \in H_n$ induces an inner product on $\mathbb{C}^n$: $(x, y) = y^T B x$. Each $0 < B \in S(n, \mathbb{R})$ induces an inner product on $\mathbb{R}^n$: $(x, y) = y^T B x$. Furthermore any inner product on $\mathbb{C}^n$ or $\mathbb{R}^n$ is of the above form. In particular, the standard inner products on $\mathbb{C}^n$ and $\mathbb{R}^n$ are induced by the identity matrix $I$. 
**Definition 4.5.11** Let $V$ be a finite dimensional IPS with the inner product $(\cdot, \cdot)$. Let $S \in \text{Hom}(V)$. Then $S$ is called symmetrizable if there exists an inner product $(\cdot, \cdot)$ on $V$ such that $S$ is self-adjoint with respect to $(\cdot, \cdot)$.

**Problems**

1. Show Proposition 4.5.9.

2. Recall the Hölder inequality

   $\sum_{l=1}^{n} x_{l}a_{l} \leq \left( \sum_{l=1}^{n} x_{l}^{p}a_{l} \right)^{\frac{1}{p}} \left( \sum_{l=1}^{n} y_{l}^{q}a_{l} \right)^{\frac{1}{q}}$

   for any $x = (x_{1}, \ldots, x_{n})^{\top}, y = (y_{1}, \ldots, y_{n})^{\top}, a = (a_{1}, \ldots, a_{n}) \in \mathbb{R}_{+}^{n}$ and $p, q \in (1, \infty)$ such that $\frac{1}{p} + \frac{1}{q} = 1$. Show

   (a) Let $A \in H_{n, +}, x \in \mathbb{C}^{n}$ and $0 \leq i < j < k$ be three integers. Then

   \[ x^{*}A^{j}x \leq \left( x^{*}A^{i}x \right)^{\frac{k-i}{k}} \left( x^{*}A^{k}x \right)^{\frac{i}{k}}. \]

   **Hint:** Diagonalize $A$.

   (b) Assume that $A = e^{B}$ for some $B \in H_{n}$. Show that (4.5.5) holds for any three real numbers $i < j < k$.

**4.6 Convexity**

**Definition 4.6.1** Let $V$ be a finite dimensional vector space over $\mathbb{R}$.

1. For any set $T \subset V$ we let $\text{Cl}(T)$ be the closure of $T$ in the standard topology in $V$ (which is identified with the standard topology of $\mathbb{R}^{\dim V}$).

2. For any two points $x, y \in V$ denote by $(x, y)$ and $[x, y]$, the open and the closed interval spanned by $x, y$ respectively. I.e., the set of points of the form $tx + (1-t)y$, where $t \in (0,1)$ and $[0,1]$, respectively.

3. Set $C \subset V$ is called convex if for any $x, y \in C$ the open interval $(x, y)$ is in $C$. (Note that a convex set is connected).
4. Assume that $C \subseteq V$ is a nonempty convex set and let $x \in C$. Denote by $C - x$ the set $\{z : z = y - x, y \in C\}$. Let $U = \text{span} (C - x)$. Then the dimension of $C$, denoted by $\dim C$, is the dimension of the vector space $U$. The interior of $C - x$ as a subset of $U$ is called the relative interior and denoted by $\text{ri} (C - x)$. Then the relative interior of $C$ is defined as $\text{ri} (C - x) + x$.

5. $H \subset V$ is called a hyperplane if $H = U + x$, where $x \in V$ and $U$ is a subspace of $V$ of codimension one, i.e. $\dim U = \dim V - 1$.

6. Assume that $C \subset V$ is convex. A point $e \in C$ is called an extremal point if for any $x, y \in C$ such that $e \in [x, y]$ the equality $x = y = e$ holds. For a convex set $C$ denote by $\text{ext } C$ the set of the extremal points of $C$.

7. Denote by $\Pi_n \subset \mathbb{R}_n^+$ the set of probability vectors, i.e., all vectors with nonnegative entries that add up to one.

8. Let $S \subset V$. The convex hull of $S$, denoted by $\text{conv } S$, is the minimal convex set containing $S$. (We also call $\text{conv } S$ the convex set generated by $S$.) For each $j \in \mathbb{N}$ let $\text{conv}_{j-1} S$ be the set of vectors $z \in V$ such that $z = \sum_{i=1}^{j} p_i x_i$ for all $p = (p_1, \ldots, p_j)^\top \in \Pi_j$ and $x_1, \ldots, x_j \in S$.

9. Let $C$ be convex. $F \subset C$ is called a face of $C$ if $F$ is a convex set satisfying the following property: Let $x, y \in C$ and assume that $\frac{1}{2} x + \frac{1}{2} y \in F$. Then $x, y \in F$. $F$ is called $\text{dim } F$-face of $C$.

10. Let $C$ be a convex set. For $f \in V' \setminus \{0\}$ and $x \in V$ denote

$$H_0(f, x) := \{y \in V, f(y) = f(x)\},$$
$$H_+(f, x) := \{y \in V, f(y) \geq f(x)\},$$
$$H_-(f, x) := \{y \in V, f(y) \leq f(x)\}.$$

$H_+(f, x)$ and $H_-(f, x)$ are called the upper and the lower half spaces respectively, or simply the half spaces.

It is straightforward to show that $\dim C$, $\text{ri } C$ do not depend on the choice of $x \in C$. Furthermore $\text{ri } C$ is convex. See Problem 3 or [Roc70]. It is known that $\text{ext } (\text{conv } S) \subset S$ [Roc70] or see Problem 1 below. Suppose that $S$ is a finite set of cardinality $N \in \mathbb{N}$. Then $\text{conv } S = \text{conv}_{N-1} S$ and $\text{conv } S$ is called a finitely generated convex set. The following result is well known [Roc70]. (See Problem 8 below for finitely generated convex sets.)
Chapter 4. Inner Product Spaces

Theorem 4.6.2 Let $V$ be a real vector space of finite dimension. Let $C \subset V$ be a nonempty compact convex set. Then $\operatorname{conv}(\operatorname{ext} C) = C$. Let $d := \dim C$. Then $\operatorname{conv}_d(\operatorname{ext} C) = C$. More general, for any $S \subset V$ let $d = \dim (\operatorname{conv} S)$. Then $\operatorname{conv}_d S = \operatorname{conv} S$. That is, every vector in $\operatorname{conv} S$ is a convex combination of some $d + 1$ extreme points. (Carathéodory’s theorem.)

In many case we shall identify a finite dimensional vector space $V$ over $\mathbb{R}$ with $\mathbb{R}^d$. Assume that the $C \subset V$ is a nonempty compact convex set of dimension $d$. Then the following facts are known. If $d = 2$ then $\operatorname{ext} C$ is a closed set. For $d \geq 3$ there exist $C$ such that $\operatorname{ext} C$ is not closed.

Assume that $V$ is a complex finite dimensional subspace, of dimension $n$. Then $V$ can be viewed as a real vector space $V_{\mathbb{R}}$ of dimension $2n$. A convex set $C \subset V$ is a convex set $C_{\mathbb{R}} \subset V_{\mathbb{R}}$. However, as we see later, sometimes it is natural to consider convex sets as subsets of complex vector space $V$, rather then subsets of $V_{\mathbb{R}}$.

Assume that $f \in V^\prime \setminus \{0\}$. Then we associate with $f$ a real valued functional $f_{\mathbb{R}} : V \rightarrow \mathbb{R}$ by letting $f_{\mathbb{R}}(x) = \Re f(x)$. Then

$$H_0(f, x) := F_0(f_{\mathbb{R}}, x), \quad H_+(f, x) := F_+(f_{\mathbb{R}}, x), \quad H_-(f, x) := F_-(f_{\mathbb{R}}, x)$$

are the real hyperplane and the real half spaces in $V$. Note also that $H_-(f, x) = H_+(f_{-1}, x)$.

In what follows we assume that $V$ is a finite dimensional vector space over $F = \mathbb{R}, \mathbb{C}$, which is treated as a real vector space.

Definition 4.6.3 An intersection of a finite number of half spaces

$$\bigcap_{i=1}^n H_+(f_i, x_i)$$

is called a polyhedron. A nonempty compact polyhedron is called polytope.

Clearly, a polyhedron is a closed convex set. Given a polyhedron $C$, it is a natural problem to find if this polyhedron is empty or not empty. The complexity of finding out if this polyhedron is empty or not depends polynomially on: the dimension of $V$, and the complexity of all the half spaces in the characterizing $C$. This is not a trivial fact, which is obtained using an ellipsoid method. See [Kha79, Kar84, Lov86].

It is well known that any polytope has a finite number of extreme points, and is equal to the convex hull of its extreme points [Roc70, p.12]. Moreover, if $S$ is a finite set than $\operatorname{conv} S$ is a polytope.

In general it is a difficult problem to find explicitly all the extreme points of the given compact convex set, or even of a given polyhedron. The following example is a classic in matrix theory.
Theorem 4.6.4 Let $H_{n,+1} \subset \mathbb{C}^{n \times n}$ be the convex set of nonnegative definite hermitian matrices with trace $1$. Then

\begin{align}
(4.6.1) \quad \text{ext}(H_{n,+1}) &= \{xx^*, \ x \in \mathbb{C}^n, x^*x = 1\}, \\
(4.6.2) \quad \text{ext}(H_{n,+1} \cap S(n,\mathbb{R})) &= \{xx^T, \ x \in \mathbb{R}^n, x^T x = 1\}.
\end{align}

Each matrix in $H_{n,+1}$ or $H_{n,+1} \cap S(n,\mathbb{R})$ is a convex combination of at most $n$ extreme points.

Proof. Let $A = xx^*, x \in \mathbb{C}^n, x^*x = 1$. Clearly $A \in H_{n,+1}$. Suppose that $A = aB + (1-a)C$ for some $B, C \in H_{n,+1}$ and $a \in (0,1)$. Hence $A \succ aB \succ 0$. Since $y^*Ay \geq ay^*By \geq 0$ it follows that $y^*By = 0$ for $y^*x = 0$. Hence $By = 0$ for $y^*x = 0$. Thus $B$ is a rank one nonnegative definite matrix of the form $txx^*$ where $t > 0$. Since $\text{tr}B = 1$ we deduce that $t = 1$ and $B = A$. Similarly $C = A$. Hence $A$ is an extremal point. Let $F \in H_{n,+1}$. Then the spectral decomposition of $F$ yields that $F = \sum_{i=1}^n \lambda_i x_i x_i^*$, where $x_i^* x_j = \delta_{ij}, i, j = 1,\ldots, n$. Furthermore, since $F$ is nonnegative definite of trace $1$, $\lambda_1,\ldots, \lambda_n$, the eigenvalues of $F$, are nonnegative and sum to $1$. So $F \in \text{conv}\{x_i x_i^*, \ldots, x_n x_n^*\}$. Similar arguments apply to nonnegative real symmetric matrices of rank $1$. $\square$

Definition 4.6.5 Let $C_1, C_2 \subset V$, where $V$ is a finite dimensional vector space over $F = \mathbb{R}, \mathbb{C}$. $C_1, C_2$ are called hyperplane separated if there exists $f \in V' \setminus \{0\}$ and $x \in V$ such that $C_1 \subset H_+(f,x), C_2 \subset H_-(f,x)$. $H_0(f,x)$ is called the separating (real) hyperplane. $H_0(f,x)$ is said to separate $C_1$ and $C_2$ properly if $H_0(f,x)$ separates $C_1$ and $C_2$ and $H_0(f,x)$ does contain $C_1$ and $C_2$.

The following result is well known [Roc70, Theorems 11.3].

Theorem 4.6.6 Let $C_1, C_2$ be nonempty convex sets in a finite dimensional vector space $V$. Then there exists a hyperplane separating $C_1$ and $C_2$ properly if and only if $\text{ri} \ C_1 \cap \text{ri} \ C_2 = \emptyset$.

Corollary 4.6.7 Let $C_1$ be a compact convex set in a finite dimensional vector space $V$ over $F = \mathbb{R}, \mathbb{C}$. Assume that $C_1$ contains more than one point. Let $x$ be a an extreme point of $C$. Then there exists a hyperplane which supports properly $C_1$ at $x$. I.e., there exists $f \in V' \setminus \{0\}$, such that $\Re f(x) \leq \Re f(y)$ for each $y \in C$. Furthermore, there exists $y \in C$ such that $\Re f(x) < \Re f(y)$.

Proof. Let $C_2 = \{x\}$. So $C_2$ is a convex set. Problem 4 yields that $\text{ri} \ C_1 \cap \text{ri} \ C_2 = \emptyset$. Use Theorem 4.6.4 to deduce the Corollary. $\square$
Definition 4.6.8 A point \( x \) of a convex set \( C \) in a finite dimensional vector space \( V \) is called exposed, if there exist a linear functional \( f \in V' \setminus \{0\} \) such that \( f(x) > f(y) \) for any \( y \in C \setminus \{x\} \).

Clearly, an exposed point of \( C \) is an extreme point, (Problem 5). There exist compact convex sets with extreme points which are not exposed. See Problem 6. In what follows we need Straszewiz [Str35].

Theorem 4.6.9 Let \( C \) be a closed convex set. Then the set of exposed points of \( C \) is a dense subset of extreme points of \( C \). Thus every extreme point is the limit of some sequence of exposed points.

Corollary 4.6.10 Let \( C \) be a closed convex set. Let \( x \in C \) be an isolated extreme point. (i.e. there is a neighborhood of \( x \), where \( x \) is the only extreme point of \( C \).) Then \( x \) is an exposed point.

Definition 4.6.11 Let \( D \subseteq \mathbb{R}^n \). \( D \) is called a regular set if the interior of \( D \), denoted by \( D^o \), is a nonempty set, and \( D \) is a subset of \( \text{Cl } D^o \). \( D \) is called a domain if \( D \) is open and connected.

Assume that \( f \in C^1(D) \). Then for each \( x = (x_1, \ldots, x_n)^T \in D^o \) the gradient of \( f \) at \( x \) is given as \( \nabla f(x) := ((\frac{\partial f}{\partial x_1}(x)), \ldots, \frac{\partial f}{\partial x_n}(x))^T \). \( x \in D^o \) is called critical if \( \nabla f(x) = 0 \).

Definition 4.6.12 Let \( C \subseteq V \) be a convex set. Assume that \( f : C \to \mathbb{R} \). \( f \) is called convex if

\[
(4.6.3) \quad f(tx + (1 - t)y) \leq tf(x) + (1 - t)f(y) \quad \text{for all } t \in (0,1), x, y \in C.
\]

\( f \) is called log-convex if \( f \geq 0 \) on \( C \) and

\[
(4.6.4) \quad f(tx + (1 - t)y) \leq [(f(x))^t f(y)]^{(1 - t)} \quad \text{for all } t \in (0,1), x, y \in C.
\]

\( f \) is called strictly convex or strictly log-convex if strict inequality holds in (4.6.3) and (4.6.4), respectively.

A function \( g : C \to \mathbb{R} \) is called (strictly) concave if the function \(-g\) is (strictly) convex.

Proposition 4.6.13 Let \( C \subseteq V \) be convex. Then \( \text{Cl } C \) is convex. Assume that \( C \) is a regular set and \( f \in C^0(\text{Cl } C) \). Then \( f \) is convex in \( \text{Cl } C \) if and only if \( f \) is convex in \( C \).
4.6. CONVEXITY

See Problem 12 below.

The following result is well known. (See Problems 13 below.)

**Theorem 4.6.14** Let $D \subset \mathbb{R}^d$ be a regular convex set. Assume that $f \in C^2(D)$. Then $f$ is convex if and only if the symmetric matrix $H(f) := \left[ \frac{\partial^2 f}{\partial x_i \partial x_j} \right]_{i,j=1}^d$ is nonnegative definite for each $y \in D$. Furthermore, if $H(f)$ is positive definite for each $y \in D$, then $f$ is strictly convex.

**Definition 4.6.15** Denote by $\bar{\mathbb{R}} := \mathbb{R} \cup \{-\infty, \infty\}$ the extended real line. Then $a + \infty = \infty + a = \infty$ for $a \in \mathbb{R} \cup \{\infty\}$, $a - \infty = -\infty + a = -\infty$ for $a \in \mathbb{R} \cup \{-\infty\}$ and $-\infty - \infty$ are not defined. For $a > 0$ we let $a\infty = \infty a = \infty$, $a(-\infty) = (-\infty)a = -\infty$ and $0\infty = \infty 0 = 0$, $0(-\infty) = (-\infty)0 = 0$. Clearly for any $a \in \mathbb{R}$ $-\infty < a < \infty$. Let $C$ be a convex set. Then $f : C \to \bar{\mathbb{R}}$ is called an extended convex function if (4.6.3) holds.

Let $f : C \to \mathbb{R}$ be a convex function. Then $f$ has the following continuity and differentiability properties:

In the one dimensional case, where $C = (a,b) \subset \mathbb{R}$, $f$ is continuous on $C$ and $f$ has a derivative $f'(x)$ at all but a countable set of points. $f'(x)$ is a nondecreasing function (where defined). In particular $f$ has left and right derivatives at each $x$, which are given as the left and the right limits of $f'(x)$ (where defined).

In the general case where $C \subset V$, $f$ is a continuous function in $\text{ri} C$, $f$ has a differential $Df$ in a dense set $C_1$ of $\text{ri} C$, the complement of $C_1$ in $\text{ri} C$ has a zero measure, and $Df$ is continuous in $C_1$. Furthermore at each $x \in \text{ri} C$ $f$ has a subdifferential $\phi \in \text{Hom}(V, \mathbb{R})$ such that

\[ f(y) \geq f(x) + \phi(y - x) \quad \text{for all } y \in C. \]

See for example [Roc70].

The following result is well known (see Problems 14-15 below):

**Proposition 4.6.16** (The maximal principle) Let $C$ be a convex set and let $f_\phi : C \to \bar{\mathbb{R}}$ be an extended convex function for each $\phi$ in a set $\Phi$. Then $f(x) := \sup_{\phi \in \Phi} f_\phi(x)$, for each $x \in V$, is an extended convex function on $C$.

**Proposition 4.6.17** Let $S \subset V$ and assume that $f : \text{conv } S \to \bar{\mathbb{R}}$ is a convex function. Then

\[ \sup_{x \in \text{conv } S} f(x) = \sup_{y \in S} f(y). \]
If in addition \( S \) is compact and \( f \) is continuous on \( \text{conv} \ S \) then one can replace \( \sup \) by \( \max \).

See Problem 16 below for a generalization of this proposition.

**Corollary 4.6.18** Let \( V \) be a finite dimensional IPS over \( \mathbb{F} = \mathbb{R}, \mathbb{C} \). Let \( S \subset S(V) \). Let \( f : \text{conv} \ S \to \mathbb{R} \) be a convex function. Then

\[
\sup_{A \in \text{conv} \ S} f(A) = \sup_{B \in S} f(B).
\]

**Definition 4.6.19** For \( x = (x_1, \ldots, x_n)^\top, y = (y_1, \ldots, y_n)^\top \in \mathbb{R}^n \) let \( x \leq y \iff x_i \leq y_i, \ i = 1, \ldots, n \). Let \( D \subset \mathbb{R}^n \) and \( f : D \to \mathbb{R} \). \( f \) is called a nondecreasing function on \( D \) if for any \( x, y \in D \) one has the implication \( x \leq y \Rightarrow f(x) \leq f(y) \).

**Problems**

1. Show

   (a) For any nonempty subset \( S \) of a finite dimensional vector space \( V \) over \( \mathbb{F} \), \( \text{conv} \ S \) is a convex set.

   (b) Furthermore, if \( S \) is compact, then \( C := \text{conv} \ S \) is compact and \( \text{ext} \ (C) \subset S \).

2. Let \( C \) be a convex set in a finite dimensional subspace, with the set of extreme points \( \text{ext} \ (C) \). Let \( E_1 \subset \text{ext} \ (C) \) and \( C_1 = \text{conv} \ E_1 \). Show that \( \text{ext} \ (C_1) = E_1 \).

3. Let \( V \) be a finite dimensional space and \( C \subset V \) a nonempty convex set. Let \( x \in C \). Show

   (a) The subspace \( U := \text{span} \ (C - x) \) does not depend on \( x \in C \).

   (b) \( C - x \) has a nonempty convex interior in \( U \) and the definition of \( \text{ri} \ C \) does not depend on \( x \in C \).

4. Let \( C \) be a convex set in a finite dimensional vector space \( V \). Assume that \( C \) contains at least two distinct points. Show

   (a) Show that \( \dim C \geq 1 \).

   (b) Show that \( \text{ri} \ C \cap \text{ext} \ (C) = \emptyset \).

5. Let \( x \in C \) be an exposed point. Show that \( x \) is an extreme point of \( C \).
6. Consider the convex set $C \subseteq \mathbb{R}^2$, which is a union of the three convex sets:

$$C_1 := \{(x,y)\top, |x| \leq 1, |y| \leq 1\}, \quad C_2 := \{(x,y)\top, (x-1)^2 + y^2 \leq 1\}, \quad C_3 := \{(x,y)\top, (x+1)^2 + y^2 \leq 1\}.$$

Show that $C$ has exactly 4 extreme points $(\pm 1, \pm 1)^\top$ which are not exposed points.

7. Show that $\Pi_n := \text{conv}\{e_1, \ldots, e_n\} \subseteq \mathbb{R}^n$, where $e_1, \ldots, e_n$ is the standard basis in $\mathbb{R}^n$, is the set of probability vectors in $\mathbb{R}^n$. Furthermore, $\text{ext } \Pi_n = \{e_1, \ldots, e_n\}$.

8. Let $S \subset \mathbb{R}^n$ be a nonempty finite set. Show
   (a) Let $S = \{x_1, \ldots, x_N\}$. Then $\text{conv } S = \text{conv}_{N-1}(S)$.
   (b) Any finitely generated convex set is compact.
   (c) $S \subset \text{ext } \text{conv } S$.
   (d) Let $f_1, \ldots, f_m : \mathbb{R}^n \to \mathbb{R}$ be linear functions and $a_1, \ldots, a_m \in \mathbb{R}^n$.
      Denote by $A$ the affine space $\{x \in \mathbb{R}^n : f_i(x) = a_i, \ i = 1, \ldots, m\}$.
      Assume that $C := \text{conv } S \cap A \neq \emptyset$. Then $C$ is a finitely generated convex set such that $\text{ext } C \subset \text{conv}_m S$. (Hint: Describe $C$ by $m+1$ equations with $\#S$ variables as in part a. Use the fact that any homogenous system in $m+1$ equations and $l > m+1$ variables has a nontrivial solution.)
   (e) Prove Theorem 4.6.2 for a finitely generated convex set $C$ and a finite $S$.

9. Let $C$ be a convex set of dimension $d$ with a nonempty $\text{ext } C$. Let $C' = \text{conv } \text{ext } C$. Show that $\text{ext } C' = \text{ext } C$.

10. Let $C$ be a convex set in a finite dimensional space, with the set of extreme points $\text{ext } (C)$. Let $E_1 \subset \text{ext } (C)$ and $C_1 = \text{conv } E_1$. Show that $\text{ext } (C_1) = E_1$.

11. Let $C \subset V$ be convex set and assume that $f : C \to \mathbb{R}$ be a convex function. Show that for any $k \geq 3$ one has the inequality

$$f\left(\sum_{j=1}^{k} p_j u_j\right) \leq \sum_{j=1}^{k} p_j f(u_j),$$

for any $u_1, \ldots, u_k \in C$, $p := (p_1, \ldots, p_k)^\top \in \Pi_k$. Assume in addition that $f$ is strictly convex, $p > 0$ and not all $u_1, \ldots, u_k$ are equal. Then strict inequality holds in (4.6.6).

13. (a) Let \( f \in C^1((a, b)) \). Show that \( f \) is convex on \((a, b)\) if and only if \( f'(x) \) is nondecreasing on \((a, b)\). Show that if \( f'(x) \) is increasing on \((a, b)\) then \( f \) is strictly convex on \((a, b)\).

(b) Let \( f \in C([a, b]) \cap C^1((a, b)) \). Show that \( f \) is convex in \([a, b]\) if and only if \( f \) is convex in \((a, b)\). Show that if \( f'(x) \) is increasing on \((a, b)\) then \( f \) is strictly convex on \([a, b]\).

(c) Let \( f \in C^2((a, b)) \). Show that \( f \) is convex on \((a, b)\) if and only if \( f'' \) is a nonnegative function on \((a, b)\). Show that if \( f''(x) > 0 \) for each \( x \in (a, b) \) then \( f \) is strictly convex on \((a, b)\).

(d) Prove Theorem 4.6.14.


16. Assume the assumptions of Proposition 4.6.17. Assume in addition that \( f(\text{conv } S) \subset [0, \infty] \) and \( g : \text{conv } S \to (0, \infty) \) is concave. Then

\[
\sup_{x \in \text{conv } S} \frac{f(x)}{g(x)} = \sup_{y \in S} \frac{f(y)}{g(y)}
\]

If in addition \( S \) is compact and \( f, g \) are continuous on \( \text{conv } S \) then one can replace \( \sup \) by \( \max \).

17. Show Proposition 4.7.2.

18. Prove Lemma 4.7.5.

19. Let \( x, y \in \mathbb{R}^n \). Show that \( x \prec y \iff -y \prec -x \).

20. Prove Corollary 4.7.12.

### 4.7 Majorization

**Definition 4.7.1** Let

\[
\mathbb{R}_\downarrow^n := \{ x = (x_1, \ldots, x_n)^\top \in \mathbb{R}^n : \ x_1 \geq x_2 \geq \ldots \geq x_n \}.
\]

For \( x = (x_1, \ldots, x_n)^\top \in \mathbb{R}^n \) let \( \mathbf{x} = (x_1, \ldots, x_n)^\top \in \mathbb{R}_\downarrow^n \) be the unique rearrangement of the coordinates of \( x \) in a decreasing order. That is, there exists a permutation \( \pi \) on \( \{1, \ldots, n\} \) such that \( \mathbf{x}_i = x_{\pi(i)}, \ i = 1, \ldots, n \).
4.7. MAJORIZATION

Let \( x = (x_1, \ldots, x_n)^\top, y = (y_1, \ldots, y_n)^\top \in \mathbb{R}^n \). Then \( x \) is weakly majorized by \( y \) (or \( y \) weakly majorizes \( x \)), denoted by \( x \preceq y \), if

\[
\sum_{i=1}^{k} x_i \leq \sum_{i=1}^{k} y_i, \quad k = 1, \ldots, n.
\]

\( x \) is majorized by \( y \) (or \( y \) majorizes \( x \)), denoted by \( x \prec y \), if \( x \preceq y \) and \( \sum_{i=1}^{n} x_i = \sum_{i=1}^{n} y_i \).

**Proposition 4.7.2** Let \( y = (y_1, \ldots, y_n)^\top \in \mathbb{R}^n_\downarrow \). Let

\[
M(y) := \{ x \in \mathbb{R}^n_\downarrow : \quad x \prec y \}.
\]

Then \( M(y) \) is a closed convex set.

See Problem 1 below.

**Definition 4.7.3** \( A \in \mathbb{R}^{n \times n}_+ \) is called a doubly stochastic matrix if the sum of each row and column of \( A \) is equal to 1. Denote by \( \Omega_n \subset \mathbb{R}^{n \times n}_+ \) the set of doubly stochastic matrices. Denote by \( \frac{1}{n} J_n \) the \( n \times n \) doubly stochastic matrix in which every entry equals \( \frac{1}{n} \), i.e. \( J_n \in \mathbb{R}^{n \times n}_+ \) is the matrix in which every entry is 1.

**Definition 4.7.4** \( P \in \mathbb{R}^{n \times n}_+ \) is called a permutation matrix if each row and column of \( P \) contains exactly one nonzero element which is equal to 1. Denote by \( \mathcal{P}_n \) the set of \( n \times n \) permutation matrices.

**Lemma 4.7.5** The following properties hold:

1. \( A \in \mathbb{R}^{n \times n}_+ \) is doubly stochastic if and only if \( A 1 = A^\top 1 = 1 \), where \( 1 = (1, \ldots, 1)^\top \in \mathbb{R}^n \).
2. \( \Omega_1 = \{ 1 \} \).
3. \( \Omega_n \) is a convex set.
4. \( A, B \in \Omega_n \Rightarrow AB \in \Omega_n \).
5. \( \mathcal{P}_n \subset \Omega_n \).
6. \( \mathcal{P}_n \) is a group with respect to the multiplication of matrices, with \( I_n \) the identity and \( P^{-1} = P^\top \).
7. \( A \in \Omega_1, \ B \in \Omega_m \Rightarrow A \oplus B \in \Omega_{1+m} \).

See Problem 2 below.
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Theorem 4.7.6 $\Omega_n$ is a convex set generated by $P_n$, i.e. $\Omega_n = \text{conv } P_n$. Furthermore, $P_n$ is the set of the extreme points of $\Omega_n$. That is, $A \in \mathbb{R}^{n \times n}$ is doubly stochastic if and only if

$$A = \sum_{P \in P_n} a_P P$$

for some $a_P \geq 0$, where $P \in P_n$, and

$$\sum_{P \in P_n} a_P = 1.$$  

Furthermore, if $A \in P_n$ then for any decomposition of $A$ of the above form one has the equality $a_P = 0$ for $P \neq A$.

Proof. In view of properties 3 and 5 of Lemma 4.7.5 it follows that any $A$ of the form (4.7.2) is doubly stochastic. We now show by induction on $n$ that any $A \in \Omega_n$ is of the form (4.7.2). For $n = 1$ the result trivially holds. Assume that the result holds for $n = m - 1$ and assume that $n = m$.

Assume that $A = (a_{ij}) \in \Omega_n$. Let $l(A)$ be the number of nonzero entries of $A$. Since each row sum of $A$ is 1 it follows that $l(A) \geq n$. Suppose first $l(A) = 2n - 1$. Then there exists a row $i$ of $A$ which has exactly one nonzero element, which must be 1. Hence there exists $i, j \in [n]$ such that $a_{ij} = 1$. Then all other elements of $A$ on the row $i$ and column $j$ are zero. Denote by $A_{ij} \in \mathbb{R}^{(n-1) \times (n-1)}$ the matrix obtained from $A$ by deleting the row and column $j$. Clearly $A_{ij} \in \Omega_{n-1}$. Use the induction hypothesis on $A_{ij}$ to deduce (4.7.2), where $a_P = 0$ if the entry $(i, j)$ of $P$ is not 1.

We now show by induction on $l(A) = 2n - 1$ that $A$ is of the form (4.7.2). Suppose that any $A \in \Omega_n$ such that $l(A) \leq l - 1, l \geq 2n$ is of the form (4.7.2). Assume that $l(A) = l$. Let $S \subset [n] \times [n]$ be the set of all indices $(i, j) \in [n] \times [n]$ where $a_{ij} > 0$. Note $\#S = l(A) = 2n$. Consider the following system of equations in $n^2$ variables, which are the entries $X = [x_{ij}]_{i,j=1}^n \in \mathbb{R}^{n \times n}$:

$$\sum_{j=1}^n x_{ij} = \sum_{j=1}^n x_{ji} = 0, \quad i = 1, \ldots, n.$$  

Since the sum of all rows of $X$ is equal to the sum of all columns of $X$ we deduce that the above system has at most $2n - 1$ linear independent equations. Assume furthermore the conditions $x_{ij} = 0$ for $(i, j) \not\in S$. Since we have at least $2n$ variables it follows that there exist $X \neq 0_{n \times n}$ satisfying the above conditions. Note that $X$ has a zero entry in the places where $A$ has a zero entry. Furthermore, $X$ has at least one positive and one negative entry. Therefore there exist $b, c > 0$ such that $A - bX, A + cX \in \Omega_n$ and $l(A - bX), l(A + cX) < l$. So $A - bX, A + cX$ are of the form (4.7.2). As $A = \frac{1}{b+c}(A - bX) + \frac{b}{b+c}(A + cX)$ we deduce that $A$ is of the form (4.7.2).

Assume that $A \in P_n$. Consider the decomposition (4.7.2). Suppose that $a_P > 0$. So $A - a_P P \geq 0$. Therefore if the $(i, j)$ entry of $A$ is zero then
the \((i,j)\) entry of \(P\) is zero. Since \(A\) is a permutation matrix it follows that the nonzero entries of \(A\) and \(P\) must coincide. Hence \(A = P\).

\[\textbf{Theorem 4.7.7} \quad \text{Let } \Omega_{n,s} \subset \Omega_n \text{ be the set of symmetric doubly stochastic matrices. Denote} \]

\[\mathcal{P}_{n,s} = \{ A. A = \frac{1}{2}(P + P^\top) \text{ for some } P \in \mathcal{P}_n \}. \]

Then \(A \in \mathcal{P}_{n,s}\) if and only if there exists a permutation matrix matrix \(P \in \mathcal{P}_n\) such that \(A = PBP^\top\), where \(B = \text{diag}(B_1, \ldots, B_t)\) and each \(B_j\) is a doubly stochastic symmetric matrix of the following form:

1. \(1 \times 1\) matrix [1].
2. \(2 \times 2\) matrix
   \[
   \begin{bmatrix}
   0 & 1 \\
   1 & 0
   \end{bmatrix}
   \]
3. \(n \times n\) matrix
   \[
   \begin{bmatrix}
   0 & \frac{1}{2} & 0 & \ldots & 0 & \frac{1}{2} \\
   \frac{1}{2} & 0 & \frac{1}{2} & \ldots & 0 & 0 \\
   \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
   \frac{1}{2} & 0 & 0 & \ldots & \frac{1}{2} & 0
   \end{bmatrix}
   \]

Furthermore, \(\Omega_{n,s} = \text{conv} \mathcal{P}_{n,s}\) and \(\mathcal{P}_{n,s} = \text{ext} \Omega_{n,s}\). That is, \(A \in \Omega_{n,s}\) if and only if

\[A = \sum_{R \in \mathcal{P}_{n,s}} b_R R \text{ for some } a_R \geq 0, \text{ where } R \in \mathcal{P}_{n,s}, \text{ and } \sum_{R \in \mathcal{P}_{n,s}} b_R = 1. \]

Moreover, if \(A \in \mathcal{P}_{n,s}\) then for any decomposition of \(A\) of the above form \(b_R = 0\) unless \(R = A\).

\[\textbf{Proof.}\] Assume that \(A \in \Omega_{n,s}\). As \(A\) is doubly stochastic (4.7.2) holds. Clearly, \(A = A^\top = \sum_{P \in \mathcal{P}_n} a_P P^\top\). Hence

\[A = \frac{1}{2}(A + A^\top) = \sum_{P \in \mathcal{P}_n} a_P \left( \frac{1}{2} (P + P^\top) \right). \]

This establishes (4.7.4).

Let \(Q \in \mathcal{P}_n\). So \(Q\) represents a permutation (bijection) \(\sigma : [n] \to [n]\). Namely \(Q = [q_{ij}]_{i,j=1}^n\) where \(q_{ij} = \delta_{\sigma(i)j}\) for \(i,j \in [n]\). Fix \(i \in [n]\) and consider the orbit of \(i\) under the iterations of \(\sigma\): \(\sigma^k(i)\) for \(k \in \mathbb{N}\). Then \(\sigma\) decomposes to \(t\)-cycles. Namely, we have a decomposition of \([n]\)
to a disjoint union $\bigcup_{j \in [d]} C_j$. On each $C_j = \{c_{1,j}, \ldots, c_{l,j}\}$ $\sigma$ acts as a cyclic permutation $c_{1,j} \rightarrow c_{2,j} \rightarrow \cdots \rightarrow c_{l-1,j} \rightarrow c_{l,j} \rightarrow c_{1,j}$. Rename the integers in $[n]$ such that: Each $C_j$ consists of consecutive integers; $c_{p,j} = c_{1,j} + p - 1$ for $p = 1, \ldots, l_j$; $1 \leq l_1 \leq \ldots \leq l_d$. Equivalently, there exists a permutation $P$ such that $PQP^{-1} = PQP^T$ has the following block diagonal form: $\text{diag}(Q_1, \ldots, Q_d)$. $Q_j$ is $[1]$ if and only if $l_j = 1$. For $l_j \geq 2$ $Q_j = [\delta(i+1)]_{n,j=1}^n$, where $n + 1 \equiv 1$. It now follows that $\frac{1}{2}P(Q + Q^T)P^T$ has one of the forms $1, 2, 3$.

Suppose that $A \in P_{n,m}$ has a decomposition (4.7.4). Assume that $b_R > 0$. Then $A - b_R R \geq 0$. If the $(i,j)$ entry of $A$ is zero then the $(i,j)$ entry of $R$ is also zero. Without loss of generality we may assume that $A = \text{diag}(B_1, \ldots, B_d)$ here each $B_j$ has one of the forms $1, 2, 3$. So $R = \text{diag}(R_1, \ldots, R_d)$. Recall that $R = \frac{1}{2}(Q + Q^T)$ for some $Q \in P_n$.

Hence $Q = \text{diag}(Q_1, \ldots, Q_d)$, where each $Q_j$ is a permutation matrix of corresponding order. Clearly, each row and column of $R_j$ has at most two nonzero entries. If $B_j$ has the form 1 or 2 then $R_j = Q_j = B_j$. Suppose that $B_j$ is of the form 3. So $B_j = \frac{1}{2}(F_j + F_j^T)$ for a corresponding cyclic permutation and $R_j = \frac{1}{2}(Q_j + Q_j^T)$. Then a straightforward argument show that either $Q_j = F_j$ or $Q_j = F_j^T$.

\[\square\]

**Theorem 4.7.8** Let $x, y \in \mathbb{R}^n$. Then $x \prec y$ if and only if there exists $A \in \Omega_n$ such that $x = Ay$.

**Proof.** Assume first that $x = Py$ for some $P \in P_n$. Then it is straightforward to see that $x \prec y$. Assume that $x = Ay$ for some $A \in \Omega_n$. Use Theorem 4.7.6 to deduce that $x \prec y$.

Assume now that $x, y \in \mathbb{R}^n$ and $x \prec y$. Since $x = Px$, $y = Qy$ for some $P, Q \in P_n$, it follows that $x \prec y$. In view of Lemma 4.7.5 it is enough to show that $x = By$ for some $B \in \Omega_n$. We prove this claim by induction on $n$.

For $n = 1$ this claim is trivial. Assume that if $x \prec y \in \mathbb{R}^l$ then $x = By$ for some $B \in \Omega_l$ for all $l \leq m - 1$. Assume that $n = m$ and $x \prec y$. Suppose first that for some $1 \leq k \leq n - 1$ we have the equality $\sum_{i=1}^k x_i = \sum_{i=1}^k y_i$. Let

\[
x_1 = (x_1, \ldots, x_k)^T, \quad y_1 = (y_1, \ldots, y_k)^T \in \mathbb{R}^k,
x_2 = (x_{k+1}, \ldots, x_n)^T, \quad y_2 = (y_{k+1}, \ldots, y_n)^T \in \mathbb{R}^{n-k}.
\]

Then $x_1 \prec y_1, x_2 \prec y_2$. Use the induction hypothesis that $x_i = B_i y_i, i = 1, 2$ where $B_1 \in \Omega_k, B_2 \in \Omega_{n-k}$. Hence $x = (B_1 \oplus B_2) y$ and $B_1 \oplus B_2 \in \Omega_n$. 

4.7. MAJORIZATION

It is left to consider the case where strict inequalities hold in (4.7.1) for \( k = 1, \ldots, n - 1 \). We now define a finite number of vectors

\[
\mathbf{y} = z_1 \succ z_2 \succ \cdots \succ z_N \succ \mathbf{x},
\]

where \( N \geq 2 \), such that

1. \( z_{i+1} = B_i \mathbf{z}_i \) for \( i = 1, \ldots, N - 1 \).

2. \( \sum_{i=1}^{k} z_i = \sum_{i=1}^{k} w_i \) for some \( k \in [n-1] \), where \( z_N = w = (w_1, \ldots, w_n)^\top \).

Observe first that we cannot have \( y_1 = \ldots = y_n \). Otherwise let \( \mathbf{x} = \mathbf{y} \) and we have equalities in (4.7.1) for all \( k \in [n] \), which contradicts our assumptions. Assume that we defined

\[
\mathbf{y} = z_1 \succ z_2 \succ \cdots \succ z_r \succ z_{r+1} \succ \cdots \succ z_N \succ \mathbf{x},
\]

for \( 1 \leq r \) such that \( \sum_{i=1}^{r} x_i < \sum_{i=1}^{r} u_i \) for \( k = 1, \ldots, n - 1 \). Assume that \( u_1 = \ldots = u_p > u_{p+1} = \ldots = u_{p+q} \) where \( u_{p+q} > u_{p+q+1} \) if \( p + q < n \). Let

\[
C(t) = ( (1-t)I_{p+q} + \frac{t}{p+q} J_{p+q} ) \oplus I_{n-(p+q)}
\]

for \( t \in [0,1] \) and define \( \mathbf{u}(t) = C(t) \mathbf{z}_r \). We vary \( t \) continuously from \( t = 0 \) to \( t = 1 \). Note that \( \mathbf{u}(t) = \mathbf{u}(t) \) for all \( t \in [0,1] \). We have two possibilities. First there exists \( t_0 \in (0,1) \) such that \( \mathbf{u}(t_0) \succ \mathbf{x} \) for all \( t \in [0,t_0] \). Furthermore for \( \mathbf{w} = \mathbf{u}(t_0) = (w_1, \ldots, w_n)^\top \) we have the equality \( \sum_{i=1}^{r} z_i = \sum_{i=1}^{r} w_i \) for some \( k \in (n-1) \). In that case \( r = N - 1 \) and \( z_N = \mathbf{u}(t_0) \).

Otherwise let \( z_{r+1} = \mathbf{u}(1) = (v_1, \ldots, v_n)^\top \), where \( v_1 = \ldots = v_{p+q} > v_{p+q+1} \). Repeat this process for \( z_{r+1} \) and so on until we deduce the conditions 1 and 2. So \( \mathbf{x} = B_N \mathbf{z}_N = B_N B_{N-1} \mathbf{z}_{N-1} = \cdots = B_N \mathbf{y} \). In view of 4 of Lemma 4.7.5 we deduce that \( \mathbf{x} = A \mathbf{y} \) for some \( A \in \Omega_n \).

\( \square \)

Combine Theorems 4.7.8 and 4.7.6 to deduce:

**Corollary 4.7.9** Let \( \mathbf{x}, \mathbf{y} \in \mathbb{R}^n \). Then \( \mathbf{x} \prec \mathbf{y} \) if and only if

\[
\text{for some } a_P \geq 0, \text{ where } \sum_{P} a_P = 1.
\]

Furthermore, if \( \mathbf{x} \prec \mathbf{y} \) and \( \mathbf{x} \neq P \mathbf{y} \) for all \( P \in \mathcal{P}_n \) then in (4.7.5) each \( a_P < 1 \).

**Theorem 4.7.10** Let \( \mathbf{x} = (x_1, \ldots, x_n)^\top \prec \mathbf{y} = (y_1, \ldots, y_n)^\top \). Let \( \phi : [a_n, b_n] \rightarrow \mathbb{R} \) be a convex function. Then

\[
\sum_{i=1}^{n} \phi(x_i) \leq \sum_{i=1}^{n} \phi(y_i).
\]
If \( \phi \) is strictly convex on \( [y_n, y_1] \) and \( Px \neq y \) for all \( P \in \mathcal{P}_n \) then strict inequality holds in (4.7.6).

**Proof.** Problem 3 below implies that if \( x = (x_1, \ldots, x_n)^\top \prec y = (y_1, \ldots, y_n)^\top \) then \( x_i \in [y_n, y_1] \) for \( i = 1, \ldots, n \). Use Corollary 4.7.9 and the convexity of \( \phi \), (see Problem 11 below), to deduce:

\[
\phi(x_i) \leq \sum_{P \in \mathcal{P}_n} a_P \phi((Py)_i), \quad i = 1, \ldots, n.
\]

Observe next that \( \sum_{i=1}^n \phi(y_i) = \sum_{i=1}^n \phi((Py)_i) \) for all \( P \in \mathcal{P}_n \). Sum up the above inequalities to deduce (4.7.6).

Assume now that \( \phi \) is strictly convex and \( x \neq Py \) for all \( P \in \mathcal{P}_n \). Then Corollary 4.7.9 and the strict convexity of \( \phi \) implies that at least in one the above \( i-th \) inequality one has strict inequality. Hence strict inequality holds in (4.7.6).

**Definition 4.7.11** Let \( V \) be an \( n \)-dimensional IPS, and \( T \in \mathcal{S}(V) \).
Define the eigenvalue vector of \( T \) to be \( \lambda(T) := (\lambda_1(T), \ldots, \lambda_n(T))^\top \in \mathbb{R}^n \).

**Corollary 4.7.12** Let \( V \) be an \( n \)-dimensional IPS. Let \( T \in \mathcal{S}(V) \), and \( F_n = \{f_1, \ldots, f_n\} \in \text{Fr}(n, V) \). Then

\[
((Tf_1, f_1), \ldots, (Tf_n, f_n))^\top \prec \lambda(T).
\]

Furthermore, if \( \phi : [\lambda_n(T), \lambda_1(T)] \to \mathbb{R} \) is a convex function, then

\[
\sum_{i=1}^n \phi(\lambda_i(T)) = \max_{\{f_1, \ldots, f_n\} \in \text{Fr}(n, V)} \sum_{i=1}^n \phi((Tf_i, f_i)).
\]

Finally, if \( \phi \) is strictly convex, then \( \sum_{i=1}^n \phi(\lambda_i(T)) = \sum_{i=1}^n \phi((Tf_i, f_i)) \) if and only if \( f_1, \ldots, f_n \) is a set of \( n \) orthonormal eigenvectors of \( T \).

See Problem 4 below.

**Problems**

1. Show Proposition 4.7.2.
2. Prove Lemma 4.7.5.
3. Let \( x, y \in \mathbb{R}^n \). Show that \( x \prec y \iff -y \prec -x \).
4.8 Spectral functions

Definition 4.8.1

1. A set \( D \) is called a Schur set if \( D \subset \mathbb{R}^n \downarrow \) and the following property holds: Assume that \( y \in D \). Then each \( x \in \mathbb{R}^n \) which satisfies \( x \prec y \) belongs to \( D \).

2. A function \( h : D \to \mathbb{R} \) is called Schur’s order preserving if
   \[
   h(x) \leq h(y) \quad \text{for any } x, y \in D \text{ such that } x \prec y.
   \]
   \( h \) is called strict Schur’s order preserving if a strict inequality holds in the above inequality whenever \( x \neq y \). \( h \) is called strong Schur’s order preserving if
   \[
   h(x) \leq h(y) \quad \text{for any } x, y \in D \text{ such that } x \preceq y.
   \]

3. Let \( T \subset S(V) \), where \( V \) is an \( n \)-dimensional IPS over \( \mathbb{F} = \mathbb{R}, \mathbb{C} \). Let \( \lambda(T) := \{ \lambda(T) \in \mathbb{R}^n : T \in T \} \). A function \( f : T \to \mathbb{R} \) is called a spectral function if there exists a set \( D \subset \mathbb{R}^n \downarrow \) and \( h : D \to \mathbb{R} \) such that \( \lambda(T) \subset D \) and
   \[
   f(T) = h(\lambda(T)).
   \]
   Note that if \( h((x_1, \ldots, x_n)) := \sum_{i=1}^n g(x_i) \) for some convex function \( g : \mathbb{R} \to \mathbb{R} \) then Corollary 4.7.12 implies that \( h : \mathbb{R}^n \downarrow \to \mathbb{R} \) is Schur’s order preserving. The results of Section 4.4 yield:

Proposition 4.8.2 Let \( V \) be an \( n \)-dimensional IPS, \( D \subset \mathbb{R}^n \downarrow \) be a Schur set and \( h : D \to \mathbb{R} \) be a Schur’s order preserving function. Let \( T \in S(V) \) and assume that \( \lambda(T) \in D \). Then
   \[
   h(\lambda(T)) = \max_{x \in D, x \prec \lambda(T)} h(x).
   \]

Theorem 4.8.3 Let \( D \subset \mathbb{R}^n \downarrow \) be a regular Schur set in \( \mathbb{R}^n \). Let \( F \in C^1(D) \). Then \( F \) is Schur’s order preserving if and only if

\[
\frac{\partial F}{\partial x_1}(x) \geq \ldots \geq \frac{\partial F}{\partial x_n}(x), \quad \text{for each } x = (x_1, \ldots, x_n)^\top \in D.
\]

(4.8.1)

If for any point \( x = (x_1, \ldots, x_n)^\top \in D \) such that \( x_i > x_{i+1} \) the inequality \( \frac{\partial F}{\partial x_i}(x) > \frac{\partial F}{\partial x_{i+1}}(x) \) holds then \( F \) is strict Schur’s order preserving.
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Problem. Assume that $F \in C^1(D)$ and $F$ is Schur’s order preserving. Let $x = (x_1, \ldots, x_n)^\top \in D^o$. Hence $x_1 > \ldots > x_n$. Let $e_i = (\delta_{i1}, \ldots, \delta_{in})^\top$, $i = 1, \ldots, n$. For $i \in [1, n-1] \cap \mathbb{Z}_+$ let $x(t) := x + t(e_i - e_{i+1})$. Then

$$x(t) \in R^n_{\omega} \text{ for } |t| \leq \tau := \frac{\min_{j \in [1, n-1] \cap \mathbb{Z}_+} x_j - x_{j+1}}{2},$$

and $x(t_1) \prec x(t_2)$ for $-\tau \leq t_1 \leq t_2 \leq \tau$.

See Problem 1 below. Since $D^o$ is open there exists $\epsilon > 0$ such that $x(t) \in D^o$ for $t \in [-\epsilon, \epsilon]$. Then $f(t) := F(x(t))$ is an increasing function on $[-\epsilon, \epsilon]$. Hence $f'(0) = \frac{\partial F}{\partial x_i}(x) - \frac{\partial F}{\partial x_{i+1}}(x) \geq o$. This proves (4.8.1) in $D^o$. The continuity argument yields (4.8.1) in $D$.

Assume now that (4.8.1) holds. Let $y = (y_1, \ldots, y_n)^\top$, $z = (z_1, \ldots, z_n)^\top \in D$ and define

$$y(t) := (1-t)y + tz, \quad g(t) := F((1-t)y + tz), \quad \text{for } t \in [0, 1].$$

Suppose that $y \prec z$. Then $y(t_1) \prec y(t_2)$ for $0 \leq t_1 \leq t_2 \leq 1$. Since $D$ is a Schur set, $[y, z] \subset D$. Then

$$(4.8.3) \quad g'(t) = \sum_{i=1}^{n-1} \left( \frac{\partial F(y(t))}{\partial x_i} - \frac{\partial F(y(t))}{\partial x_{i+1}} \right) \sum_{j=1}^{i} (z_j - y_j).$$

See Problem 2 below. Hence $g'(t) \geq 0$, i.e. $g(t)$ is a nondecreasing function on $[0,1]$. Thus $F(y) = g(0) \leq g(1) = F(z)$. Assume that for any point $x = (x_1, \ldots, x_n)^\top \in D$ such that $x_i > x_{i+1}$ the inequality $\frac{\partial F}{\partial x_i}(x) > \frac{\partial F}{\partial x_{i+1}}(x)$ holds. Suppose that $y \neq z$. Then $g'(t) > 0$ and $F(y) = g(0) < g(1) = F(z)$. 

\[\square\]

Theorem 4.8.4 Let $D \subset \mathbb{R}^n_\omega$ be a regular Schur set in $\mathbb{R}^n$. Let $F \in C^1(D)$. If $F$ is strong Schur’s order preserving then

$$\frac{\partial F}{\partial x_1}(x) \geq \ldots \geq \frac{\partial F}{\partial x_n}(x) \geq o, \quad \text{for each } x = (x_1, \ldots, x_n)^\top \in D.$$

Suppose that in addition to the above assumptions $D$ is convex. If $F$ satisfies the above inequalities then $F$ is strong Schur’s order preserving. If for any point $x = (x_1, \ldots, x_n)^\top \in D$ $\frac{\partial F}{\partial x_i}(x) > o$ and $\frac{\partial F}{\partial x_i}(x) > \frac{\partial F}{\partial x_{i+1}}(x)$ whenever $x_i > x_{i+1}$ holds, then $F$ is strict strong Schur’s order preserving.
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**Proof.** Assume that $F$ is strong Schur’s order preserving. Since $F$ is Schur’s order preserving (4.8.1) holds. Let $x = (x_1, \ldots, x_n)^\top \in \mathbb{D}^n$. Define $w(t) = x + t\mathbf{e}_n$. Then there exists $\epsilon > 0$ such that $w(t) \in \mathbb{D}^n$ for $t \in [-\epsilon, \epsilon]$.

Clearly $w(t_1) \preceq w(t_2)$ for $-\epsilon \leq t_1 \leq t_2 \leq \epsilon$. Hence the function $h(t) := F(w(t))$ is not decreasing on the interval $[-\epsilon, \epsilon]$. Thus $\frac{\partial F}{\partial x_n}(x) = h'(0) \geq 0$.

Use the continuity argument to deduce that $\frac{\partial F}{\partial x_n}(x) \geq 0$ for any $x \in D$.

Assume that $D$ is convex and (4.8.4) holds. Let $y, z \in D$ and define $y(t)$ and $g(t)$ as in the proof of Theorem 4.8.3. Then

$$g'(t) = \sum_{i=1}^{n-1} \left( \frac{\partial F(y(t))}{\partial x_i} - \frac{\partial F(y(t))}{\partial x_{i+1}} \right) \sum_{j=1}^i (z_j - y_j) + \frac{\partial F(y(t))}{\partial x_n} \sum_{j=1}^n (z_j - y_j).$$

(4.8.5)

See Problem 2 below. Assume that $y \preceq z$. Then $g'(t) \geq 0$. Hence $F(y) \leq F(z)$.

Assume now that for any point $x = (x_1, \ldots, x_n)^\top \in D$, $\frac{\partial F}{\partial x_n}(x) > 0$ and $\frac{\partial F}{\partial x_{i+1}}(x) > \frac{\partial F}{\partial x_i}(x)$ whenever $x_i > x_{i+1}$. Let $y, z \in D$ and assume that $y \preceq z$ and $y \neq z$. Define $g(t)$ on $[0, 1]$ as above. Use (4.8.5) to deduce that $g'(t) > 0$ on $[0, 1]$. Hence $F(y) < F(z)$. □

**Theorem 4.8.5** Let $V$ be an $n$-dimensional IPS over $\mathbb{F} = \mathbb{R}, \mathbb{C}$. Then the function $tr_i : S(V) \to \mathbb{R}$, where $tr_i(T) = \sum_{j=1}^i \lambda_j(T)$, is a continuous homogeneous convex function for $i = 1, \ldots, n - 1$. $tr_n(T) = \text{tr}T$ is a linear function on $S(V)$.

**Proof.** Clearly $tr_i(aT) = a tr_i(T)$ for $a \in [0, \infty)$. Hence $tr_i$ is a homogeneous function. Since the eigenvalues of $T$ are continuous it follows that $tr_i$ is a continuous function. Clearly $tr_n$ is a linear function on the vector space $S(V)$. Combine Theorem 4.4.8 with Proposition 4.6.16 to deduce that $tr_i$ is convex. □

**Corollary 4.8.6** Let $V$ be a finite dimensional IPS over $\mathbb{F} = \mathbb{R}, \mathbb{C}$. Then

$$\lambda(\alpha A + (1-\alpha)B) \prec \alpha \lambda(A) + (1-\alpha)\lambda(B),$$

for any $A, B \in S(V)$, $\alpha \in [0, 1]$. For $\alpha \in (0, 1)$ equality holds if and only if there exists an orthonormal basis $[v_1, \ldots, v_n]$ in $V$ such that

$$Av_i = \lambda_i(A)v_i, \ Bv_i = \lambda_i(B)v_i, \ i = 1, \ldots, n.$$
CHAPTER 4. INNER PRODUCT SPACES

See Problem 4 below.

**Proposition 4.8.7** Let \( V \) be an \( n \)-dimensional IPS over \( \mathbb{F} = \mathbb{R}, \mathbb{C} \). For \( D \subset \mathbb{R}^n \) let

\[
\lambda^{-1}(D) := \{ T \in \mathcal{S}(V) : \lambda(T) \in D \}.
\]

If \( D \subset \mathbb{R}^n \) is a regular convex Schur set then \( \lambda^{-1}(D) \) is regular convex set in the vector space \( \mathcal{S}(V) \).

**Proof.** The continuity of the function \( \lambda : \mathcal{S}(V) \to \mathbb{R}^n \) implies that \( \lambda^{-1}(D) \) is a regular set in \( \mathcal{S}(V) \). Suppose that \( A, B \in \lambda^{-1}(D) \) and \( \alpha \in [0, 1] \).

Since \( D \) is convex, \( \alpha \lambda(A) + (1 - \alpha) \lambda(B) \in D \). Since \( D \) is a Schur set Corollary 4.8.6 yields that \( \lambda(\alpha A + (1 - \alpha)B) \in D \). Hence \( \alpha A + (1 - \alpha)B \in \lambda^{-1}(D) \). \( \Box \)

**Definition 4.8.8** For \( x = (x_1, \ldots, x_n)^\top \in \mathbb{D}^n \) denote

\[ D(x) := \text{diag}(x_1, \ldots, x_n). \]

**Theorem 4.8.9** Let \( D \subset \mathbb{R}^n \) be a regular convex Schur set and let \( h : D \to \mathbb{R} \). Let \( V \) be an \( n \)-dimensional IPS over \( \mathbb{F} = \mathbb{R}, \mathbb{C} \). Let \( f : \lambda^{-1}(D) \to \mathbb{R} \) be the spectral function given by \( f(A) := h(\lambda(A)) \). Then the following are equivalent:

(a) \( f \) is (strictly) convex on \( \lambda^{-1}(D) \).
(b) \( h \) is (strictly) convex and (strictly) Schur’s order preserving on \( D \).

**Proof.** Choose a fixed orthonormal basis \([u_1, \ldots, u_n] \). For simplicity of the argument we assume that \( \mathbb{F} = \mathbb{C} \). Identify \( \mathcal{S}(V) \) with \( \mathcal{H}_n \). Thus we view \( T := \lambda^{-1}(D) \) as a subset of \( \mathcal{H}_n \). Since \( D \) is a regular convex Schur set, Proposition 4.8.7 yields that \( T \) is a regular convex set. Let \( x = (x_1, \ldots, x_n)^\top \in \mathbb{R}^n \). Then \( \lambda(D(x)) = x \). Thus \( D(x) \in T \iff x \in D \) and \( f(D(x)) = h(x) \) for \( x \in D \).

(a) \( \Rightarrow \) (b). Assume that \( f \) is convex on \( T \). By restricting \( f \) to \( D(x), x \in D \), we deduce that \( h \) is convex on \( D \). If \( f \) is strictly convex on \( T \) we deduce that \( h \) is strictly convex on \( D \).

Let \( x, y \in D \) and assume that \( x \prec y \). Then (4.7.5) holds. Hence

\[ D(x) = \sum_{P \in \mathcal{P}_n} a_P P D(y) P^\top. \]

Clearly \( \lambda(P D(y) P^\top) = \lambda(D(y)) = y \). The convexity of \( f \) yields

\[ h(x) = f(D(x)) \leq \sum_{P \in \mathcal{P}_n} a_P f(P D(y) P^\top) = f(D(y)) = h(y). \]
4.8. SPECTRAL FUNCTIONS

See Problem 4.7.11. Hence $h$ is Schur’s order preserving. If $f$ is strictly convex on $T$ then in the above inequality one has a strict inequality if $x \neq y$. Hence $h$ is strictly Schur’s order preserving.

(b) $\Rightarrow$ (a). Assume that $h$ is convex. Then for $A, B \in T$

$$\alpha f(A) + (1-\alpha)f(B) = \alpha h(\lambda(A)) + (1-\alpha) h(\lambda(B)) \geq h(\alpha \lambda(A) + (1-\alpha) \lambda(B)).$$

Use Corollary 4.8.6 and the assumption that $h$ is Schur’s order preserving to deduce the convexity of $f$. Suppose that $h$ is strictly convex and strictly Schur’s order preserving. Assume that $f(\alpha A + (1-\alpha) B) = \alpha f(A) + (1-\alpha) f(B)$ for some $A, B \in T$ and $\alpha \in (0,1)$. Hence $\lambda(A) = \lambda(B)$ and $h(\alpha A + (1-\alpha) B) = h(\lambda(A)) + (1-\alpha) h(\lambda(B))$. Use Corollary 4.8.6 to deduce that $A = B$. Hence $f$ is strictly convex.

\[\square\]

**Theorem 4.8.10** Let $D \subset \mathbb{R}^n_+$ be a regular convex Schur set and let $h \in C^1(D)$. Let $V$ be an $n$-dimensional IPS over $F = \mathbb{R}, \mathbb{C}$. Let $f : \lambda^{-1}(D) \to \mathbb{R}$ be the spectral function given by $f(A) := h(\lambda(A))$. Then the following are equivalent:

(a) $f$ is convex on $\lambda^{-1}(D)$ and $f(A) \leq f(B)$ for any $A, B \in \lambda^{-1}(D)$ such that $A \preceq B$.

(b) $h$ is convex and strongly Schur’s order preserving on $D$.

**Proof.** We repeat the proof of Theorem 4.8.9 with the following modifications.

(b) $\Rightarrow$ (a). Since $h$ is convex and Schur’s order preserving, Theorem 4.8.9 yields that $f$ is convex on $T$. Let $A, B \in T$ and assume that $A \preceq B$. Then $\lambda(A) \preceq \lambda(B)$. As $h$ is strongly Schur’s order preserving $h(\lambda(A)) \leq h(\lambda(B)) \Rightarrow f(A) \leq f(B)$.

(a) $\Rightarrow$ (b). Since $f$ is convex on $T$, Theorem 4.8.9 implies that $h$ is convex and Schur’s order preserving. Since $h \in C^1(D)$, Theorem 4.8.3 yields that $h$ satisfies the inequalities (4.8.1). Let $x \in D^n$ and define $x(t) := x + t e_n$. Then for a small $a > 0$, $x(t) \in D^n$ for $t \in (-a, a)$. Clearly $D(x(t_1)) \preceq D(x(t_2))$ for $t_1 \leq t_2$. Hence $g(t) := f(D(x(t))) = h(x(t))$ is a nondecreasing function on $(-a, a)$. Hence $\frac{\partial h}{\partial x_n}(x) = g'(a) \geq 0$. Use the continuity hypothesis to deduce that $h$ satisfies (4.8.4). Theorem 4.8.4 yields that $h$ is strong Schur’s order preserving. \[\square\]

**Theorem 4.8.11** Assume that $n < N$ are two positive integers. Let $V$ be an $N$-dimensional IPS over $F = \mathbb{R}, \mathbb{C}$. Let $\lambda_{(n)} : S(V) \to \mathbb{R}^n_+$ be the map $A \mapsto \lambda_{(n)}(A) := (\lambda_1(A), \ldots, \lambda_n(A))^\top$. Assume that $D \subset \mathbb{R}^n_+$ is a regular convex Schur set and let $T := \lambda_{(n)}^{-1}(D) \subset S(V)$. Let $f : T \to \mathbb{R}$ be
the spectral function given by \( f(A) := h(\lambda_n(A)) \). Then the following are equivalent:

(a) \( f \) is convex on \( T \).

(b) \( h \) is convex and strongly Schur’s order preserving on \( D \).

(c) \( f \) is convex on \( T \) and \( f(A) \leq f(B) \) for any \( A, B \in T \) such that \( A \preceq B \).

**Proof.** Let \( \pi : \mathbb{R}^N \to \mathbb{R}^n \) be the projection on the first \( n \) coordinates. Let \( D_1 := \pi^{-1}(D) \subset \mathbb{R}^N \). It is straightforward to show that \( D_1 \) is a regular convex set. Let \( h_1 := h \circ \pi : D_1 \to \mathbb{R} \). Then \( \frac{\partial h_1}{\partial x_i}(y) = 0 \) for \( i = n+1, \ldots, N \).

(a) \( \Rightarrow \) (b). Suppose that \( f \) is convex on \( T \). Then Theorem 4.8.9 yields that \( h_1 \) is convex and Schur’s order preserving. Theorem 4.8.3 yields the inequalities (4.8.1). Hence

\[
\frac{\partial h_1}{\partial x_n}(y) \geq \frac{\partial h_1}{\partial x_{n+1}}(y) = 0 \quad \text{for any} \quad y \in D_1.
\]

Clearly \( h \) is convex and \( \frac{\partial h}{\partial x_i}(x) = \frac{\partial h_1}{\partial x_i}(y) \), \( i = 1, \ldots, n \), where \( x \in D \), \( y \in D_1 \), and \( \pi(y) = x \).

Thus \( h \) satisfies (4.8.4). Theorem 4.8.4 yields that \( h \) is strongly Schur’s order preserving.

Other nontrivial implications follow as in the proof of Theorem 4.8.10.

**Problems**

1. Let \( x = (x_1, \ldots, x_n)^\top \in \mathbb{R}^n \) and assume \( x_1 > \ldots > x_n \). Let \( x(t) \) be defined as in the proof of Theorem 4.8.3. Prove (4.8.2).

2. Let \( D \subset \mathbb{R}^n \) be a regular set and assume that \( [y, z] \subset D \), \( y = (y_1, \ldots, y_n)^\top \), \( z = (z_1, \ldots, z_n)^\top \). Let \( F \in C^1(D) \) and assume that \( g(t) \) is defined as in the proof of Theorem 4.8.3. Show the equality (4.8.5). Suppose furthermore that \( \sum_{i=1}^n y_i = \sum_{i=1}^n z_i \). Show the equality (4.8.3).

3. (This problem offers an alternative proof of Theorem 4.7.10.) Let \( a < b \) and \( n \in \mathbb{N} \). Denote

\[
[a, b]^n := \{ (x_1, \ldots, x_n) \in \mathbb{R}^n : x_i \in [a, b], i = 1, \ldots, n \}.
\]

(a) Show that \( [a, b]^n \) is a regular convex Schur domain.

(b) Let \( f \in C^1([a, b]) \) be a convex function. Let \( F : [a, b]^n \to \mathbb{R} \) be defined by \( F((x_1, \ldots, x_n)^\top) := \sum_{i=1}^n f(x_i) \). Show that \( F \) satisfies the condition (4.8.1) on \( [a, b]^n \). Hence Theorem 4.7.10 holds for any \( x, y \in [a, b]^n \) such that \( x \prec y \).

(c) Assume that any convex \( f \in C([a, b]) \) can be uniformly approximated by as sequence of convex \( f_k \in C^1([a, b]), k = 1, \ldots, \) Show that Theorem 4.7.10 holds for \( x, y \in [a, b]^n \) such that \( x \prec y \).
4.9. INEQUALITIES FOR TRACES

4. Use Theorem 4.4.8 to show the equality case in Corollary 4.8.6.

5. For \( p \in [1, \infty) \) let \( \|x\|_{p,w} := (\sum_{i=1}^{n} w_i |x_i|^p)^{\frac{1}{p}} \), where \( x = (x_1, \ldots, x_n)^\top \in \mathbb{R}^n \) and \( w = (w_1, \ldots, w_n)^\top \in \mathbb{R}_+^n \).

(a) Show that \( \| \cdot \|_{p,w} : \mathbb{R}^n \to \mathbb{R} \) is a homogeneous convex function. Furthermore this function is strictly convex if and only if \( p > 1 \) and \( w_i > 0 \) for \( i = 1, \ldots, n \). (Hint: First prove the case \( w = (1, \ldots, 1) \).)

(b) For \( q > 1 \) show that \( \| \cdot \|_{q,w} : \mathbb{R}^n \to \mathbb{R} \) is a convex function. Furthermore this function is strictly convex if and only if \( w_i > 0 \) for \( i = 1, \ldots, n \). (Hint: Use the fact that \( f(x) = x^q \) is strictly convex on \([0, \infty)\).)

(c) Show that for \( q > 0 \) the function \( \| \cdot \|_{q,w} : \mathbb{R}^n_+ \to \mathbb{R} \) is strong Schur’s order preserving if and only if \( w_1 \geq \cdots \geq w_n \geq 0 \). Furthermore this function is strictly strong Schur’s order preserving if and only if \( w_1 \geq \cdots \geq w_n > 0 \).

(d) Let \( V \) be an \( n \)-dimensional IPS over \( F = \mathbb{R}, \mathbb{C} \). Show that for \( q \geq 1 \), \( w_1 \geq \cdots \geq w_n \geq 0 \) the spectral function \( T \to \|\lambda(T)\|_{q,w}^q \) is a convex function on \( \mathbb{S}(V)_+ \) (the positive self-adjoint operators on \( V \).) If in addition \( w_n > 0 \) and \( \max(p,q) > 1 \) then the above function is strictly convex on \( \mathbb{S}(V)_+ \).

6. Use the differentiability properties of convex functions to show that Theorems 4.8.10 and 4.8.11 hold under the lesser assumption \( h \in C(D) \).

7. Show that on \( \mathbb{H}_n^+ \) the function \( \log \det A \) is a strictly concave function, i.e. \( \det (\alpha A + (1-\alpha)B) \geq (\det A)^\alpha (\det B)^{1-\alpha} \). (Hint: Observe that \( -\log x \) is a strictly convex function on \((0, \infty)\).)

4.9 Inequalities for traces

Let \( V \) be a finite dimensional IPS over \( F = \mathbb{R}, \mathbb{C} \). Let \( T : V \to V \) be a linear operator. Then \( \text{tr} T \) is the trace of the representation matrix \( A \) with respect to any orthonormal basis of \( V \). See Problem 1 below.

**Theorem 4.9.1** Let \( V \) be an \( n \)-dimensional IPS over \( F = \mathbb{R}, \mathbb{C} \). Assume that \( S, T \in \mathbb{S}(V) \). Then \( \text{tr} ST \) is bounded below and above by

\[
\sum_{i=1}^{n} \lambda_i(S)\lambda_{n-i+1}(T) \leq \text{tr} ST \leq \sum_{i=1}^{n} \lambda_i(S)\lambda_i(T).
\]
Equality for the upper bound holds if and only if $ST = TS$ and there exists an orthonormal basis $\mathbf{x}_1, \ldots, \mathbf{x}_n \in \mathbf{V}$ such that

\[
(4.9.2) \quad S\mathbf{x}_i = \lambda_i(S)\mathbf{x}_i, \quad T\mathbf{x}_i = \lambda_i(T)\mathbf{x}_i, \quad i = 1, \ldots, n.
\]

Equality for the lower bound holds if and only if $ST = TS$ and there exists an orthonormal basis $\mathbf{x}_1, \ldots, \mathbf{x}_n \in \mathbf{V}$ such that

\[
(4.9.3) \quad S\mathbf{x}_i = \lambda_i(S)\mathbf{x}_i, \quad T\mathbf{x}_i = \lambda_{n-i+1}(T)\mathbf{x}_i, \quad i = 1, \ldots, n.
\]

**Proof.** Let $\mathbf{y}_1, \ldots, \mathbf{y}_n$ be an orthonormal basis of $\mathbf{V}$ such that

\[
Ty_i = \lambda_i(T)\mathbf{y}_i, \quad i = 1, \ldots, n,
\]

\[
\lambda_1(T) = \ldots = \lambda_{i_1}(T) > \lambda_{i_1+1}(T) = \ldots = \lambda_{i_2}(T) > \ldots >
\]

\[
\lambda_{i_k-1+1}(T) = \ldots = \lambda_{i_k}(T) = \lambda_n(T), \quad 1 \leq i_1 < \ldots < i_k = n.
\]

If $k = 1 \iff i_2 = n$ it follows that $T = \lambda_1 I$ and the theorem is trivial in this case. Assume that $k > 1$. Then

\[
\text{tr} ST = \sum_{i=1}^{n} \lambda_i(T) \langle S\mathbf{y}_i, \mathbf{y}_i \rangle =
\]

\[
= \sum_{i=1}^{n-1} (\lambda_i(T) - \lambda_{i+1}(T)) \langle S\mathbf{y}_i, \mathbf{y}_i \rangle + \lambda_n(T) \langle S\mathbf{y}_i, \mathbf{y}_i \rangle + \lambda_1(T) \text{tr} S.
\]

Theorem 4.4.8 yields that $\sum_{j=i}^{i_j} \langle S\mathbf{y}_i, \mathbf{y}_i \rangle \leq \sum_{j=1}^{i_j} \lambda_i(S)$. Substitute these inequalities for $j = 1, \ldots, k - 1$ in the above identity to deduce the upper bound in (4.9.1). Clearly the condition (4.9.2) implies that $\text{tr} ST$ is equal to the upper bound in (4.9.1). Assume now that $\text{tr} ST$ is equal to the upper bound in (4.9.1). Then $\sum_{j=1}^{i_j} \langle S\mathbf{y}_i, \mathbf{y}_i \rangle = \sum_{j=1}^{i_j} \lambda_i(S)$ for $j = 1, \ldots, k - 1$.

Theorem 4.4.8 yields that span $(\mathbf{y}_1, \ldots, \mathbf{y}_{i_j})$ is spanned by some $i_j$ eigenvectors of $S$ corresponding to the first $i_j$ eigenvalues of $S$ for $j = 1, \ldots, k - 1$. Let $\mathbf{x}_1, \ldots, \mathbf{x}_n$ be an orthonormal basis of span $(\mathbf{y}_1, \ldots, \mathbf{y}_{i_j})$ consisting of the eigenvectors of $S$ corresponding to the eigenvalues of $\lambda_1(S), \ldots, \lambda_{i_j}(S)$. Since any $0 \neq \mathbf{x} \in \text{span} (\mathbf{y}_1, \ldots, \mathbf{y}_{i_j})$ is an eigenvector of $T$ corresponding to the eigenvalue $\lambda_j(T)$ it follows that (4.9.2) holds for $i = 1, \ldots, i_1$. Consider span $(\mathbf{y}_1, \ldots, \mathbf{y}_{i_2})$. The above arguments imply that this subspace contains $i_2$ eigenvectors of $S$ and $T$ corresponding to the first $i_2$ eigenvalues of $S$ and $T$. Hence $U_{i_2}$, the orthogonal complement of span $(\mathbf{x}_1, \ldots, \mathbf{x}_{i_1})$ in
span \((y_1, \ldots, y_{i_2})\), spanned by \(x_{i_1+1}, \ldots, x_{i_2}\), which are \(i_2 - i_1\) orthonormal eigenvectors of \(S\) corresponding to the eigenvalues \(\lambda_{i_1+1}(S), \ldots, \lambda_{i_2}(S)\). Since any nonzero vector in \(U_2\) is an eigenvector of \(T\) corresponding to the eigenvalue \(\lambda_{i_2}(T)\) we deduce that (4.9.2) holds for \(i = 1, \ldots, i_2\). Continuing in the same manner we obtain (4.9.2).

To prove the equality case in the lower bound consider the equality in the upper bound for \(\text{tr} S(-T)\).

Corollary 4.9.2 Let \(V\) be an \(n\)-dimensional IPS over \(F = \mathbb{R}, \mathbb{C}\). Assume that \(S, T \in \mathcal{S}(V)\). Then

\[
(4.9.4) \quad \sum_{i=1}^{n} (\lambda_i(S) - \lambda_i(T))^2 \leq \text{tr}(S - T)^2.
\]

Equality holds if and only if \(ST = TS\) and \(V\) has an orthonormal basis \(x_1, \ldots, x_n\) satisfying (4.9.2).

Proof. Note

\[
\sum_{i=1}^{n} (\lambda_i(S) - \lambda_i(T))^2 = \text{tr} S^2 + \text{tr} T^2 - 2 \sum_{i=1}^{n} \lambda_i(S)\lambda_i(T).
\]

Corollary 4.9.3 Let \(S, T \in \mathbb{H}_n\). Then the inequalities (4.9.1) and (4.9.4) hold. Equalities in the upper bounds hold if and only if there exists \(U \in \mathcal{U}_n\) such that \(S = U \text{ diag } \lambda(S) U^*, T = U \text{ diag } \lambda(T) U^*\). Equality in the lower bound of (4.9.1) if and only if there exists \(V \in \mathcal{U}_n\) such that \(S = V \text{ diag } \lambda(S) V^*, -T = V \text{ diag } \lambda(-T) V^*\).

Problems

1. Let \(V\) be a \(n\)-dimensional IPS over \(F = \mathbb{R}, \mathbb{C}\).

   (a) Assume that \(T : V \rightarrow V\) is a linear transformation. Show that for any orthonormal basis \(x_1, \ldots, x_n\)

   \[
   \text{tr} T = \sum_{i=1}^{n} (Tx_i, x_i).
   \]

   Furthermore, if \(F = \mathbb{C}\) then \(\text{tr} T\) is the sum of the \(n\) eigenvalues of \(T\).
(b) Let $S, T \in S(V)$. Show that $\text{tr} ST = \text{tr} TS \in \mathbb{R}$.

2. (a) Let $S, T \in S(V)$. Show that $\text{tr} ST \in \mathbb{R}$. Furthermore, $\langle S, T \rangle := \text{tr} ST$ is an inner product on $S(V)$ over $\mathbb{R}$.

(b) Let $\phi : S(V) \to \mathbb{R}$ be a linear functional. Show that there exists $F \in S(V)$ such that $\phi(X) = \text{tr} XF$ for each $X \in S(V)$.

3. Assume that $S, T \in S_+(V)$.

(a) Show that $\text{tr} ST \geq 0$. Furthermore $\text{tr} ST = 0$ if and only if $ST = TS = 0$.

(b) Suppose furthermore that $T \in S_+(V)$. Then $\text{tr} ST = 0$ if and only if $S = 0$.

(c) Show that $P \in S(V)$ is nonnegative definite if and only if $\text{tr} PS \geq 0$ for each $S \in S_+(V)$. Furthermore $P$ is positive definite if $\text{tr} PS > 0$ for each $S \in S_+(V) \setminus \{0\}$.

4.10 Singular Value Decomposition

Let $U, V$ be finite dimensional IPS over $F = \mathbb{R}, \mathbb{C}$, with the inner products $\langle \cdot, \cdot \rangle_U, \langle \cdot, \cdot \rangle_V$ respectively. Let $u_1, \ldots, u_m$ and $v_1, \ldots, v_n$ be bases in $U$ and $V$ respectively. Let $T : V \to U$ be a linear operator. In these bases $T$ is represented by a matrix $A \in F^{m \times n}$ as given by (1.11.2). Let $T^* : U^* \to V^* = V$. Then $TT^* : U \to U$ and $TT^* : V \to V$ are self-adjoint operators. As

\[
(T^*Tv, v)_V = \langle Tv, Tv \rangle_V \geq 0, \quad (TT^*u, u)_U = \langle TT^*u, TT^*u \rangle_U \geq 0
\]

it follows that $T^*T \geq 0, TT^* \geq 0$. Let

\[
\lambda_i(T^*T) c_i = \lambda_i(TT^*) d_i, \quad \langle c_i, c_k \rangle_U = \delta_{ik}, \quad i, k = 1, \ldots, n,
\]

\[
\lambda_1(T^*T) \geq \ldots \geq \lambda_n(T^*T) \geq 0.
\]

\[
TT^*d_j = \lambda_j(TT^*)d_j, \quad \langle d_j, d_l \rangle_U = \delta_{jl}, \quad j, l = 1, \ldots, m,
\]

\[
\lambda_1(TT^*) \geq \ldots \geq \lambda_m(TT^*) \geq 0.
\]

Proposition 4.10.1 Let $U, V$ be finite dimensional IPS over $F = \mathbb{R}, \mathbb{C}$. Let $T : V \to U$. Then $\text{rank} T = \text{rank} T^* = \text{rank} T^*T = \text{rank} TT^*$ = $r$. Furthermore the self-adjoint nonnegative definite operators $T^*T$ and $TT^*$ have exactly $r$ positive eigenvalues, and

\[
\lambda_i(T^*T) = \lambda_i(TT^*) > 0, \quad i = 1, \ldots, \text{rank} T.
\]
Moreover for $i \in [1, r]$ $Tc_i$ and $T^*d_i$ are eigenvectors of $TT^*$ and $T^*T$ corresponding to the eigenvalue $\lambda_i(TT^*) = \lambda_i(T^*T)$ respectively. Furthermore if $c_1, \ldots, c_r$ satisfy (4.10.1) then $d_i := \frac{Tc_i}{\|Tc_i\|}, i = 1, \ldots, r$ satisfy (4.10.2) for $i = 1, \ldots, r$. A similar result holds for $d_1, \ldots, d_r$.

Proof. Clearly $Tx = 0 \iff \langle Tx, Tx \rangle = 0 \iff T^* Tx = 0$. Hence

$$\text{rank } T^* = \text{rank } T = \text{rank } T^* = \text{rank } TT^* = r.$$ 

Thus $T^*T$ and $TT^*$ have exactly $r$ positive eigenvalues. Let $i \in [r]$. Then $T^*Tc_i \neq 0$. Hence $Tc_i \neq 0$. (4.10.1) yields that $TT^*(Tc_i) = \lambda_i(T^*T)(Tc_i)$. Similarly $T^*T(T^*d_i) = \lambda_i(TT^*)(T^*d_i) \neq 0$. Hence (4.10.3) holds. Assume that $c_1, \ldots, c_r$ satisfy (4.10.1). Let $d_1, \ldots, d_r$ be defined as above. By the definition $\|d_i\| = 1, i = 1, \ldots, r$. Let $1 \leq i < j \leq r$. Then

$$0 = \langle c_i, c_j \rangle = \lambda_i(TT^*)(c_i, c_j) = \langle T^*Tc_i, c_j \rangle = \langle Tc_i, Tc_j \rangle \Rightarrow \langle d_i, d_j \rangle = 0.$$ 

Hence $d_1, \ldots, d_r$ is an orthonormal system. \hfill \Box

Let

$$\sigma_i(T) = \sqrt{\lambda_i(T^*T)} \text{ for } i = 1, \ldots, r, \quad \sigma_i(T) = 0 \text{ for } i > r,$$

(4.10.4)

$$\sigma_{(p)}(T) := (\sigma_1(T), \ldots, \sigma_p(T))^\top \in \mathbb{R}^p_+, \quad p \in \mathbb{N}.$$ 

Then $\sigma_i(T) = \sigma_i(T^*), i = 1, \ldots, \min(m, n)$ are called the singular values of $T$ and $T^*$ respectively. Note that the singular values are arranged in a decreasing order. The positive singular values are called principal singular values of $T$ and $T^*$ respectively. Note that

$$\|Tc_i\|^2 = \langle Tc_i, Tc_i \rangle = \langle T^*Tc_i, c_i \rangle = \lambda_i(T^*T) = \sigma_i^2 \Rightarrow$$

$$\|Tc_i\| = \sigma_i, \ i = 1, \ldots, n, \text{ and}$$

$$\|T^*d_j\|^2 = \langle T^*d_j, T^*d_j \rangle = \langle TT^*d_j, d_j \rangle = \lambda_i(TT^*) = \sigma_j^2 \Rightarrow$$

$$\|T^*d_j\| = \sigma_j, \ j = 1, \ldots, m.$$ 

Let $c_1, \ldots, c_n$ be an orthonormal basis of $V$ satisfying (4.10.1). Choose an orthonormal basis $d_1, \ldots, d_m$ as follows. Set $d_i := \frac{Tc_i}{\|Tc_i\|}, i = 1, \ldots, r$. Then complete the orthonormal set $\{d_1, \ldots, d_r\}$ to an orthonormal basis of $U$. Since span $\{d_1, \ldots, d_r\}$ is spanned by all eigenvectors of $TT^*$ corresponding to nonzero eigenvalues of $TT^*$ it follows that $\ker T^* = \text{span} \{d_{r+1}, \ldots, d_m\}$. Hence (4.10.2) holds. In these orthonormal bases of $U$ and $V$ the operators
\( T \) and \( T^* \) are represented quite simply:

\[
Tc_i = \sigma_i(T)d_i, \quad i = 1, \ldots, n, \quad \text{where } d_i = 0 \text{ for } i > m,
\]

(4.10.5)

\[
T^*d_j = \sigma_j(T)c_j, \quad j = 1, \ldots, m, \quad \text{where } c_j = 0 \text{ for } j > n.
\]

Let

\[
(4.10.6) \quad \Sigma = [s_{ij}]_{m,n}^{i,j=1}, \quad s_{ij} = 0 \text{ for } i \neq j, \quad s_{ii} = \sigma_i \text{ for } i = 1, \ldots, \min(m,n).
\]

In the case \( m \neq n \) we call \( \Sigma \) a diagonal matrix with the diagonal \( \sigma_1, \ldots, \sigma_{\min(m,n)} \).

Then in the bases \([d_1, \ldots, d_m]\) and \([c_1, \ldots, c_n]\) \( T \) and \( T^* \) represented by the matrices \( \Sigma \) and \( \Sigma^\top \) respectively.

**Lemma 4.10.2** Let \([u_1, \ldots, u_m], [v_1, \ldots, v_n]\) be orthonormal bases in the vector spaces \( U, V \) over \( F = \mathbb{R}, \mathbb{C} \) respectively. Then \( T \) and \( T^* \) are represented by the matrices \( A \in F^{m \times n} \) and \( A^* \in F^{n \times m} \) respectively. Let \( U \in U_m \) and \( V \in U_n \) be the unitary matrices representing the change of bases \([d_1, \ldots, d_m]\) to \([u_1, \ldots, u_m]\) and \([c_1, \ldots, c_n]\) to \([v_1, \ldots, v_n]\) respectively. (If \( F = \mathbb{R} \) then \( U \) and \( V \) are orthogonal matrices.) Then

\[
(4.10.7) \quad A = U\Sigma V^* \in F^{m \times n}, \quad U \in U_m, \quad V \in U_n.
\]

**Proof.** By definition \( Tv_j = \sum_{i=1}^m a_{ij}u_i \). Let \( (u_{ip})_{i,p=1}^m, V = (v_{jq})_{j,q=1}^n \). Then

\[
Tc_q = \sum_{j=1}^n v_{jq}Tv_j = \sum_{j=1}^n v_{jq} \sum_{i=1}^m a_{ij}u_i = \sum_{j=1}^n v_{jq} \sum_{i=1}^n \sum_{p=1}^m a_{ij}u_p d_p.
\]

Use the first equality of (4.10.5) to deduce that \( U^* AV = \Sigma \). \( \square \)

**Definition 4.10.3** (4.10.7) is called the singular value decomposition (SVD) of \( A \).

**Proposition 4.10.4** Let \( F = \mathbb{R}, \mathbb{C} \) and denote by \( R_{m,n,k}(F) \subset F^{m \times n} \) the set of all matrices of rank at most \( k \in [\min(m,n)] \). Then \( A \in R_{m,n,k}(F) \) if and only if \( A \) can be expressed as a sum of at most \( k \) matrices of rank 1. Furthermore \( R_{m,n,k}(F) \) is a variety in \( F^{m \times n} \) given by the polynomial condition that each \( (k+1) \times (k+1) \) minor of \( A \) is equal to zero.

For the proof see Problem 2 below.
Definition 4.10.5 Let $A \in \mathbb{C}^{m \times n}$ and assume that $A$ has the SVD given by (4.10.7), where $U = [u_1, \ldots, u_m], V = [v_1, \ldots, v_n]$. Denote by $A_k := \sum_{i=1}^{k} \sigma_i u_i v_i^*$ $\in \mathbb{C}^{m \times n}$ for $k = 1, \ldots, \text{rank } A$. For $k > \text{rank } A$ we define $A_k := A (= A_{\text{rank } A})$.

Note that for $1 \leq k < \text{rank } A$, the matrix $A_k$ is uniquely defined if and only if $\sigma_k > \sigma_{k+1}$. (See Problem 1 below.)

Theorem 4.10.6 For $F = \mathbb{R}, \mathbb{C}$ and $A = [a_{ij}] \in F^{m \times n}$ the following conditions hold:

\[(4.10.8) \quad ||A||_F := \sqrt{\text{tr} A^* A} = \sqrt{\text{tr} AA^*} = \sqrt{\sum_{i=1}^{\text{rank } A} \sigma_i(A)^2}.\]

\[(4.10.9) \quad ||A||_2 := \max_{x \in F^n : ||x|| = 1} ||Ax||_2 = \sigma_1(A).\]

\[(4.10.10) \quad \min_{B \in \mathbb{R}_{m,n,k}^{m,n}} ||A - B||_2 = ||A - A_k|| = \sigma_{k+1}(A), k = 1, \ldots, \text{rank } A - 1.\]

\[(4.10.11) \quad \sigma_i(A) \geq \sigma_i([a_{i+p,j+q}]_{i=p=1, q=1}^{m', n'}) \geq \sigma_i((m-m')+(n-n'))(A),\]

where $m' \in [m], n' \in [n], 1 \leq i_1 < \ldots < i_{m'} \leq m, 1 \leq j_1 < \ldots < j_{n'} \leq n$.

Proof. The proof of (4.10.8) is left as Problem 7 below. We now show the equality in (4.10.9). View $A$ as an operator $A : \mathbb{C}^n \to \mathbb{C}^m$. From the definition of $||A||_2$ it follows

\[||A||_2^2 = \max_{x \neq 0} \frac{x^* A^* A x}{x^* x} = \lambda_1(A^* A) = \sigma_1(A)^2,\]

which proves (4.10.9).

We now prove (4.10.10). In the SVD decomposition of $A$ (4.10.7) assume that $U = [u_1 \ldots u_m]$ and $V = [v_1 \ldots v_n]$. Then (4.10.7) is equivalent to the following representation of $A$:

\[(4.10.12) \quad A = \sum_{i=1}^{r} \sigma_i u_i v_i^*,\]

$u_1, \ldots, u_r \in \mathbb{R}^m, v_1, \ldots, v_r \in \mathbb{R}^n, u_i^* u_j = v_i^* v_j = \delta_{ij}, i, j = 1, \ldots, r,$
where \( r = \text{rank} \, A \). Let \( B = \sum_{i=1}^{k} \sigma_i u_i v_i^* \in \mathcal{R}_{m,n,k}(F) \). Then in view of (4.10.9)
\[
\|A - B\|_2 = \| \sum_{k+1}^{r} \sigma_i u_i v_i^* \|_2 = \sigma_{k+1}.
\]
Let \( B \in \mathcal{R}_{m,n,k}(F) \). To show (4.10.10) it is enough to show that \( \|A - B\|_2 \geq \sigma_{k+1} \). Let
\[
\mathbf{W} := \{ x \in \mathbb{R}^n : Bx = 0 \}.
\]
Then \( \text{codim} \, \mathbf{W} \geq k \). Furthermore
\[
\|A - B\|_2^2 \geq \max_{\|x\|_2 = 1, x \in \mathbf{W}} \| (A - B) x \|^2 = \max_{\|x\|_2 = 1, x \in \mathbf{W}} x^* A^* A x \geq \lambda_{k+1}(A^* A) = \sigma_{k+1}^2,
\]
where the last inequality follows from the min-max characterization of \( \lambda_{k+1}(A^* A) \).

Let \( C = [a_{ij}]_{i,j=1}^{m,n'} \). Then \( C^* C \) is an a principal submatrix of \( A^* A \) of dimension \( n' \). The interlacing inequalities between the eigenvalues of \( A^* A \) and \( C^* C \) yields (4.10.11) for \( m' = m \). Let \( D = [d_{ij}]_{i,j=1}^{m,n'} \). Then DD* is a principle submatrix of \( C^* C \). Use the interlacing properties of the eigenvalues of \( C^* C \) and DD* to deduce (4.10.11). \( \square \)

We now restate the above results for linear operators.

**Definition 4.10.7** Let \( U, V \) be finite dimensional vector spaces over \( F = \mathbb{R}, \mathbb{C} \). For \( k \in \mathbb{Z}_+ \) denote \( L_k(V, U) := \{ T \in L(V, U) : \text{rank} \, T \leq k \} \). Assume furthermore that \( U, V \) are IPS. Let \( T \in L(V, U) \) and assume that the orthonormal bases of \([d_1, \ldots, d_m],[c_1, \ldots, c_n]\) of \( U, V \) respectively satisfy (4.10.5). Define \( T_0 := 0 \) and \( T_k := T \) for an integer \( k \geq \text{rank} \, T \). Let \( k \in [\text{rank} \, T - 1] \). Define \( T_k \in L(V, U) \) by the equality
\[
T_k(v) = \sum_{i=1}^k \sigma_i(T)(v, c_i)d_i \quad \text{for any} \, v \in V.
\]

It is straightforward to show that \( T_k \in L_k(V, U) \) and \( T_k \) is unique if and only if \( \sigma_k(T) > \sigma_{k+1}(T) \). See Problem 8 below. Theorem 4.10.6 yields:

**Corollary 4.10.8** Let \( U \) and \( V \) be finite dimensional IPS over \( F = \mathbb{R}, \mathbb{C} \). Let \( T : V \to U \) be a linear operator. Then
\[
\|T\|_F := \sqrt{\text{tr} \, T^* T} = \sqrt{\text{tr} \, TT^*} = \sqrt{\sum_{i=1}^\text{rank} \, T \sigma_i(T)^2}.
\]
\[
\|T\|_2 := \max_{x \in V, \|x\|_2 = 1} \|T x\|_2 = \sigma_1(T).
\]
4.10. SINGULAR VALUE DECOMPOSITION

\[(4.10.15) \quad \min_{Q \in L_k(V,U)} \|T - Q\|_2 = \sigma_{k+1}(T), \quad k = 1, \ldots, \text{rank } T - 1.\]

Problems

1. Let \(U, V\) be finite dimensional inner product spaces. Assume that \(T \in L(U, V)\). Show that for any complex number \(t \in \mathbb{C}\), \(\sigma_i(tT) = |t|\sigma_i(T)\) for all \(i\).

2. Prove Proposition 4.10.4. (Use SVD to prove the nontrivial part of the Proposition.)

3. Let \(A \in \mathbb{C}^{m \times n}\) and assume that \(U \in U_m, V \in U_n\). Show that \(\sigma_i(UAV) = \sigma_i(A)\) for all \(i\).

4. Let \(A \in \text{GL}(n, \mathbb{C})\). Show that \(\sigma_1(A^{-1}) = \sigma_n(A)^{-1}\).

5. Let \(U, V\) be inner product spaces of dimensions \(m\) and \(n\) respectively. Assume that

\[
U = U_1 \oplus U_2, \quad \text{dim } U_1 = m_1, \quad \text{dim } U_2 = m_2, \\
V = V_1 \oplus V_2, \quad \text{dim } V_1 = n_1, \quad \text{dim } V_2 = n_2.
\]

Assume that \(T \in L(V, U)\). Suppose furthermore that \(TV_1 \subseteq U_1, TV_2 \subseteq U_2\). Let \(T_i \in L(V_i, U_i)\) be the restriction of \(T\) to \(V_i\) for \(i = 1, 2\). Then \(\text{rank } T = \text{rank } T_1 + \text{rank } T_2\) and \(\{\sigma_1(T), \ldots, \sigma_{\text{rank } T}(T)\} = \{\sigma_1(T_1), \ldots, \sigma_{\text{rank } T_1}(T_1)\} \cup \{\sigma_1(T_2), \ldots, \sigma_{\text{rank } T_2}(T_2)\}\).

6. Let the assumptions of the Definition 4.10.5 hold. Show that for \(1 \leq k < \text{rank } A\), \(A_k\) is uniquely defined if and only if \(\sigma_k > \sigma_{k+1}\).

7. Prove the equalities in (4.10.8).

8. Let the assumptions of Definition 4.10.7 hold. Show that for \(k \in [\text{rank } T - 1, \text{rank } T]\) \(T_k = k\) and \(T_k\) is unique if and only if \(\sigma_k(T) > \sigma_{k+1}(T)\).

9. Let \(V\) be an \(n\)-dimensional IPS. Assume that \(T \in L(V)\) is a normal operator. Let \(\lambda_1(T), \ldots, \lambda_n(T)\) be the eigenvalues of \(T\) arranged in the order \(|\lambda_1(T)| \geq \ldots \geq |\lambda_n(T)|\). Show that \(\sigma_i(T) = |\lambda_i(T)|\) for \(i = 1, \ldots, n\).
4.11 Characterizations of singular values

Theorem 4.11.1 Let $F = \mathbb{R}, \mathbb{C}$ and assume that $A \in F^{m \times n}$. Define

\[
H(A) = \begin{bmatrix} 0 & A \\ A^* & 0 \end{bmatrix} \in H_{m+n}.
\]

Then

\[
\lambda_i(H(A)) = \sigma_i(A), \quad \lambda_{m+n+1-1}(H(A)) = -\sigma_i(A), \quad i = 1, \ldots, \text{rank} \ A,
\]

\[
\lambda_j(H(A)) = 0, \quad j = \text{rank} \ A + 1, \ldots, n + m - \text{rank} \ A.
\]

View $A$ as an operator $A : F^n \to F^m$. Choose orthonormal bases $[d_1, \ldots, d_m], [c_1, \ldots, c_n]$ in $F^m, F^n$ respectively satisfying (4.10.5). Then

\[
\begin{bmatrix} 0 & A \\ A^* & 0 \end{bmatrix} \begin{bmatrix} d_i \\ c_i \end{bmatrix} = \sigma_i(A) \begin{bmatrix} d_i \\ c_i \end{bmatrix}, \quad \begin{bmatrix} 0 & A \\ A^* & 0 \end{bmatrix} \begin{bmatrix} d_i \\ -c_i \end{bmatrix} = -\sigma_i(A) \begin{bmatrix} d_i \\ -c_i \end{bmatrix},
\]

\[
\text{Ker } H(A) = \text{span} \left( \begin{bmatrix} d_{r+1} \\ 0 \end{bmatrix}, \ldots, \begin{bmatrix} d_m \\ 0 \end{bmatrix}, \begin{bmatrix} 0 \\ c_{r+1} \end{bmatrix}, \ldots, \begin{bmatrix} 0 \\ c_m \end{bmatrix} \right).
\]

Proof. It is straightforward to show the equalities (4.11.3). Since all the eigenvectors appearing in (4.11.3) are linearly independent we deduce (4.11.2).

Corollary 4.11.2 Let $F = \mathbb{R}, \mathbb{C}$ and assume that $A \in F^{m \times n}$. Let $\hat{A} := A[\alpha, \beta] \in F^{p \times q}$ be a submatrix of $A$, formed by the set of rows and columns $\alpha \in Q_{p,m}, \beta \in Q_{q,n}$ respectively. Then

\[
\sigma_i(\hat{A}) \leq \sigma_i(A) \quad \text{for } i = 1, \ldots, l
\]

For $l \in \text{rank } A$ the equalities $\sigma_i(\hat{A}) = \sigma_i(A), i = 1, \ldots, l$ hold if and only if there exist two orthonormal systems of $l$ right and left singular vectors $c_1, \ldots, c_l \in F^n, d_1, \ldots, d_l \in F^q$, satisfying (4.11.3) for $i = 1, \ldots, l$ such that the nonzero coordinate vectors $c_1, \ldots, c_l$ and $d_1, \ldots, d_l$ are located at the indices $\beta, \alpha$ respectively.

See Problem 1 below.

Corollary 4.11.3 Let $V, U$ be inner product spaces over $F = \mathbb{R}, \mathbb{C}$. Assume that $W$ is a subspace of $V$. Let $T \in L(V, U)$ and denote by $\hat{T} \in L(W, U)$ the restriction of $T$ to $W$. Then $\sigma_i(\hat{T}) \leq \sigma_i(T)$ for any $i \in \mathbb{N}$. Furthermore $\sigma_i(\hat{T}) = \sigma_i(T)$ for $i = 1, \ldots, l \leq \text{rank } T$ if and only if $U$ contains a subspace spanned by the first $l$ right singular vectors of $T$. 
4.11. CHARACTERIZATIONS OF SINGULAR VALUES

See Problem 2 below.

Define by $\mathbb{R}_n^+ := \mathbb{R}_n^+ \cap \mathbb{R}_n$. Then $D \subset \mathbb{R}_n^+ \cap \mathbb{R}_n$ is called a strong Schur set if for any $x, y \in \mathbb{R}_n^+ \cap \mathbb{R}_n$, $x \leq y$ we have the implication $y \in D \Rightarrow x \in D$.

**Theorem 4.11.4** Let $p \in \mathbb{N}$ and $D \subset \mathbb{R}_n^+ \cap \mathbb{R}_n$ be a regular convex strong Schur domain. Fix $m, n \in \mathbb{N}$ and let $\sigma(p)(D) := \{A \in \mathbb{F}^{m \times n} : \sigma(p)(A) \in D\}$. Let $h : D \rightarrow \mathbb{R}$ be a convex and strongly Schur's order preserving function on $D$. Let $f : \sigma(p) \rightarrow \mathbb{R}$ be given as $h \circ \sigma(p)$. Then $f$ is a convex function.

See Problem 3 below.

**Corollary 4.11.5** Let $F = \mathbb{R}, \mathbb{C}$, $m, n, p \in \mathbb{N}$, $q \in [1, \infty)$ and $w_1 \geq w_2 \geq \ldots \geq w_p > 0$. Then the following function

$$f : \mathbb{F}^{m \times n} \rightarrow \mathbb{R}, \quad f(A) := (\sum_{i=1}^{p} w_i \sigma_i(A)^q)^{\frac{1}{q}}, \quad A \in \mathbb{F}^{m \times n}$$

is a convex function.

See Problem 4 below.

We now translate Theorem 4.11.1 to the operator setting.

**Lemma 4.11.6** Let $U, V$ be finite dimensional inner product spaces with the inner products $\langle \cdot, \cdot \rangle_U, \langle \cdot, \cdot \rangle_V$ respectively. Define $W := V \oplus U$ to be the induced IPS with

$$\langle (y, x), (v, u) \rangle_W := \langle y, v \rangle_V + \langle x, u \rangle_U.$$

Let $T : V \rightarrow U$ be a linear operator, and $T^* : U \rightarrow V$ be the adjoint of $T$. Define the operator

$$(4.11.5) \quad \hat{T} : W \rightarrow W, \quad \hat{T}(y, x) := (T^* x, Ty).$$

Then $\hat{T}$ is self-adjoint operator and $\hat{T}^2 = T^* T \oplus TT^*$. Hence the spectrum of $\hat{T}$ is symmetric with respect to the origin and $\hat{T}$ has exactly $2\text{rank } T$ nonzero eigenvalues. More precisely, if $\dim U = m, \dim V = n$ then:

$$\lambda_i(\hat{T}) = -\lambda_{m+n-i+1}(\hat{T}) = \sigma_i(T), \text{ for } i = 1, \ldots, \text{rank } T,$$

$$(4.11.6) \quad \lambda_j(\hat{T}) = 0, \text{ for } j = \text{rank } T + 1, \ldots, n + m - \text{rank } T.$$

Let $\{d_1, \ldots, d_{\text{min}(m,n)}\} \in \text{Fr}(\min(m, n), U)$,
\{c_1, \ldots, c_{\min(m,n)}\} \in \text{Fr}(\min(m,n), V) be the set of vectors satisfying (4.10.5).

Define

\begin{equation}
(4.11.7) \quad z_i := \frac{1}{\sqrt{2}} (c_i, d_i), \quad z_{m+n-i+1} := \frac{1}{\sqrt{2}} (c_i, -d_i),
\end{equation}

for \( i = 1, \ldots, \min(m,n) \).

Then \( \{z_1, z_{m+n}, \ldots, z_{\min(m,n)}, z_{m+n-\min(m,n)+1}\} \in \text{Fr}(2\min(m,n), W) \). Furthermore \( Tz_i = \sigma_i(T)z_i, Tz_{m+n-i+1} = -\sigma_i(T)z_{m+n-i+1} \) for \( i = 1, \ldots, \min(m,n) \).

See Problem 5 below.

**Theorem 4.11.7** Let \( U, V \) be \( m \) and \( n \)-dimensional inner product spaces over \( \mathbb{C} \) respectively. Let \( T : V \to U \) be a linear operator. Then for each \( k \in [\min(m,n)] \)

\begin{equation}
(4.11.8) \quad \sum_{i=1}^{k} \sigma_i(T) = \max_{\{f_1, \ldots, f_k\} \in \text{Fr}(k, U), \{g_1, \ldots, g_k\} \in \text{Fr}(k, V)} \sum_{i=1}^{k} \Re(Tg_i, f_i)_U = \max_{\{f_1, \ldots, f_k\} \in \text{Fr}(k, U), \{g_1, \ldots, g_k\} \in \text{Fr}(k, V)} \sum_{i=1}^{k} |(Tg_i, f_i)_U|.
\end{equation}

Furthermore \( \sum_{i=1}^{k} \sigma_i(T) = \sum_{i=1}^{k} \Re(Tg_i, f_i)_U \) for some two \( k \)-orthonormal frames \( F_k = \{f_1, \ldots, f_k\}, G_k = \{g_1, \ldots, g_k\} \) if and only span \( \{(g_1, f_1), \ldots, (g_k, f_k)\} \) is spanned by \( k \) eigenvectors of \( T \) corresponding to the first \( k \) eigenvalues of \( T \).

**Proof.** Assume that \( \{f_1, \ldots, f_k\} \in \text{Fr}(k, U), \{g_1, \ldots, g_k\} \in \text{Fr}(k, V) \).

Let \( w_i := \frac{1}{\sqrt{2}} (g_i, f_i) \), \( i = 1, \ldots, k \). Then \( \{w_1, \ldots, w_k\} \in \text{Fr}(k, W) \). A straightforward calculation shows \( \sum_{i=1}^{k} \langle Tw_i, w_i\rangle_W = \sum_{i=1}^{k} \Re(Tg_i, f_i)_U \).

The maximal characterization of \( \sum_{i=1}^{k} \lambda_i(T) \), (Theorem 4.4.8), and (4.11.6) yield the inequality \( \sum_{i=1}^{k} \sigma_i(T) \geq \sum_{i=1}^{k} \Re(Tg_i, f_i)_U \) for \( k \in [\min(m,n)] \).

Let \( c_1, \ldots, c_{\min(m,n)}, d_1, \ldots, d_{\min(m,n)} \) satisfy (4.10.5). Then Lemma 4.11.6 yields that \( \sum_{i=1}^{k} \sigma_i(T) = \sum_{i=1}^{k} \Re(Tc_i, d_i)_U \) for \( k \in [\min(m,n)] \). This proves the first equality of (4.11.8). The second equality of (4.11.8) is straightforward. (See Problem 6 below.)

Assume now that \( \sum_{i=1}^{k} \sigma_i(T) = \sum_{i=1}^{k} \Re(Tg_i, f_i)_U \) for some two \( k \)-orthonormal frames \( F_k = \{f_1, \ldots, f_k\}, G_k = \{g_1, \ldots, g_k\} \). Define \( w_1, \ldots, w_k \) as above. The above arguments yield that \( \sum_{i=1}^{k} \langle Tw_i, w_i\rangle_W = \sum_{i=1}^{k} \lambda_i(T) \).

Theorem 4.4.8 yields that span \( \{(g_1, f_1), \ldots, (g_k, f_k)\} \) is spanned by \( k \) eigenvectors of \( T \) corresponding to the first \( k \) eigenvalues of \( T \). Vice versa, assume that \( \{f_1, \ldots, f_k\} \in \text{Fr}(k, U), \{g_1, \ldots, g_k\} \in \text{Fr}(k, V) \) and
span \((\{g_1, f_1\}, \ldots, (g_k, f_k)\)) is spanned by \(k\) eigenvectors of \(\hat{T}\) corresponding to the first \(k\) eigenvalues of \(\hat{T}\). Define \(\{w_1, \ldots, w_k\} \in Fr(W)\) as above. Then span \((w_1, \ldots, w_k)\) contains \(k\) linearly independent eigenvectors corresponding to the first \(k\) eigenvalues of \(\hat{T}\). Theorem 4.4.8 and Lemma 4.11.6 yield that \(\sigma_k(T) = \sum_{i=1}^{k} \langle Tw_i, w_i \rangle = \sum_{i=1}^{k} 2\text{Re}(Tg_i, f_i).\)

Theorem 4.11.8 \(U, V\) be \(m\) and \(n\) dimensional inner product spaces. Let \(S, T : V \to U\) be linear operators. Then

\[
\Re \text{tr}(S^*T) \leq \sum_{i=1}^{\min(m,n)} \sigma_i(S)\sigma_i(T).
\]

Equality holds if and only if there exists two orthonormal sets \(\{d_1, \ldots, d_{\min(m,n)}\} \in Fr(\min(m,n), U), \{c_1, \ldots, c_{\min(m,n)}\} \in Fr(\min(m,n), V),\) such that

\[
Sd_i = \sigma_i(S)d_i, \quad Tc_i = \sigma_i(T)c_i, \quad i = 1, \ldots, \min(m,n).
\]

Proof. Let \(A, B \in \mathbb{C}^{n \times m}\). Then \(\text{tr} B^*A = \text{tr} AB^*\). Hence \(2\Re \text{tr} AB^* = \text{tr} H(A)H(B)\). Therefore \(2\Re \text{tr} S^*T = \text{tr} \hat{S} \hat{T}\). Use Theorem 4.9.1 for \(\hat{S}, \hat{T}\) and Lemma 4.11.6 to deduce (4.11.9). Equality in (4.11.9) if and only if \(\text{tr} \hat{S} \hat{T} = \sum_{i=1}^{\min(m,n)} \lambda_i(\hat{S})\lambda_i(\hat{T})\).

Clearly, the assumptions that \(\{d_1, \ldots, d_{\min(m,n)}\} \in Fr(\min(m,n), U), \{c_1, \ldots, c_{\min(m,n)}\} \in Fr(\min(m,n), V),\) and the equalities (4.11.10) imply equality in (4.11.9).

Assume equality in (4.11.9). Theorem 4.9.1 and the definitions of \(\hat{S}, \hat{T}\) yield the existence \(\{d_1, \ldots, d_{\min(m,n)}\} \in Fr(\min(m,n), U), \{c_1, \ldots, c_{\min(m,n)}\} \in Fr(\min(m,n), V),\) such that (4.11.10) hold.

Theorem 4.11.9 Let \(U\) and \(V\) be finite dimensional inner product spaces over \(F = \mathbb{R}, \mathbb{C}\). Let \(T : V \to U\) be a linear operator. Then

\[
\min_{Q \in L_k(V, U)} ||T - Q||_F = \sqrt{\sum_{i=k+1}^{\text{rank} T} \sigma_i^2(T)}, \quad k = 1, \ldots, \text{rank} T - 1.
\]

Furthermore \(||T - Q||_F = \sqrt{\sum_{i=k+1}^{\text{rank} T} \sigma_i^2(T)}\) for some \(Q \in L_k(V, U), k < \text{rank} T,\) if and only there \(Q = T_k\), where \(T_k\) is defined in Definition 4.10.7.
Proof. Use Theorem 4.11.8 to deduce that for any $Q \in \mathcal{L}(V, U)$ one has

$$
||T - Q||_F^2 = \text{tr} T^*T - 2\Re \text{tr} Q^*T + \text{tr} Q^*Q \geq \sum_{i=1}^{\text{rank } T} \sigma_i^2(T) - 2\sum_{i=1}^{k} \sigma_i(T)\sigma_i(Q) + \sum_{i=1}^{k} \sigma_i^2(Q) = \sum_{i=1}^{\text{rank } T} (\sigma_i(T) - \sigma_i(Q))^2 + \sum_{i=1}^{k} \sigma_i^2(T) - \sum_{i=k+1}^{\text{rank } T} \sigma_i^2(T).
$$

Clearly $||T - T_k||_F^2 = \sum_{i=k+1}^{\text{rank } T} \sigma_i^2(T)$. Hence (4.11.11) holds. Vice versa if $Q \in \mathcal{L}_k(V, U)$ and $||T - Q||_F^2 = \sum_{i=k+1}^{\text{rank } T} \sigma_i^2(T)$ then the equality case in Theorem 4.11.8 yields that $Q = T_k$. \hfill \Box

Corollary 4.11.10 Let $F = \mathbb{R}, \mathbb{C}$ and $A \in F^{m \times n}$. Then

$$(4.11.12) \min_{B \in \mathcal{R}_{m,n,k}(F)} ||A - B||_F = \sqrt{\sum_{i=k+1}^{\text{rank } A} \sigma_i^2(A)}, \quad k = 1, \ldots, \text{rank } A - 1.
$$

Furthermore $||A - B||_F = \sqrt{\sum_{i=k+1}^{\text{rank } A} \sigma_i^2(A)}$ for some $B \in \mathcal{R}_{m,n,k}(F), k < \text{rank } A$, if and only if $B = A_k$, where $A_k$ is defined in Definition 4.10.5.

Theorem 4.11.11 Let $F = \mathbb{R}, \mathbb{C}$ and $A \in F^{m \times n}$. Then

$$(4.11.13) \min_{B \in \mathcal{R}_{m,n,k}(F)} \sum_{i=1}^{j} \sigma_i(A - B) = \sum_{i=k+1}^{j+k} \sigma_i(A),
$$

where $j = 1, \ldots, \min(m, n) - k, \quad k = 1, \ldots, \min(m, n) - 1$.

Proof. Clearly, for $B = A_k$ we have the equality $\sum_{i=1}^{j} \sigma_i(A - B) = \sum_{i=k+1}^{j+k} \sigma_i(A)$. Let $B \in \mathcal{R}_{m,n,k}(F)$. Let $X \in \text{Gr}(k, C^n)$ be a subspace which contains the columns of $B$. Let $W = \{x^\top, x^\top\} \in F^{m+n}, x \in X$. Observe that for any $z \in W^\perp$ one has the equality $z^\top H( (A - B))z = z^\top H(A)z$. Combine Theorems 4.4.9 and 4.11.1 to deduce $\sum_{i=1}^{j} \sigma_i(A - B) \geq \sum_{i=k+1}^{j+k} \sigma_i(A)$. \hfill \Box

Theorem 4.11.12 Let $V$ be an $n$-dimensional IPS over $\mathbb{C}$. Let $T : V \rightarrow V$ be a linear operator. Assume the $n$ eigenvalues of $T$, $\lambda_1(T), \ldots, \lambda_n(T)$, are arranged the order $|\lambda_1(T)| \geq \ldots \geq |\lambda_n(T)|$. Let
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\[ \lambda_0(T) := (|\lambda_1(T)|, \ldots, |\lambda_n(T)|), \sigma(T) := (\sigma_1(T), \ldots, \sigma_n(T)). \] Then $\lambda_0(T) \preceq \sigma(T)$. That is

\[ \sum_{i=1}^{k} |\lambda_i(T)| \leq \sum_{i=1}^{k} \sigma_i(T), \quad i = 1, \ldots, n. \]

Furthermore, $\sum_{i=1}^{k} |\lambda_i(T)| = \sum_{i=1}^{k} \sigma_i(T)$ for some $k \in [n]$ if and only if the following conditions hold: There exists an orthonormal basis $x_1, \ldots, x_n$ of $V$ such that

1. $Tx_i = \lambda_i(T)x_i, T^*x_i = \bar{\lambda_i(T)}x_i$ for $i = 1, \ldots, k$.
2. Denote by $S : U \to U$ the restriction of $T$ to the invariant subspace $U = \text{span} (x_{k+1}, \ldots, x_n)$. Then $||S||_2 \leq |\lambda_k(T)|$.

**Proof.** Use Theorem 4.2.12 to choose an orthonormal basis $g_1, \ldots, g_n$ of $V$, such that $T$ is represented by an upper diagonal matrix $A = [a_{ij}] \in \mathbb{C}^{n \times n}$ where $a_{ii} = \lambda_i(T), i = 1, \ldots, n$. Let $\epsilon_i \in \mathbb{C}, |\epsilon_i| = 1$ such that $\epsilon_i\lambda_i(T) = |\lambda_i(T)|$ for $i = 1, \ldots, n$. Let $S \in L(V)$ be presented in the basis $g_1, \ldots, g_n$ by a diagonal matrix $\text{diag}(\epsilon_1, \ldots, \epsilon_k, 0, \ldots, 0)$. Clearly, $\sigma_i(S) = 1$ for $i = 1, \ldots, k$ and $\sigma_i(S) = 0$ for $i = k+1, \ldots, n$. Furthermore, $\# \text{tr} S^*C = \sum_{i=1}^{k} |\lambda_i(T)|$. Hence Theorem 4.11.8 yields (4.11.14).

Assume now that $\sum_{i=1}^{k} |\lambda_i(T)| = \sum_{i=1}^{k} \sigma_i(T)$. Then equality holds in (4.11.9). Hence there exists two orthonormal bases $\{c_1, \ldots, c_n\}, \{d_1, \ldots, d_n\}$ in $V$ such that (4.11.10) holds. It easily follows that $\{c_1, \ldots, c_k\}, \{d_1, \ldots, d_k\}$ are orthonormal bases of $W := \text{span} (g_1, \ldots, g_k)$. Hence $W$ is an invariant subspace of $T$ and $T^*$. Hence $A = A_1 \oplus A_2$, i.e. $A$ is a block diagonal matrix. Thus $A_1 = [a_{ij}]_{i,j=1}^{k} \in \mathbb{C}^{k \times k}, A_2 = [a_{ij}]_{i,j=k+1}^{n} \in \mathbb{C}^{(n-k) \times (n-k)}$ represent the restriction of $T$ to $W$, $U := W^*$, denoted by $T_1$ and $T_2$ respectively. Hence $\sigma_i(T_1) = \sigma_i(T)$ for $i = 1, \ldots, k$. Note that the restriction of $S$ to $W$, denoted by $S_1$ is given by the diagonal matrix $D_1 := \text{diag}(\epsilon_1, \ldots, \epsilon_k) \in U(k)$. (4.11.10) yields that $S_1^{-1}T_1c_i = \sigma_i(T)c_i$ for $i = 1, \ldots, k$, i.e. $\sigma_i(T), \ldots, \sigma_k(T)$ are the eigenvalues of $S_1^{-1}T_1$. Clearly $S_1^{-1}T_1$ is presented in the basis $[g_1, \ldots, g_k]$ by the matrix $D_1^{-1}A_1$, which is a diagonal matrix with $|\lambda_1(T)|, \ldots, |\lambda_k(T)|$ on the main diagonal. That is $S_1^{-1}T_1$ has eigenvalues $|\lambda_1(T)|, \ldots, |\lambda_k(T)|$. Therefore $\sigma_i(T) = |\lambda_i(T)|$ for $i = 1, \ldots, k$. Theorem 4.10.6 yields that

\[ \text{tr } A_1^*A_1 = \sum_{i,j=1}^{k} |a_{ij}|^2 = \sum_{i=1}^{k} \sigma_i^2(A_1) = \sum_{i=1}^{k} \sigma_i^2(T_1) = \sum_{i=1}^{k} |\lambda_i(T)|^2. \]

As $\lambda_1(T), \ldots, \lambda_k(T)$ are the diagonal elements of $A_1$ is follows from the above equality that $A_1$ is a diagonal matrix. Hence we can choose $x_i = g_i$ for $i = 1, \ldots, n$ to obtain Part 1 of the equality case.
Let $Tx = \lambda x$ where $||x|| = 1$ and $\rho(T) = |\lambda|$. Recall $||T||_2 = \sigma_1(T)$, where $\sigma_1(T)^2 = \lambda_1(T^*T)$ is the maximal eigenvalue of the self-adjoint operator $T^*T$. The maximum characterization of $\lambda_1(T^*T)$ yields that $|\lambda|^2 = \langle Tx, Tx \rangle = \langle T^*Tx, x \rangle \leq \lambda_1(T^*T) = ||T||_2^2$. Hence $\rho(T) \leq ||T||_2$.

Assume now that $\rho(T) = ||T||_2$. $\rho(T) = 0$ then $||T||_2 = 0 \Rightarrow T = 0$, and theorem holds trivially in this case. Assume that $\rho(T) > 0$. Hence the eigenvector $x_1 := x$ is also the eigenvector of $T^*T$ corresponding to $\lambda_1(T^*T) = |\lambda|^2$. Hence $|\lambda|^2 x = T^*Tx = T^*(\lambda x)$, which implies that $T^*x = \lambda x$. Let $U = \text{span}(x)^{\perp}$ be the orthogonal complement of $\text{span}(x)$. Since $T\text{span}(x) = \text{span}(x)$ it follows that $T^*U \subseteq U$. Similarly, since $T^*\text{span}(x) = \text{span}(x) TU \subseteq U$. Thus $V = \text{span}(x) \oplus U$ and $\text{span}(x), U$ are invariant subspaces of $T$ and $T^*$. Hence $\text{span}(x), U$ are invariant subspaces of $T^*T$ and $TT^*$. Let $T_1$ be the restriction of $T$ to $U$. Then $T_1^*T_1$ is the restriction of $T^*T$. Therefore $||T_1||_2^2 = \lambda_1(T_1 + T_1) \geq \lambda_1(T^*T) = ||T||_2^2$.

This establishes the second part of the theorem, labeled 1 and 2.

The above result implies that the conditions 1 and 2 of the theorem yield the equality $\rho(T) = ||T||_2$. \hfill \Box

**Corollary 4.11.13** Let $U$ be an $n$-dimensional IPS over $\mathbb{C}$. Let $T : U \rightarrow U$ be a linear operator. Then $|\lambda_i(T)| = \sigma_i(T)$ if and only if $T$ is a normal operator.

**Problems**

1. Let the assumptions of Corollary 4.11.2 hold. Denote by $\#\alpha, \#\beta$ the cardinalities of the sets $\alpha, \beta$.

   (a) Since $\text{rank } \hat{A} \leq \text{rank } A$ show that the inequalities (4.11.4) reduce to $\sigma_i(\hat{A}) = \sigma_i(A) = 0$ for $i > \text{rank } A$.

   (b) Noting that $H(\hat{A})$ is a submatrix of $H(A)$, use the Cauchy interlacing principle to deduce the inequalities (4.11.4) for $i = 1, \ldots, \text{rank } A$. Furthermore, if $p' := m - \#\alpha, q' = n - \#\beta$ then the Cauchy interlacing principle gives the complementary inequalities $\sigma_i(\hat{A}) \geq \sigma_{i+p'+q'}(A)$ for any $i \in \mathbb{N}$.

   (c) Assume that $\sigma_i(\hat{A}) = \sigma_i(A)$ for $i = 1, \ldots, l \leq \text{rank } A$. Compare the maximal characterization of the sum of the first $k$ eigenvalues of $H(\hat{A})$ and $H(A)$ given by Theorem 4.4.8 for $k = 1, \ldots, l$ to deduce the last part of Corollary (4.11.2).

2. Prove Corollary 4.11.3 by choosing any orthonormal basis in $U$, an orthonormal basis in $V$ whose first dim $W$ elements span $W$, and using Problem 1 above.
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3. Combine Theorems 4.8.11 and 4.11.1 to deduce Theorem 4.11.4.

4. (a) Prove Corollary 4.11.5.

(b) Recall the definition of a norm on a vector space over $\mathbb{F} = \mathbb{R}, \mathbb{C}$. Show that the function $f$ defined in Corollary 4.11.5 is a norm. For $p = \min(m, n)$ and $w_1 = \ldots = w_p = 1$ this norm is called the $q$-Schatten norm.

5. Prove Lemma 4.11.6.

6. Under the assumptions of Theorem 4.11.7 show.

(a)

$$
\max_{\{f_1, \ldots, f_k\} \in \text{Fr}(k, U), \{g_1, \ldots, g_k\} \in \text{Fr}(k, V)} \sum_{i=1}^{k} \Re \langle T g_i, f_i \rangle_U = \\
\max_{\{f_1, \ldots, f_k\} \in \text{Fr}(k, U), \{g_1, \ldots, g_k\} \in \text{Fr}(k, V)} \sum_{i=1}^{k} |\langle T g_i, f_i \rangle_U|.
$$

(b) For $w_1 \geq \ldots \geq w_k \geq 0$

$$
\sum_{i=1}^{k} w_i \sigma_i(T) = \max_{\{f_1, \ldots, f_k\} \in \text{Fr}(k, U), \{g_1, \ldots, g_k\} \in \text{Fr}(k, V)} \sum_{i=1}^{k} w_i \Re \langle T g_i, f_i \rangle_U.
$$

7. Let the assumptions of Theorem 4.11.7 hold. Show

$$
\sum_{i=1}^{k} \sigma_i(T) \leq \max_{\{f_1, \ldots, f_k\} \in \text{Fr}(k, U)} \sum_{i=1}^{k} ||T f_i||_V.
$$

Furthermore, equality holds if and only if $\sigma_1(T) = \cdots = \sigma_k(T)$.

Hint: First study the case rank $T = 2$.

8. Let $U, V$ be finite dimensional inner product spaces. Assume that $P, T \in \text{L}(U, V)$. Show that $\Re \text{tr}(P^*T) \geq -\sum_{i=1}^{\min(m, n)} \sigma_i(S) \sigma_i(T)$ and that equality holds if and only if $S = -P$ and $T$ satisfy the conditions of Theorem 4.11.8.
4.12 Moore-Penrose generalized inverse

Let \( A \in \mathbb{C}^{n \times n} \). Then (4.10.12) is called the reduced SVD of \( A \). It can be written as

\[
A = U_r \Sigma_r V_r^*, \quad r = \text{rank } A, \quad \Sigma_r := \text{diag}(\sigma_1(A), \ldots, \sigma_r(A)) \in S_r(\mathbb{R}),
\]

(4.12.1)

\[
U_r = [u_1, \ldots, u_r] \in \mathbb{C}^{m \times r}, \quad V_r = [v_1, \ldots, v_r] \in \mathbb{C}^{n \times r}, \quad U_r^* U_r = V_r^* V_r = I_r,
\]

Recall that

\[
AA^* u_i = \sigma_i(A)^2 u_i, \quad A^* A v_i = \sigma_i(A)^2 v_i,
\]

\[
v_i = \frac{1}{\sigma_i(A)} A^* u_i, \quad u_i = \frac{1}{\sigma_i(A)} A v_i, \quad i = 1, \ldots, r.
\]

Then

\[
(4.12.2) \quad A^\dagger := V_r \Sigma_r^{-1} U_r^* \in \mathbb{C}^{n \times m}
\]

is the Moore-Penrose generalized inverse of \( A \). If \( A \in \mathbb{R}^{m \times n} \) then we assume that \( U \in \mathbb{R}^{m \times r} \) and \( V \in \mathbb{R}^{n \times r} \), i.e. \( U, V \) are real valued matrices.

**Theorem 4.12.1** Let \( A \in \mathbb{C}^{m \times n} \). Then the Moore-Penrose generalized inverse \( A^\dagger \in \mathbb{C}^{n \times m} \) satisfies the following properties.

1. \( \text{rank } A = \text{rank } A^\dagger \).
2. \( A^\dagger A A^\dagger = A^\dagger, \quad AA^\dagger A = A, \quad A^* A A^\dagger = A^\dagger A A^* = A^* \).
3. \( A^\dagger A \) and \( A A^\dagger \) are Hermitian nonnegative definite idempotent matrices, i.e. \( (A^\dagger A)^2 = A^\dagger A \) and \( (AA^\dagger)^2 = AA^\dagger \), having the same rank as \( A \).
4. The least square solution of \( A x = b \), i.e. the solution of the system \( A^* A x = A^* b \), has a solution \( y = A^\dagger b \). This solution has the minimal norm \( ||y|| \), for all possible solutions of \( A^* A x = A^* b \).
5. If \( \text{rank } A = n \) then \( A^\dagger = (A^* A)^{-1} A^* \). In particular, if \( A \in \mathbb{C}^{n \times n} \) is invertible then \( A^\dagger = A^{-1} \).

To prove the above theorem we need the following proposition.

**Proposition 4.12.2** Let \( E \in \mathbb{C}^{l \times m}, G \in \mathbb{C}^{m \times n} \). Then

\[
\text{rank } EG \leq \min(\text{rank } E, \text{rank } G).
\]

If \( l = m \) and \( E \) is invertible then \( \text{rank } EG = \text{rank } E \).

If \( m = n \) and \( G \) is invertible then \( \text{rank } EG = \text{rank } E \).
Proof. Let $e_1, \ldots, e_m \in \mathbb{C}^{l}$ and $g_1, \ldots, g_n \in \mathbb{C}^{m}$ be the columns of $E$ and $G$ respectively. Then $\text{rank } E = \text{dim span } (e_1, \ldots, e_l)$. Observe that $EG = [Eg_1, \ldots, Eg_n] \in \mathbb{C}^{l \times n}$. Clearly $Eg_i$ is a linear combination of the columns of $E$. Hence $Eg_i \in \text{span } (e_1, \ldots, e_l)$. Therefore $\text{span } (Eg_1, \ldots, Eg_n) \subseteq \text{span } (e_1, \ldots, e_l)$, which implies that $\text{rank } EG \leq \text{rank } E$. Note that $(EG)^T = G^T E^T$. Hence $\text{rank } EG = \text{rank } (EG)^T \leq \text{rank } G = \text{rank } G^T$. Thus $\text{rank } EG \leq \min(\text{rank } E, \text{rank } G)$. Suppose $E$ is invertible. Then $\text{rank } EG \leq \text{rank } G = \text{rank } E^{-1}(EG) \leq \text{rank } EG$. Hence $\text{rank } EG = \text{rank } G$. Similarly $\text{rank } EG = \text{rank } E$ if $G$ is invertible. \hfill \Box

Proof of Theorem 4.12.1.

1. Proposition 4.12.2 yields that $\text{rank } A^\dagger = \text{rank } V_r \Sigma_r^{-1} U_r^* \leq \text{rank } \Sigma_r^{-1} U_r^* \leq \text{rank } \Sigma_r^{-1} = r = \text{rank } A$. Since $\Sigma_r = V_r A^\dagger U_r$, Proposition 4.12.2 yields that $\text{rank } A^\dagger \geq \text{rank } \Sigma_r^{-1} = r$. Hence $\text{rank } A = \text{rank } A^\dagger$.

2. $AA^\dagger = (U_r \Sigma_r(V_r^*)^T)(V_r \Sigma_r^{-1} U_r^*) = U_r \Sigma_r \Sigma_r^{-1} U_r^* = U_r U_r^*$. Hence $AA^\dagger A = (U_r U_r^*)(U_r \Sigma_r(V_r^*)^T) = U_r \Sigma_r^* A$. Hence $A^* AA^\dagger = (V_r \Sigma_r U_r^*) (U_r U_r^*) = A^*$. Similarly $A^\dagger A = V_r V_r^*$ and $A^\dagger AA^\dagger = A^\dagger, A^\dagger AA^* = A^*$.

3. Since $AA^\dagger = U_r U_r^*$ we deduce that $(AA^\dagger)^* = (U_r U_r^*)^* = (U_r^*)^* U_r^* = AA^\dagger$, i.e. $AA^\dagger$ is Hermitian. Next $(AA^\dagger)^2 = (U_r U_r^*)(U_r U_r^*) = (U_r U_r^*) = AA^\dagger$, i.e. $AA^\dagger$ is idempotent. Hence $AA^\dagger$ is nonnegative definite. As $AA^\dagger = U_r I_r U_r^*$, the arguments in Part 1 yield that $\text{rank } AA^\dagger = r$. Similar arguments apply to $A^\dagger A = V_r V_r^*$.

4. Since $A^* AA^\dagger = A^*$ it follows that $A^* A(A^\dagger b) = A^* b$, i.e. $y = A^\dagger b$ is a least square solution. It is left to show that if $A^* Ax = A^* b$ then $||x|| \geq ||A^\dagger b||$ and equality holds if and only if $x = A^\dagger b$.

We now consider the system $A^* Ax = A^* b$. To analyze this system we use the full form of SVD given in (4.10.7). It is equivalent to $(V \Sigma^T U^*) (V \Sigma^T V x) = V \Sigma^T U^* b$. Multiplying by $V^*$ we obtain the system $\Sigma^T \Sigma(V^* x) = \Sigma^T (U^* b)$. Let $z = (z_1, \ldots, z_n)^T := V^* x$, $c = (c_1, \ldots, c_n)^T := U^* b$. Note that $z^* z = x^* V V^* x = x^* x$, i.e. $||z|| = ||x||$. After these substitutions the least square system in $z_1, \ldots, z_n$ variables is given in the form $\sigma_i(A)^2 z_i = \sigma_i(A) c_i$ for $i = 1, \ldots, n$. Since $\sigma_i(A) = 0$ for $i > r$ we obtain that $z_i = \frac{1}{\sigma_i(A)} c_i$ for $i = 1, \ldots, r$ while $z_{r+1}, \ldots, z_n$ are free variables. Thus $||z||^2 = \sum_{i=1}^n \frac{c_i^2}{\sigma_i(A)^2} + \sum_{i=r+1}^n |z_i|^2$. Hence the least square solution with the
minimal length \(|z_i|\) is the solution with \(z_i = 0\) for \(i = r + 1, \ldots, n\). This solution corresponds the \(x = A^\dagger b\).

5. Since \(\text{rank } A^*A = \text{rank } A = n\) it follows that \(A^*A\) is an invertible matrix. Hence the least square solution is unique and is given by \(x = (A^*A)^{-1}A^*b\). Thus for each \(b\) one has \((A^*A)^{-1}A^*b = A^\dagger b\), hence \(A^\dagger = (A^*A)^{-1}A^*\).

If \(A\) is an \(n \times n\) matrix and is invertible it follows that \((A^*A)^{-1}A^* = A^{-1}(A^*)^{-1}A^* = A^{-1}\).

Problems

1. \(P \in \mathbb{C}^{n \times n}\) is called a projection if \(P^2 = P\). Show that \(P\) is a projection if and only if the following two conditions are satisfied:
   - Each eigenvalue of \(P\) is either 0 or 1.
   - \(P\) is a diagonal matrix.

2. \(P \in \mathbb{R}^{n \times n}\) is called an orthogonal projection if \(P\) is a projection and a symmetric matrix. Let \(V \subseteq \mathbb{R}^n\) be the subspace spanned by the columns of \(P\). Show that for any \(a \in \mathbb{R}^n, b \in V, ||a - b|| \geq ||a - Pa||\) and equality holds if and only if \(b = Pa\). That is, \(Pa\) is the orthogonal projection of \(a\) on the column space of \(P\).

3. Let \(A \in \mathbb{R}^{m \times n}\) and assume that the SVD of \(A\) is given by (4.10.7), where \(U \in O(m, \mathbb{R}), V \in O(n, \mathbb{R})\).
   (a) What is the SVD of \(A^T\)?
   (b) Show that \((A^T)^\dagger = (A^\dagger)^T\).
   (c) Suppose that \(B \in \mathbb{R}^{l \times m}\). Is it true that \((BA)^\dagger = A^\dagger B^\dagger\)? Justify!

4.13 Approximation by low rank matrices

We now restate Theorem 4.11.8 in matrix terms. That is we view \(A, B \in \mathbb{C}^{m \times n}\) as linear operators \(A, B : \mathbb{C}^n \to \mathbb{C}^m\), where \(\mathbb{C}^m, \mathbb{C}^n\) are inner product spaces equipped with the standard inner product.

**Theorem 4.13.1** Let \(A, B \in \mathbb{C}^{m \times n}\), and assume that \(\sigma_1(A) \geq \sigma_2(A) \geq \ldots \geq 0, \sigma_1(B) \geq \sigma_2(B) \geq \ldots \geq 0\), where \(\sigma_i(A) = 0\) and \(\sigma_j(B) = 0\) for \(i > \text{rank } A\) and \(j > \text{rank } B\) respectively. Then

\[
\sum_{i=1}^{m} \sigma_i(A)\sigma_i(B) \leq \text{Re}\, \text{tr} \ AB^* \leq \sum_{i=1}^{m} \sigma_i(A)\sigma_i(B).
\]
Equality in the right-hand side holds if and only if \( \mathbb{C}^n, \mathbb{C}^m \) have two orthonormal bases \([c_1, \ldots, c_n], [d_1, \ldots, d_m] \) such that (4.11.10) is satisfied for \( T = A \) and \( S = B \). Equality for the left-hand side holds if and only if \( \mathbb{C}^n, \mathbb{C}^m \) have two orthonormal bases \([c_1, \ldots, c_n], [d_1, \ldots, d_m] \) such that (4.11.10) is satisfied for \( T = A \) and \( S = -B \).

Theorem 4.11.9 yields:

**Corollary 4.13.2** For \( A \in \mathbb{C}^{m \times n} \) let \( A_k \) be defined as in Definition 4.10.5. Then \( \min_{B \in \mathbb{R}_{m,n,k}(\mathbb{C})} \| A - B \|_F^2 = \| A - A_k \|_F^2 = \sum_{i=k+1}^{\min} \sigma_i(A)^2 \). \( A_k \) is the unique solution to this minimal problem if and only if \( 1 \leq k < \text{rank} \, A \) and \( \sigma_k(A) \geq \sigma_{k+1}(A) \).

We now give a generalization of Corollary 4.11.9. Let \( A \in \mathbb{C}^{m \times n} \) and assume that \( A = U_A \Sigma_A V_A^* \) is the SVD of \( A \) given in (4.10.7). Let \( U_A = [u_1, u_2, \ldots, u_m], V_A = [v_1, v_2, \ldots, v_n] \) be the representations of \( U, V \) in terms of their \( m, n \) columns respectively. Then

\[
\begin{align*}
P_{A,\text{left}} & := \sum_{i=1}^{\text{rank} \, A} u_i u_i^* \in \mathbb{C}^{m \times m}, & P_{A,\text{right}} & := \sum_{i=1}^{\text{rank} \, A} v_i v_i^* \in \mathbb{C}^{n \times n},
\end{align*}
\]

are the orthogonal projections on the range of \( A \) and \( A^* \), respectively.

**Theorem 4.13.3** Let \( A \in \mathbb{C}^{m \times n}, C \in \mathbb{C}^{m \times p}, R \in \mathbb{C}^{n \times n} \) be given. Then \( X = C^\dagger (P_{C,\text{left}} A P_{R,\text{right}}) R^\dagger \) is a solution to the minimal problem

\[
\begin{align*}
\min_{X \in \mathbb{R}_{p,q,k}(\mathbb{C})} \| A - C X R \|_F,
\end{align*}
\]

having the minimal \( \| X \|_F \). This solution is unique if and only if either \( k \geq \text{rank} \, P_{C,\text{left}} A P_{R,\text{right}} \) or \( 1 \leq k < \text{rank} \, P_{C,\text{left}} A P_{R,\text{right}} \) and \( \sigma_k(P_{C,\text{left}} A P_{R,\text{right}}) > \sigma_{k+1}(P_{C,\text{left}} A P_{R,\text{right}}) \).

**Proof.** Assume that \( C = U_C \Sigma_C V_C^*, R = U_R \Sigma_R V_R^* \) are the SVD decompositions of \( C \) and \( R \), respectively. Recall that the Frobenius norm is invariant under the multiplication from the left and the right by the corresponding unitary matrices. Hence \( \| A - B X C \|_F = \| A - C \Sigma_C X \Sigma_R \|_F \) , where \( A := U_C^* A V_R, \hat{X} := V_C^* X U_R \). Clearly, \( X \) and \( \hat{X} \) have the same rank and the same Frobenius norm. Thus it is enough to consider the minimal problem

\[
\begin{align*}
\min_{\hat{X} \in \mathbb{R}_{p,q,k}(\mathbb{C})} \| \hat{A} - \Sigma_C \hat{X} \Sigma_R \|_F.
\end{align*}
\]

Let \( s = \text{rank} \, C, \ell = \text{rank} \, R \). Clearly if \( C \) or \( R \) is a zero matrix, then \( X = 0_{p \times q} \) is the solution to the minimal problem (4.13.3). In this case either \( P_{C,\text{left}} \) or \( P_{R,\text{right}} \) are zero matrices, and the theorem holds trivially in this case.
CHAPTER 4. INNER PRODUCT SPACES

It is left to consider the case 1 ≤ s, 1 ≤ t. Define
\[ C_1 := \text{diag}(\sigma_1(C), \ldots, \sigma_s(C)) \in \mathbb{C}^{s \times s}, \quad R_1 := \text{diag}(\sigma_1(R), \ldots, \sigma_t(R)) \in \mathbb{C}^{t \times t}. \]

Partition \( \hat{A} \) and \( \hat{X} \) to 2×2 block matrices \( \hat{A} = [A_{ij}]_{i,j=1}^{2,2} \) and \( \hat{X} = [X_{ij}]_{i,j=1}^{2,2} \), where \( A_{11}, X_{11} \in \mathbb{C}^{s \times s} \). (For certain values of s and t, we may have to partition \( \hat{A} \) or \( \hat{X} \) to less than 2 × 2 block matrices.) Observe next that \( Z := \Sigma_C \hat{X} \Sigma_R = [Z_{ij}]_{i,j=1}^{2,2} \), where \( Z_{11} = C_1 X_{11} R_1 \) and all other blocks \( Z_{ij} \) are zero matrices. Hence
\[
||\hat{A} - Z||_F^2 = ||A_{11} - Z_{11}||_F^2 + \sum_{2 < i+j \leq 4} ||A_{ij}||_F^2 \geq ||A_{11} - (A_{11})_{k}||_F^2 + \sum_{2 < i+j \leq 4} ||A_{ij}||_F^2.
\]

Thus \( \hat{X} = [X_{ij}]_{i,j=1}^{2,2} \), where \( X_{11} = C_1^{-1} (A_{11})_{k} R_1^{-1} \) and \( X_{ij} = 0 \) for all \((i,j) \neq (1,1)\) is a solution \( \min_{\hat{X} \in \mathbb{R}^{p \times q}([C])} ||\hat{A} - \Sigma_C \hat{X} \Sigma_R||_F \) with the minimal Frobenius form. This solution is unique if and only if the solution \( Z_{11} = (A_{11})_{k} \) is the unique solution to \( \min_{Z \in \mathbb{R}^{p \times q}([C])} ||A_{11} - Z_{11}||_F \). This happens if either \( k \geq \text{rank } A_{11} \) or \( 1 \leq k < \text{rank } A_{11} \) and \( \sigma_k(A_{11}) > \sigma_{k+1}(A_{11}) \).

A straightforward calculation shows that \( \hat{X} = \Sigma_C^\dagger (P_{C_{\text{left}} \Sigma_R}, \Sigma_{R_{\text{right}}}) R_1 \). This shows that \( X = C_1^\dagger (P_{C_{\text{left}} \Sigma_R}, \Sigma_{R_{\text{right}}}) R_1 \) is a solution of (4.13.3) with the minimal Frobenius norm. This solution is unique if and only if either \( k \geq \text{rank } P_{C_{\text{left}} \Sigma_R}, \Sigma_{R_{\text{right}}} \) or \( 1 \leq k < \text{rank } P_{C_{\text{left}} \Sigma_R}, \Sigma_{R_{\text{right}}} \) and \( \sigma_k(P_{C_{\text{left}} \Sigma_R}, \Sigma_{R_{\text{right}}}) > \sigma_{k+1}(P_{C_{\text{left}} \Sigma_R}, \Sigma_{R_{\text{right}}}) \).

**Corollary 4.13.4** Let the assumptions of Theorem 4.13.3 hold. Then \( X = C_1^\dagger A R_1^\dagger \) is the unique solution to the minimal problem \( \min_{X \in \mathbb{R}^{p \times q}} ||A - CXR||_F \) with the minimal Frobenius norm.

We now give a version of Theorem 4.13.3 for the operator norm \( ||A||_2 = \sigma_1(A) \).

**Theorem 4.13.5** Let \( A \in \mathbb{C}^{m \times n}, \quad C \in \mathbb{C}^{m \times p}, \quad R \in \mathbb{C}^{q \times n} \) be given. Consider the minimum problem \( \min_{X \in \mathbb{R}^{p \times q}([C])} ||A - CXR||_2 \). Use the singular value decompositions of \( C \) and \( R \), as in proof of Theorem 4.13.3, to replace this minimum problem with

\[
\begin{align*}
(4.13.4) \quad & \mu := \min_{Z_{11} \in \mathbb{R}^{p \times q}([C])} \| \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix} - \begin{bmatrix} Z_{11} & 0 \\ 0 & 0 \end{bmatrix} \|_2, \\
(4.13.5) \quad & \max(\sigma_{k+1}(A_{11}), ||[A_{21} A_{22}]||_2, ||[A_{12}^* A_{22}^*]||_2) \leq \mu \\
& \leq 3 \max(\sigma_{k+1}(A_{11}), ||[A_{21} A_{22}]||_2, ||[A_{12}^* A_{22}^*]||_2)
\end{align*}
\]
4.13. APPROXIMATION BY LOW RANK MATRICES

Proof. (4.10.10) yields that $\sigma_{k+1}(A_{11}) \leq \|A_{11} - Z_{11}\|_2$. Let $F := \begin{bmatrix} A_{11} - Z_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix}$. Corollary 4.11.2 yields that the operator norm of a submatrix of $F$ is not greater than $\|F\|_2$. Combine these two results, and the fact that the positive singular values of $B$ and $B^*$ coincide, to deduce the lower bound for $\mu$ in (4.13.5). The triangle inequality yields

$$\|F\|_2 \leq \| \begin{bmatrix} A_{11} - Z_{11} & 0 \\ 0 & 0 \end{bmatrix} \|_2 + \| \begin{bmatrix} 0 & 0 \\ A_{21} & A_{22} \end{bmatrix} \|_2 + \| \begin{bmatrix} 0 & A_{12} \\ 0 & 0 \end{bmatrix} \|_2.$$ 

Clearly, the positive singular values of $\begin{bmatrix} 0 & 0 \\ A_{21} & A_{22} \end{bmatrix}$ are equal to the positive singular values of $[A_{21} \ A_{22}]$. Choose $Z_{11}$ such that $\sigma_{k+1}(A_{11}) = \|A_{11} - Z_{11}\|_2$. Use the above inequality and Corollary 4.11.2 to deduce the upper bound for $\mu$ in (4.13.5).

Theorem 4.13.6 Let $a_1, \ldots, a_n \in \mathbb{C}^m$ and $k \in [m-1]$ be given. Let $A = [a_1 \ldots a_n] \in \mathbb{C}^{m \times n}$. Denote by $L_k \in \text{Gr}(k, \mathbb{C}^m)$ a $k$-dimensional subspace spanned by the first $k$ left singular vectors of $A$. Then

$$(4.13.6) \quad \min_{L \in \text{Gr}(k, \mathbb{C}^m)} \sum_{i=1}^{n} \min_{b_i \in L} \|a_i - b_i\|_2^2 = \sum_{i=1}^{n} \min_{b_i \in L_k} \|a_i - b_i\|_2^2.$$ 

Proof. Let $L \in \text{Gr}(k, \mathbb{C}^m)$ and $b_1, \ldots, b_n \in L$. Then $B := [b_1 \ldots b_n] \in \mathcal{R}_{m,n,k}$. Vice versa, given $B \in \mathcal{R}_{m,n,k}$, the column space of $B$ is contained in some $L \in \text{Gr}(k, \mathbb{C}^m)$. Hence $\sum_{i=1}^{n} \|a_i - b_i\|_2^2 = \|A - B\|_2^2$. Corollary 4.13.2 implies that the minimum stated in the left-hand side of (4.13.6) is achieved by the $n$ columns of $A_k$. Clearly, the column space of $A$ is equal to $L_k$. (Note that $L_k$ is not unique. See Problem 3 below.)

Problems

1. Let $A \in \mathbb{S}(n, \mathbb{R})$ and assume the $A = Q^T \Lambda Q$, where $Q \in \mathbb{O}(n, \mathbb{R})$ and $A = \text{diag}(\alpha_1, \ldots, \alpha_n)$ is a diagonal matrix, where $|\alpha_1| \geq \ldots \geq |\alpha_n| \geq 0$.

   (a) Find the SVD of $A$.

   (b) Show that $\sigma_1(A) = \max(\lambda_1(A), |\lambda_n(A)|)$, where $\lambda_1(A) \geq \ldots \geq \lambda_n(A)$ are the $n$ eigenvalues of $A$ arranged in a decreasing order.
2. Let \( k, m, n \) be positive integers such that \( k \leq \min(m, n) \). Show that the function \( f : \mathbb{R}^{m \times n} \to [0, \infty) \) given by \( f(A) = \sum_{i=1}^{k} \sigma_i(A) \) is a convex function on \( \mathbb{R}^{m \times n} \).

3. Show that the minimal subspace for the problem (4.13.6) is unique if and only if \( \sigma_k(A) > \sigma_{k+1}(A) \).


4.14 CUR-approximations

Let \( A = [a_{ij}]_{i,j=1}^{m,n} \in \mathbb{C}^{m \times n} \), where \( m, n \) are big, e.g. \( m, n \geq 10^6 \). Then the low rank approximation of \( A \) given by its SVD has prohibitively high computational complexity and storage requirements. In this section we discuss a low rank approximation of \( A \) of the form CUR, where \( C \in \mathbb{C}^{m \times p}, R \in \mathbb{C}^{q \times n} \) are obtained from \( A \) by reading \( p, q \) columns and rows of \( A \), respectively. If one chooses \( U \) as the best least squares approximation given by Corollary 4.13.4 then \( U = C^\dagger AR^\dagger \). Again, for very large \( m, n \) this \( U \) has too high computational complexity. In this section we give different ways to compute \( U \) of a relatively low computational complexity.

Let \( I = \{1 \leq \alpha_1 < \ldots < \alpha_q \leq m\} \subset [m] \), \( J = \{1 < \beta_1 < \ldots < \beta_p \leq n\} \subset [n] \) be two nonempty sets of cardinality \( q, p \) respectively. Using the indices in \( I, J \), we consider the submatrices

\[
A_{IJ} = [a_{\alpha_k\beta_l}]_{k,l=1}^{q,p} \in \mathbb{C}^{q \times p},
\]

\[
R = A_{I[n]} = [a_{\alpha_k\beta}]_{k=1}^{q,n} \in \mathbb{C}^{q \times n},
\]

\[
C = A_{[m]J} = [a_{i\beta_l}]_{i,l=1}^{m,p} \in \mathbb{C}^{m \times p}.
\]

Thus, \( C = A_{[m]J} \) and \( R = A_{I[n]} \) are composed of the columns in \( J \) and the rows \( I \) of \( A \), respectively. The read entries of \( A \) are in the index set

\[
\mathcal{S} := [m] \times [n] \setminus ([m] \setminus I) \times ([n] \setminus J), \quad \#\mathcal{S} = mp + qn - pq.
\]

We look for a matrix \( F = CUR \in \mathbb{C}^{m \times n} \), with \( U \in \mathbb{C}^{p \times q} \) still to be determined. We determine \( U_{\text{opt}} \) as a solution to the least square problem of minimizing \( \sum_{(i,j) \in \mathcal{S}} |a_{ij} - (CUR)_{ij}|^2 \), i.e.,

\[
U_{\text{opt}} = \arg \min_{U \in \mathbb{C}^{p \times q}} \sum_{(i,j) \in \mathcal{S}} |a_{ij} - (CUR)_{ij}|^2.
\]
4.14. CUR-APPROXIMATIONS

It is straightforward to see that the above least squares is the least squares solution of the following overdetermined system

\[ T\hat{U} = \hat{A}, \quad T = [t_{(i,j)(k,l)}] \in \mathbb{C}^{(mp+qn-pq)\times pq}, \quad t_{(i,j)(k,l)} = a_{ik}a_{lj}, \]

(4.14.4)

\[ \hat{U} = [u_{(k,l)}] \in \mathbb{C}^{pq}, \quad \hat{A} = [a_{(i,j)}] \in \mathbb{C}^{mp+qn-pq}, \quad (i,j) \in S, \quad (k,l) \in [p] \times [q]. \]

Here \( \hat{U}, \hat{A} \) is viewed as a vector whose coordinates are the entries of \( U \) and the entries of \( A \) which are either in \( \mathbb{C} \) or \( \mathbb{R} \). Note that \( T \) is a corresponding submatrix of \( A \otimes A \).

**Theorem 4.14.1** Let \( A \in \mathbb{C}^{m\times n} \), and let \( I \subset [m], J \subset [n] \) have cardinality \( q \) and \( p \), respectively. Let \( C = A_{[m],J} \in \mathbb{C}^{m\times p} \), and \( R = A_{[n]} \in \mathbb{C}^{p\times n} \) be as in (4.14.1) and suppose that \( A_{I,J} \) is invertible. Then the overdetermined system (4.14.4) has a unique solution \( U = A_{I,J}^{-1} \), i.e., the rows in \( I \) and the columns in \( J \) of the matrix \( CA_{I,J}^{-1}R \) are equal to the corresponding rows and columns of \( A \), respectively.

**Proof.** For any \( I \subset [m], J \subset [n] \), with \( \#I = q, \#J = p \), and \( U \in \mathbb{C}^{m\times n} \) we have the identity

\[ (A_{[m],J}U_{[n]})_{I,J} = A_{I,J}U_{I,J}. \]

(4.14.5)

Hence the part of the system (4.14.4) corresponding to \( (CUR)_{I,J} = A_{I,J} \) reduces to the equation

\[ A_{I,J}U_{I,J} = A_{I,J} \]

(4.14.6)

If \( A_{I,J} \) is a square matrix and invertible, then the unique solution to this matrix equation is \( U = A_{I,J}^{-1} \). Furthermore

\[ (A_{[m],J}A_{I,J}^{-1}A_{I}^{-1})_{I,J} = A_{I,J}A_{I,J}^{-1}A_{I}^{-1} = A_{I}^{-1}, \]

\[ (A_{[m],J}A_{I,J}^{-1}A_{I}^{-1})_{I,J} = A_{[m],J}A_{I,J}^{-1}A_{I}^{-1} = A_{[m],J}. \]

This results extends to the general nonsquare case.

**Theorem 4.14.2** Let \( A \in \mathbb{C}^{m\times n} \), and let \( I \subset [m], J \subset [n] \) have cardinality \( q \) and \( p \), respectively. Let \( C = A_{[m],J} \in \mathbb{C}^{m\times p} \), and \( R = A_{[n]} \in \mathbb{C}^{p\times n} \) be as in (4.14.1). Then \( U = A_{I,J}^{+} \) is the minimal solution (with respect to the Frobenius norm) of (4.14.3).
Proof. Consider the SVD decomposition of \( A_{I,J} \)

\[
A_{I,J} = W \Sigma V^*, \quad W \in \mathbb{C}^{q \times q}, \quad V \in \mathbb{C}^{p \times p}, \quad \Sigma = \text{diag}(\sigma_1, \ldots, \sigma_r, 0, \ldots, 0) \in \mathbb{R}^{q \times p},
\]

where \( W, V \) are unitary matrices and \( \sigma_1, \ldots, \sigma_r \) are the positive singular values of \( A_{I,J} \). In view of Theorem 4.14.1 it is enough to assume that \( \max(p, q) > r \). W.l.o.g. we may assume that \( I = [q], \quad J = [p] \). Let

\[
W_1 = \begin{bmatrix} W & 0_{q \times (m-q)} \\ 0_{(m-q) \times q} & I_{m-q} \end{bmatrix} \in \mathbb{C}^{m \times m},
\]

\[
V_1 = \begin{bmatrix} V & 0_{p \times (n-p)} \\ 0_{(n-p) \times p} & I_{n-p} \end{bmatrix} \in \mathbb{C}^{n \times n}.
\]

Replace \( A \) by \( A_1 = W_1 AV_1^* \). It is easy to see that it is enough to prove the theorem for \( A_1 \). For simplicity of the notation we assume that \( A_1 = A \). That is, we assume that \( A_{I,J} = \Sigma \oplus 0_{(q-r) \times (p-r)} \), where \( \Sigma = \text{diag}(\sigma_1, \ldots, \sigma_r) \) and \( r = \text{rank} \ A_{I,J} \). For \( U \in \mathbb{C}^{p \times q} \) denote by \( U_r \in \mathbb{C}^{p \times q} \) the matrix obtained from \( U \) by replacing the last \( p - r \) rows and \( q - r \) columns by rows and columns of zeroes, respectively. Note that then \( CUR = CU_r R \) and \( \|U_r\|_F \leq \|U\|_F \), and equality holds if and only if \( U = U_r \). Hence, the minimal Frobenius norm least squares solution \( U \) of is given by \( U = U_r \). Using the fact that the rows \( r + 1, \ldots, q \) and columns \( r + 1, \ldots, p \) of \( CUR \) are zero it follows that the minimum in (4.14.3) is reduced to the minimum on \( S' = [m] \times [r] \cup [r] \times [n] \). Then, by Theorem 4.14.1 the solution to the minimal Frobenius norm least square problem is given by \( \Sigma^\dagger \).

For a matrix \( A \) define the entrywise maximal norm

\[
\|A\|_{\infty,e} := \max_{i \in [m], j \in [n]} |a_{ij}|, \quad A = [a_{ij}] \in \mathbb{C}^{m \times n}.
\]

Theorem 4.14.3 Let \( A \in \mathbb{C}^{m \times n}, p \in [\text{rank} \ A] \). Define

\[
\mu_p := \max_{I \subseteq [m], J \subseteq [n], \#I = \#J = p} |\det A_{I,J}| > 0.
\]

Suppose that

\[
|\det A_{I,J}| \geq \delta \mu_p, \delta \in (0, 1], I \subseteq [m], J \subseteq [n], \#I = \#J = p.
\]

Then for \( C, R \) defined by (4.14.1) we have

\[
\|A - CA_J^{-1} R\|_{\infty,e} \leq \frac{p + 1}{\delta} \sigma_{p+1}(A).
\]
4.15. SOME SPECIAL MAXIMAL SPECTRAL PROBLEMS

Proof. We now estimate \(|a_{ij} - (CA_{IJ}^{-1}R)_{ij}|\) from above. In the case \(p = \text{rank } A\), i.e. \(\sigma_{p+1}(A) = 0\), we deduce from Problem 1 below that \(a_{ij} - (CA_{IJ}^{-1}R)_{ij} = 0\). Assume \(\sigma_{p+1}(A) > 0\). By Theorem 4.14.1 \(a_{ij} - (CA_{IJ}^{-1}R)_{ij} = 0\). It is left to consider the case \(i \in [m], j \in [n]\). Let \(K = I \cup \{i\}, L = J \cup \{j\}\). Let \(B = A_{KL}\). If rank \(B = p\) then Problem 1 yields that \(B = B_{KJ}A_{IJ}^{-1}B_{IK}\). Hence \(a_{ij} - (CA_{IJ}^{-1}R)_{ij} = 0\).

Assume that \(\det B \neq 0\). We claim that

\[
(4.14.11) \quad a_{ij} - (CA_{IJ}^{-1}R)_{ij} = \pm \frac{\det B}{\det A_{IJ}}.
\]

It is enough to consider the case where \(I = J = [p], i = j = p + 1K = L = [p + 1]\). In view of Theorem 4.14.1 \(B - B_{KJ}A_{IJ}^{-1}B_{IL} = \text{diag}(0, \ldots, 0, t)\), where \(t\) is equal to the left-hand side of (4.14.11). Multiply this matrix equality from the left by \(B^{-1} = [b_{st,-1}]^{p+1}_{p+1}\). Note that the last row of \(B^{-1}B_{KL}\) is zero. Hence we deduce that \(b_{(p+1)(p+1),-1} = 1\), i.e \(t = b_{(p+1)(p+1),-1}^{-1}\). Use the identity \(B^{-1} = (\det B)^{-1}\text{adj } B\) to deduce the equality (4.14.11).

We now estimate \(\sigma_1(B^{-1})\) from above. Note that each entry of \(B^{-1} = (\det B)^{-1}\text{adj } B\) is bounded above by \(|\det B|^{-1}\mu_p\). Hence \(\sigma_1(B^{-1}) \leq \frac{(p+1)\mu_p}{|\det B|}\).

Recall that \(\sigma_1(B^{-1}) = \sigma_{p+1}(B)^{-1}\). Thus

\[
\frac{|\det B|}{\mu_p} \leq (p+1)\sigma_{p+1}(B) \Rightarrow \frac{|\det B|}{|\det A_{IJ}|} \leq \frac{(p+1)\sigma_{p+1}(B)}{\delta}.
\]

Since \(B\) is a submatrix of \(A\) we deduce \(\sigma_{p+1}(B) \leq \sigma_{p+1}(A)\). \(\Box\)

Problems

1. Let \(A \in \mathbb{C}^{n \times n}, \text{rank } A = r\). Assume that \(I \subset [m], J \subset [n], \#I = \#J = r\). Assume that \(\det A_{IJ} \neq 0\). Show that \(A = CA_{IJ}^{-1}R\).

4.15 Some special maximal spectral problems

Theorem 4.15.1 Let \(V\) be an \(n\)-dimensional IPS over \(\mathbb{R}\). Let \(p \in [n]\) and \(D \subset \mathbb{R}^n_+\) be a convex Schur set. Let \(D_p\) be the projection of \(D\) on the first \(p\) coordinates. Let \(h : D_p \rightarrow \mathbb{R}\) and assume that \(f : \chi^{-1}(D) \rightarrow \mathbb{R}\) is the spectral function given by \(A \mapsto h(\lambda_{\rho}(A))\), where \(\lambda_{\rho}(A) = (\lambda_1(A), \ldots, \lambda_p(A))^\top\). Let \(S \subset \chi^{-1}(D)\). Assume that \(h\) is nondecreasing on \(D_p\). Then

\[
(4.15.1) \quad \sup_{A \in \text{conv } S} f(A) = \sup_{B \in \text{conv } (\mathbb{R}^n_+)^{p+1}} f(B),
\]
and this result is sharp.

Proof. Since \( \dim \text{conv } S \leq \dim S(V) = \binom{n+1}{2} \), Theorem 4.6.2 implies that it is enough to prove the theorem in the case \( S = T := \{ A_1, \ldots, A_N \} \), where \( N \leq \binom{n+1}{2} + 1 \). Observe next that since \( D \) is a convex Schur set and \( S \subset \lambda^{-1}(D) \) it follows that \( \text{conv } S \subset \lambda^{-1}(D) \) (Problem 2 below).

Let \( A \in \text{conv } T \). Assume that \( x_1, \ldots, x_p \) are \( p \)-orthonormal eigenvectors of \( A \) corresponding to the eigenvalues \( \lambda_1(A), \ldots, \lambda_p(A) \). For any \( B \in S(V) \) let
\[
B(x_1, \ldots, x_p) := (Bx_i, x_j) \quad (i,j = 1, \ldots, p) \in S_p(\mathbb{R}).
\]
We view \( S_p(\mathbb{R}) \) as a real vector space of dimension \( \binom{p+1}{2} \). Let \( T' := \{ A_1(x_1, \ldots, x_p), \ldots, A_N(x_1, \ldots, x_p) \} \subset S_p(\mathbb{R}) \). It is straightforward to show that for any \( B \in \text{conv } T \) one has \( B(x_1, \ldots, x_p) \in \text{conv } T' \). Let \( \tilde{T} \) be the restriction of \( \text{conv } T' \) to the line in \( S_p(\mathbb{R}) \)
\[
\{ X = (x_{ij}) \in S_p(\mathbb{R}) : \quad x_{ij} = \lambda_i(A) \delta_{ij}, \quad \text{for } i+j > 2 \}.
\]
Clearly \( A(x_1, \ldots, x_p) \in \tilde{T} \). Hence \( \tilde{T} = [C(x_1, \ldots, x_p), D(x_1, \ldots, x_p)] \) for some \( C, D \in \text{conv } T \). It is straightforward to show that \( C, D \in \text{conv } \binom{p+1}{2} - 1 \). (See Problem 8 below.) Hence \( \max_{X \in \tilde{T}} x_{11} = \max(\langle CX_1, x_1 \rangle, \langle DX_1, x_1 \rangle) \).
Without loss of generality we may assume that the above maximum is achieved for the matrix \( C \). Hence \( C(x_1, \ldots, x_p) \) is a diagonal matrix such that \( \lambda_1(C(x_1, \ldots, x_p)) = \lambda_1(A) \) and \( \lambda_i(C(x_1, \ldots, x_p)) = \lambda_i(A) \) for \( i = 2, \ldots, p \). Let \( U = \text{span } (x_1, \ldots, x_p) \). Since \( x_1, \ldots, x_p \) are orthonormal it follows that \( \lambda_i(Q(C, U)) = \lambda_i(C(x_1, \ldots, x_p)) \) for \( i = 1, \ldots, p \). Corollary 4.4.7 yields that \( \lambda(p)(C) \geq \lambda(p)(A) \). Since \( h \) is increasing on \( D \) we get
\[
h(\lambda(p)(C)) \geq h(\lambda(p)(A)).
\]
See Problem 3 below which shows that (4.15.4) is sharp. \( \square \)

**Theorem 4.15.2** Let \( V \) be an \( n \)-dimensional IPS over \( \mathbb{C} \). Let \( p \in [n] \) and \( D \subset \mathbb{R}^n \) be a convex Schur set. Let \( D_p \) be the projection of \( D \) on the first \( p \) coordinates. Let \( h : D_p \to \mathbb{R} \) and assume that \( f : \lambda^{-1}(D) \to \mathbb{R} \) is the spectral function given by \( A \mapsto h(\lambda(p)(A)) \). Let \( S \subset \lambda^{-1}(D) \). Assume that \( h \) is nondecreasing on \( D_p \). Then
\[
\sup_{A \in \text{conv } S} f(A) = \sup_{B \in \text{conv } \lambda^{-1}(D)} f(B),
\]
and this result is sharp.

See Problem 4 below for the proof of the theorem.

It is possible to improve Theorems 4.15.1 and 4.15.2 in special interesting cases for \( p > 1 \).
4.15. SOME SPECIAL MAXIMAL SPECTRAL PROBLEMS

Definition 4.15.3 Let $V$ be an $n$-dimensional IPS over $F = \mathbb{R}, \mathbb{C}$ and $p \in [n]$. Let $A \in S(V)$. Then the $p$-upper multiplicity of $\lambda_p(A)$, denoted by upmul$(A, p)$, is a natural number in $[p]$ such that

$$\lambda_{p-\text{upmul}(A, p)}(A) > \lambda_{p-\text{upmul}(A, p)+1}(A) = \ldots = \lambda_p(A), \quad \text{where } \lambda_0(A) = \infty.$$  

For any $C \subset S(V)$ let upmul$(C, p) := \max_{A \in C} \text{upmul}(A, p)$.

See Problem 10 below for sets satisfying upmul$(C, p) \leq k$ for any $k \in \mathbb{N}$.

Theorem 4.15.4 Let $V$ be an $n$-dimensional IPS over $\mathbb{R}$. Let $p \in [n]$ and denote $\mu(p) := \text{upmul}(\text{conv} \, S, p)$. Then

$$\sup_{A \in \text{conv} \, S} \lambda_p(A) = \sup_{B \in \text{conv} \, \mu(p)(2p-\mu(p)+1)-1} \lambda_p(B). \quad (4.15.3)$$

Proof. For $\mu(p) = p$ (4.15.4) follows from Theorem 4.15.1. Thus, it is enough to consider the case $p > 1$ and $\mu(p) < p$. As in the proof of Theorem 4.15.1 we may assume that $S = \{A_1, \ldots, A_N\}$ where $N \leq \binom{n+1}{2} + 1$. Let $M := \{B \in \text{conv} \, S : \lambda_p(B) = \max_{A \in S} \lambda_p(A)\}$. Since $\lambda_p(A)$ is a continuous function on $S(V)$ and $\text{conv} \, S$ is a compact set it follows that $M$ is a nonempty compact set of $\text{conv} \, S$. Let $\nu := \frac{p(p(2p-\mu(p)+1))}{2} - 1$. Assume to the contrary that the theorem does not hold, i.e. $M \cap \text{conv} \, S = \emptyset$. Let $M' := \{p = (p_1, \ldots, p_N) \in P_N : \sum_{i=1}^n A_i \in M\}$. Then $M'$ is a nonempty compact set of $P_N$ and any $p \in M'$ has at least $\nu + 2$ positive coordinates. Introduce the following complete order on $P_N$. Let $x = (x_1, \ldots, x_N)^T$, $y = (y_1, \ldots, y_N)^T \in \mathbb{R}^N$. As in Definition 4.7.1 let $x = (x_1, \ldots, x_N)^T$, $y = (y_1, \ldots, y_N)^T \in \mathbb{R}^N$ be the rearrangements of the coordinates of the vectors $x$ and $y$ in the nonincreasing order. Then $x \ll y$ if either $x = y$ or $x_i = y_i$ for $i = 0, \ldots, m - 1$ and $x_m < y_m$ for some $m \in [n]$. (We assume that $x_0 = y_0 = \infty$.) Since $M'$ is compact there exists a maximal element $p = (p_1, \ldots, p_N)^T \in M'$, i.e. $q \in M' \Rightarrow q \ll p$. Let $I := \{i \in \langle N \rangle : p_i > 0\}$. Then $|I| \geq \nu + 2$. Let $B = \sum_{i=1}^N p_i A_i$ be the corresponding matrix with the maximal $\lambda_p$ on $\text{conv} \, S$. Assume that $x_1, \ldots, x_n \in V$ is an orthonormal basis of $V$, consisting of the eigenvectors of $B$ corresponding to the eigenvalues $\lambda_1(B), \ldots, \lambda_n(B)$ respectively. Let $m := \text{upmul}(B, p) = \mu(p)$. Consider the following systems of $\frac{m(2p-\mu(p)+1)}{2}$ equations in $\#I$ unknowns $q_i \in \mathbb{R}, i \in I$:

$$q_i = 0, \text{ for } i \in \langle N \rangle \setminus I, \quad \sum_{i \in I} q_i = 0,$$

$$\sum_{i \in I} q_i \langle A_i x_j, x_k \rangle = 0, \quad j = 1, \ldots, k - 1, \quad k = p, \ldots, p - m + 1,$$
\[
\sum_{i \in \mathcal{I}} q_i(A_i x_j, x_j) = \sum_{i \in \mathcal{I}} q_i(A_i x_p, x_p) \quad j = p - 1, \ldots, p - m + 1 \text{ if } m > 1.
\]

Since \( \#\mathcal{I} \geq \nu + 2 = \frac{\nu(\nu + 1)}{2} + 1 > \frac{m(2p - m + 1)}{2} \) it follows that there exists \( 0 \neq q = (q_1, \ldots, q_N)^T \in \mathbb{R}^N \) whose coordinates satisfy the above equations. Let \( B(t) := B + tC, \quad C := \sum_{i=1}^N q_i A_i, \quad t \in \mathbb{R} \). Then there exists \( a > 0 \) such that for \( t \in [-a, a] \) \( p(t) := p + t\mathbf{q} \in \mathcal{P}_N \Rightarrow B(t) \in \text{conv} S \).

As in the proof of Theorem 4.15.1 consider the matrix \( B(t)(x_1, \ldots, x_p) \in \mathbf{S}_p(R) \). Since \( B(0)(x_1, \ldots, x_p) = B(x_1, \ldots, x_p) \) is the diagonal matrix \( \text{diag}(\lambda_1(B), \ldots, \lambda_p(B)) \) the conditions on the coordinates of \( \mathbf{q} \) imply that \( B(t)(x_1, \ldots, x_p) \) is of the form \( \left( \text{diag}(\lambda_1(B), \ldots, \lambda_{p-m}(B)) + t(c_1) \right) \oplus (\lambda_p + tb)I_m \) for a corresponding \( c_1 \in \mathbf{S}_{p-m}(R) \). Since \( \lambda_{p-m}(B) > \lambda_p(B) \) it follows that there exists \( a' \in (0, a] \) such that

\[
\lambda_{p-m}(B(t)(x_1, \ldots, x_p)) = \lambda_{p-m}(\text{diag}(\lambda_1(B), \ldots, \lambda_{p-m}(B)) + t(c_1)) > \lambda_p(B) + |tb|, \quad \lambda_p(B(t)) = \lambda_p(B) + tb, \quad \text{for } |t| \leq a'.
\]

Hence \( \lambda_p(B(t)) \geq \lambda_p(B) + tb \) for \( |t| \leq a' \). As \( B(t) \in \text{conv} S \) for \( |t| \leq a' \) and \( \lambda_p(B(t)) \geq \lambda_p(B) \) for \( |t| \leq a' \) it follows that \( b = 0 \) and \( \lambda_p(B(t)) = \lambda_p(B) \) for \( |t| \leq a' \). Hence \( p + t\mathbf{q} \in \mathcal{M}' \) for \( |t| \leq a' \). Since \( \mathbf{q} \neq 0 \), it is impossible to have the inequalities \( p - a'\mathbf{q} \ll p \) and \( p + a'\mathbf{q} \ll p \). This contradiction proves the theorem. \( \square \)

It is possible to show that the above theorem is sharp in the case \( \mu(p) = 1 \), see Problem 9 (d2) below. Similarly one can show that: (See Problem 6 below.)

**Theorem 4.15.5** Let \( V \) be an \( n \)-dimensional IPS over \( \mathbb{C} \). Let \( p \in [n] \) and denote \( \mu(p) := \upmu p(\text{conv} S, p) \). Then

\[
(4.15.4) \quad \sup_{A \in \text{conv} S} \lambda_p(A) = \sup_{B \in \text{conv}^{\mu(p)(\alpha_p - \mu(p)) - 1} S} \lambda_p(B).
\]

**Problems**

1. (a) Let \( x, y \in \mathbb{R}^n \). Show the implication \( x \preceq y \Rightarrow x \preceq y \).

   (b) Let \( D \subset \mathbb{R}^n \) and assume that \( f : D \to \mathbb{R} \) is strong Schur’s order preserving. Show that \( f \) is nondecreasing on \( D \).

   (c) Let \( i \in [2, n]\cap \mathbb{N} \) and \( f \) be the following function on \( \mathbb{R}^n : (x_1, \ldots, x_n)^T \mapsto x_i \). Show that \( f \) is nondecreasing on \( \mathbb{R}^n \) but not Schur’s order preserving on \( \mathbb{R}^n \).
2. Let $D \subset \mathbb{R}^n$ be a convex Schur set. Let $V$ be an $n$-dimensional IPS over $F = \mathbb{R}, \mathbb{C}$. Let $S \subset S(V)$ be a finite set such that $S \subset \lambda^{-1}(D)$. Show that $\text{conv} \ S \subset \lambda^{-1}(D)$.

3. (a) Let $A \in H_n$ and assume that $\text{tr} A = 1$. Show that $\lambda_n(A) \leq \frac{1}{n}$ and equality holds if and only if $A = \frac{1}{n} I_n$.

(b) Let $E_{kl} := \left[ \delta_{(k,l)}(i,j) + \delta_{(l,k)}(i,j) \right]_{i,j=1}^p \in S(p, \mathbb{R})$ for $1 \leq k \leq l \leq p$ be the symmetric matrices which have at most two nonzero equal entries at the locations $(k,l)$ and $(l,k)$ which sum to 1. Let $Q_1, \ldots, Q_{\left(\frac{p+1}{2}\right)} \in S(p, \mathbb{R})$ be defined as follows:

\[
Q_1 := E_{11} + E_{12}, \quad Q_2 := E_{11} - E_{12} + E_{13}, \ldots,
\]

\[
Q_p := E_{11} - E_{1p} + E_{23}, \ldots,
\]

\[
Q_{2p-3} := E_{11} - E_{2(p-1)} + E_{2p}, \ldots, Q_{\left(\frac{p}{2}\right)} := E_{11} - E_{(p-2)p} + E_{(p-1)p},
\]

\[
Q_{\left(\frac{p}{2}\right)+1} = E_{11} - E_{(p-1)p}, \quad Q_{\left(\frac{p}{2}\right)+i} = E_{ii}, \quad \text{for } i = 2, \ldots, p.
\]

Let $S = \{Q_1, \ldots, Q_{\left(\frac{p+1}{2}\right)}\}$ Show that $\frac{1}{p} I_p \in \text{conv} S = \text{conv} \left(\frac{p+1}{2}\right) - 1 S$ and $\frac{1}{p} I_p \notin \text{conv} \left(\frac{p+1}{2}\right) - 2 S$.

(c) Let $S \subset S(p, \mathbb{R})$ be defined as in (b). Show that $\text{tr} A = 1$ for each $A \in \text{conv} S$. Hence

\[
\max_{A \in \text{conv} S} \lambda_p(A) = \lambda_p \left( \frac{1}{p} I_p \right) = \frac{1}{p} > \max_{B \in \text{conv} \left(\frac{p+1}{2}\right) - 2 S} \lambda_p(B).
\]

(d) Assume that $n > p$ and let $R_i := Q_i \oplus 0 \in S(n, \mathbb{R})$, where $Q_i$ is defined in b, for $i = 1, \ldots, \left(\frac{p+1}{2}\right)$. Let $S = \{R_1, \ldots, R_{\left(\frac{p+1}{2}\right)}\}$. Show that

\[
\max_{A \in \text{conv} S} \lambda_p(A) = \lambda_p \left( \frac{1}{p} I_p \oplus 0 \right) = \frac{1}{p} > \max_{B \in \text{conv} \left(\frac{p+1}{2}\right) - 2 S} \lambda_p(B).
\]

4. (a) Prove Theorem 4.15.2 repeating the arguments of Theorem 4.15.1. (Hint: Note that the condition $\langle Bx_i, x_j \rangle = 0$ for two distinct orthonormal vectors $x_i, x_j \in V$ is equivalent to two real conditions, while the condition $\langle Bx_i, x_i \rangle = \lambda_i(A)$ is one real conditions for $B \in S(V)$.)

(b) Modify the example in Problem 3 to show that Theorem 4.15.2 is sharp.

5. Let $C = A + \sqrt{-1} B \in \mathbb{C}^{n \times n}, A, B \in \mathbb{R}^{n \times n}$. 
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(a) Show $C \in \mathbb{H}_n$ if and only if $A$ is symmetric and $B$ is antisymmetric: $B^T = -B$.

(b) Assume that $C \in \mathbb{H}_n$ and let $\check{C} \in \mathbb{R}^{(2n) \times (2n)}$ be defined as in Problem 6. Show that $\check{C} \in \mathbb{S}(2n, \mathbb{R})$ and $\lambda_{2i-1}(\check{C}) = \lambda_{2i}(\check{C}) = \lambda_i(C)$ for $i = 1, \ldots, n$.

(c) Use the results of b to obtain a weaker version of Theorem 4.15.2 directly from Theorem 4.15.1.

6. Prove Theorem 4.15.5.

7. Let $V$ be an $n$-dimensional IPS over $F = \mathbb{R}, \mathbb{C}$. Let $S \subset \mathbb{S}(V)$ and $p \in [n]$. Define the weak $p$-upper multiplicity denoted by $wupmul(\text{conv } S, p)$ as follows. It is the smallest positive integer $m \leq p$ such that for any $N = \left(\begin{array}{c} n+1 \\hfill \end{array}\right)$ operators $A_1, \ldots, A_N \in S$ there exists a sequence $A_{j,k} \in \mathbb{S}(V)$, $j \in [N], k \in \mathbb{N}$, such that $\lim_{k \to \infty} A_{j,k} = A_j, j \in [N]$ and $\text{upmul}(\text{conv } \left\{A_{1,k}, \ldots, A_{N,k}\right\}, p) \leq m$ for $k \in \mathbb{N}$.

(a) Show that $wupmul(\text{conv } S, p) \leq \text{upmul}(\text{conv } S, p)$.

(b) Show that in Theorems 4.15.4 and 4.15.5 one can replace $\text{upmul}(\text{conv } S, p)$ by $wupmul(\text{conv } S, p)$.

9. (a) Show that for any set $S \subset D(n, \mathbb{R})$ and $p \in [n]$ $wupmul(\text{conv } S, p) = 1$. (Hint: Use Problem 7.)

(b) Let $D_i = \text{diag}(\delta_{i1}, \ldots, \delta_{in}), i = 1, \ldots, n$. Let $S := \{D_1, \ldots, D_n\}$. Show that for $p \in [2, n] \cap \mathbb{N}$

$$\max_{D \in \text{conv } S} \lambda_p(D) = \max_{D \in \text{conv}_{p-1} S} \lambda_p(D) = \frac{1}{p} \max_{D \in \text{conv}_{p-2} S} \lambda_p(D) = 0.$$

(c) Show that the variation of Theorem 4.15.4 as in Problem 8b for $wupmul(\text{conv } S, p) = 1$ is sharp.

(d) Let $A \in \mathbb{S}(n, \mathbb{R})$ be a tridiagonal matrix with nonzero elements on the first upper diagonal as in 7b. Let $t \in \mathbb{R}$ and define $D_i(t) =$
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$D_i + tA$, where $D_i$ is defined as in b, for $i = 1, \ldots, n$. Let $S(t) = \{D_1(t), \ldots, D_n(t)\}$. Show

d1. For $t \neq 0$ upmul(conv $S(t), p) = 1$ for $p \in [2, n] \cap \mathbb{Z}$.

d2. There exists $\epsilon > 0$ such that for any $|t| \leq \epsilon$

$$
\max_{A \in \text{conv } S(t)} \lambda_p(A) = \max_{B \in \text{conv}_{p-1} S(t)} \lambda_p(B) > \max_{C \in \text{conv}_{p-2} S(t)} \lambda_p(C).
$$

Hence Theorem 4.15.4 is sharp in the case upmul(conv $S, p) = 1$.

10. (a) Let $S \subset H_n$ be a set of $2k + 1$-diagonal matrices. Assume that either each $k$-upper diagonal of any $A \in S$ consists of positive elements, or all $k$-upper diagonals of $A \in S$ are equal and consist of nonzero elements. Show that upmul(conv $S, p) \leq k$.

(b) Let $S \subset H_n$ be a set of $2k + 1$-diagonal matrices. Show that wupmul(conv $S, p) \leq k + 1$.

4.16 Multiplicity index of a subspace of $S(V)$

Definition 4.16.1 Let $V$ be a finite dimensional IPS over $F = \mathbb{R}, \mathbb{C}$. Let $U$ be a nontrivial subspace of $S(V)$. Then the multiplicity index of $U$ is defined

$$
\text{mulind } U := \{\max p \in \mathbb{N} : \exists A \in U \setminus \{0\} \text{ such that } \lambda_1(A) = \ldots = \lambda_p(A)\}.
$$

Clearly for any nontrivial $U$ mulind $U \in [1, \dim V]$. Also mulind $U = \dim V$ if and only if $I \in V$. Let

$$
\kappa(r, n, \mathbb{R}) := \frac{(r-1)(2n-r+2)}{2}, \quad \kappa(r, n, \mathbb{C}) := (r-1)(2n-r+1).
$$

The aim of this section to prove the following theorem.

Theorem 4.16.2 Let $V$ be an IPS over $F = \mathbb{R}, \mathbb{C}$ of dimension $n \geq 3$. Assume that $r \in [n-1] \setminus \{1\}$. Let $U$ be a subspace of $S(V)$. Then mulind $U \geq r$ if $\dim U \geq \kappa(r, n, F)$ and this result is sharp.

Proof. Assume first that $F = \mathbb{R}$. Fix the value of $n \geq 3$ and denote $\kappa(r) := \kappa(r, n, \mathbb{R})$. Suppose to the contrary that the theorem is wrong. Let $n \geq 3$ be the minimal positive integer for which the theorem is false. Let $r \in [n-1] \setminus \{1\}$ and $U \in \text{Gr}(\kappa(r), S(V))$ be the minimal $r$ and a corresponding subspace $U = \text{span}(B_1, \ldots, B_{\kappa(r)})$ for which the theorem
is false. The minimality of $r$ yields that there exists $A \in U$ such that 
\[ \lambda_1(A) = \ldots = \lambda_{r-1}(A) > \lambda_r(A). \]
Assume that 
\[ Ax_i = \lambda_i(A)x_i, \ x_i \in V, \ \langle x_i, x_j \rangle = \delta_{ij}, \ i, j = 1, \ldots, n. \]
For $r-1$ orthonormal vectors $y_1, \ldots, y_{r-1} \in V$ denote 
\[ B(y_1, \ldots, y_{r-1}) := \{ B \in U, B = \sum_{j=1}^{\kappa(r)} t_j B_j, \ \sum_{j=1}^{\kappa(r)} t_j B_j y_i - t_0 y_i = 0, \ i = 1, \ldots, r-1, \ \text{for some} \ t_0, \ldots, t_{\kappa(r)} \in \mathbb{R} \}. \]

We claim that $\dim B(y_1, \ldots, y_{r-1}) \geq 1$. Indeed, by representing $S(V)$ as $S(n, \mathbb{R})$ with respect to the orthonormal basis $y_1, \ldots, y_n$, we may assume that $U$ is a $\kappa(r)$ dimensional subspace of $S(n, \mathbb{R})$ and $y_1, \ldots, y_n$ is a standard basis in $\mathbb{R}^n$. Then the number of variables in the equations defining $B(y_1, \ldots, y_{r-1})$ is $\kappa(r) + 1$, while the number of equations is $\kappa(r)$. Note also that if in these equations $t_1 = \ldots = t_{\kappa(r)} = 0$ then $t_0 = 0$. Hence there exists a nontrivial $B \in B(y_1, \ldots, y_{r-1})$.

Consider next $B(x_1, \ldots, x_{r-1})$. Clearly, $A \in B(x_1, \ldots, x_{r-1})$. Suppose that $\dim B(x_1, \ldots, x_{r-1}) > 1$. So there exists $B \in B(x_1, \ldots, x_{r-1})$, $B \notin \text{span}(A)$ such that $B x_i = s x_i$ for $i = 1, \ldots, r-1$. By considering $-B$ instead of $B$ if necessary, we may assume that $\lambda_1(B) > 0$. Consider $A(b) := A + bB, b \in \mathbb{R}$. Clearly $A(b)x_i = (\lambda_1(A) + bs)x_i$ for $i = 1, \ldots, r-1$. Furthermore, $\lambda_i(A(0)) = \lambda_1(A) > \lambda_r(A) = \lambda_r(A(0))$ for $i = 1, \ldots, r-1$. Hence there exists a positive $\epsilon$ so that $\lambda_1(A(b)) = (\lambda_1(A) + bs)$ for $|b| < \epsilon$.

Suppose first that $s = 0$. Increase continuously $b$ from the value 0. Since we assumed that our theorem fails for $U$ it follows that for each $b \geq 0$ 
\[ \lambda_1(A(b)) = \ldots = \lambda_{r-1}(A(b)) = \lambda_1(A) + bs > \lambda_r(A(b)). \]
Replacing $A$ by $A(b)$ if needed, we can assume that $\lambda_1(A) \neq 0$. By considering $B' := B - s' A$ we can assume that $B' x_i = 0$ for $i = 1, \ldots, r-1$. This gives us a contradiction as above. Hence we conclude that $\dim B(x_1, \ldots, x_r) = 1$.

Next we claim that $\dim B(y_1, \ldots, y_{r-1}) = 1$ for any system of $r-1$ orthonormal vectors $y_1, \ldots, y_{r-1}$ in $V$. Furthermore, one can choose $B(y_1, \ldots, y_{r-1}) \in B(y_1, \ldots, y_{r-1}) \setminus \{0\}$ such that 
\[ (4.16.2) \quad B(y_1, \ldots, y_{r-1}) y_i = \lambda_i y_i, \quad i = 1, \ldots, r-1. \]
Since $r < n$ it is known that there exists a continuous family of $r - 1$ orthonormal vectors $x_1(t), \ldots, x_{r-1}(t)$ for $t \in [0, 1]$ such that

$$(4.16.3) \quad x_1(0) = x_i, \quad x_1(t) = y_i, \quad i = 1, \ldots, r - 1.$$ 

See Problem 4.2.9(e). Since $\dim B(x_1, \ldots, x_{r-1}) = 1$ it follows that there exists $\epsilon > 0$ such that for $t \in [0, \epsilon)$ $\dim B(x_1(t), \ldots, x_{r-1}(t)) = 1$. Let $s \in (0, 1]$ and assume that for each $t \in [0, s]$ $\dim B(x_1(t), \ldots, x_{r-1}(t)) = 1$. Then we can choose a unique $B(t) \in B(x_1(t), \ldots, x_{r-1}(t)), t \in [0, s]$ with the following properties. First, $B(0) = A$. Second, $\text{tr} B(t)^2 = \text{tr} A^2$. Third, $B(t)$ depends continuously on $t$. Since $U$ does not satisfy the theorem it follows that $\lambda_1(B(t)) = \cdots = \lambda_{r-1}(B(t)) > \lambda_r(B(t))$. Furthermore, $x_1(t), \ldots, x_{r-1}(t)$ are $r - 1$ orthonormal eigenvectors of $B(t)$ corresponding to $\lambda_1(B(t))$. Suppose first that $s = 1$. Then our claim holds for $B(y_1, \ldots, y_{r-1})$. Assume now that $s_0 \in (0, 1]$ is minimal $t \in (0, 1]$ satisfying $\dim B(x_1(t), \ldots, x_{r-1}(t)) > 1$. Let $B(t)$ be the unique matrix in $B(x_1(t), \ldots, x_{r-1}(t))$ defined as above for $t < s_0$. Let $s_j, j \in \mathbb{N}$ be an increasing sequence converging to $s_0$. By taking a subsequence of $s_j, j \in \mathbb{N}$ we can assume that $\lim_{j \to \infty} B(s_j) = C$. Then $C \in B(x_1(s_0), \ldots, x_{r-1}(s_0))$. Furthermore, $\lambda_1(C) = \cdots = \lambda_{r-1}(C)$ and $x_1(s_0), \ldots, x_{r-1}(s_0)$ are $r - 1$ orthonormal vectors corresponding to $\lambda_1(C)$. The above arguments show that the assumption $\lim \dim B(x_1(s_0), \ldots, x_{r-1}(s_0)) > 1$ contradicts that $U$ violates our theorem. Hence $\dim B(x_1(t), \ldots, x_{r-1}(t)) = 1$ for each $t \in [0, 1]$ and our claim is proved.

We finally obtain a contradiction to the assumption that $U$ violates our theorem by constructing a nonzero matrix $C \in U$ satisfying

$$Cy_i = \lambda_{i+1}(C)y_i, \quad i = 1, \ldots, r - 1, \quad \lambda_1(C) > \lambda_2(C) > \lambda_n(C),$$

for some $r - 1$ orthonormal vectors $y_1, \ldots, y_{r-1}$.

Suppose first that $r = 2$. Since $U$ violates our theorem it follows that any $C \in U \setminus \{0\}$ satisfies the above condition. Assume now that $r > 2$. Consider a $\kappa(r)$-1 dimensional subspace $U'$ of $U$ which does not contain $A$. Let $x_1, \ldots, x_n$ be an orthonormal set of eigenvectors of $A$ as defined above. In $U'$ consider the subspace of all matrices $B$ satisfying $Bx_i = 0$ for $i = 2, \ldots, r - 1$. By assuming $x_1, \ldots, x_n$ is a standard basis in $\mathbb{R}^n$ we deduce that one has exactly $\kappa(r)$ linear conditions on $B$ viewed as real symmetric matrices. Since $\kappa(r - 1) < \kappa(r) - 1$ one has a nonzero $B \in U'$ satisfying the above conditions. If $\lambda_2(B) = \cdots = \lambda_{n-1}(B) = 0$ then $C = B$. Otherwise we can assume that $\lambda_1(B) = \cdots = \lambda_{r-1}(B) > 0$. Let $B(t) = A + tB$. So $\lambda_1(A)$ is an eigenvalue of $B(t)$ of multiplicity $r - 2$ at least. Clearly, then there exists $\epsilon > 0$ such that for $|t| < \epsilon$ $\lambda_r(B(t)) < \lambda_1(B(t)) = \lambda_1(A)$. Thus, for $|t| \leq \epsilon$ $\lambda_r(B(t)) \leq \lambda_1(A)$. For $t \geq \epsilon$ $\lambda_1(B(t)) \geq \lambda_2(B(t)) > \lambda_1(A)$. Let $T := \{t >$
0, \lambda_2(B(t)) > \lambda_1(A)\}. So each \( t \in T \) satisfies \( t \geq \epsilon \). Let \( t_0 := \inf\{t, t \in T\} \).

We claim that \( \lambda_1(B(t_0)) > \lambda_2(B(t_0)) = \ldots = \lambda_r(B(t_0)) = \lambda_1(A) \). In view of definition \( t_0 \) we must have equality \( \lambda_2(B(t_0)) = \lambda_1(A) \). On the other hand for \( t > t_0 \lambda_2(B(t)) > \lambda_1(A) \). Hence \( \lambda_2(B(t_0)) \) has to be an eigenvalue of multiplicity \( r - 1 \) at least. Since \( U \) violates our theorem we must have the inequality \( \lambda_1(B(t_0)) > \lambda_2(B(t_0)) \). Also if \( \lambda_2(B(t_0)) = \lambda_n(B(t_0)) \) then \( \lambda_1(-B(t_0)) = \ldots = \lambda_{n-1}(-B(t_0)) \) which contradicts our assumption that \( U \) violates out theorem. Hence \( C = B(t_0) \in U \) is whose existence was claimed above.

We now show that such \( C \) contradicts our previous results. Assume that \( Cy_i = \lambda_2(C)y_i \) for \( i = 2, \ldots, r \), where \( y_2, \ldots, y_r \) is an orthonormal system. Consider the set \( B(y_2, \ldots, y_r) \). Clearly, \( C \in B(y_2, \ldots, y_r) \). We showed that \( \dim B(y_2, \ldots, y_r) = 1 \). Hence \( \text{span} \{C\} = B(y_2, \ldots, y_r) \). We also showed that the maximal eigenvalue of either \( C \) or \( -C \) has multiplicity \( r - 1 \). This contradicts our results on \( C \). Hence for each subspace \( U \) of \( \mathbf{S}(\mathbb{V}) \) over \( \mathbb{R} \) of dimension \( \kappa(r) \) at least \( \text{mulind} \ U \geq r \).

We now show that our result is sharp. Let \( U \subset \mathbf{S}(\mathbb{R}, \mathbb{R}) \) be a subspace of matrices \( A = [a_{ij}]_{i,j=1}^{n} \) satisfying

\[
a_{ij} = 0, \quad i, j = 1, \ldots, n - r + 1, \quad \text{tr} A = 0.
\]

Clearly, \( \dim U = \kappa(r) - 1 \). we claim that there non nonzero matrix \( A \) in \( U \) such that \( \lambda_1(A) = \ldots = \lambda_r(A) \). Assume to the contrary that such nonzero \( A \) exists. As \( \text{tr} A = 0 \) we must have that \( \lambda_1(A) > 0 \). Consider the matrix \( B = \lambda_1(A)I_n - A \). So rank \( B \leq n - r \). On the other hand the \((n - r + 1) \times (n - r + 1)\) submatrix based on the first \( n - r + 1 \) rows and columns if \( \lambda_1(A)I_{n-r+1} \). So rank \( B \geq n - r + 1 \) which contradicts the previous observation on the rank of \( B \).

The proof of the theorem for \( \mathbb{F} = \mathbb{C} \) is similar, and is left as a Problem 1. \( \Box \)

Denote

\[
(4.16.4) \quad f(r, \mathbb{R}) := \frac{r(r + 1)}{2}, \quad f(r, \mathbb{C}) = r^2.
\]

**Theorem 4.16.3** Let \( \mathbf{V} \) be an IPS over \( \mathbb{F} = \mathbb{R}, \mathbb{C} \) of dimension \( n \geq 2 \). Assume that \( r \in [n - 1] \). Let \( \mathbf{W} \) be a subspace of \( \mathbf{S}(\mathbf{V}) \). Assume that \( \mathbf{W} \) has the following property: If \( x_1, \ldots, x_r \in \mathbf{V} \) satisfy the equalities

\[
(4.16.5) \quad \sum_{i=1}^{r} \langle Ax_i, x_i \rangle = 0 \quad \text{for all} \quad A \in \mathbf{W}
\]
then $x_1 = \ldots = x_r = 0$. Suppose that

$$\dim W < f(r + 1, F) - \left\lfloor \frac{r + 1}{n} \right\rfloor.$$  

Then $W$ contains a positive definite operator.

To prove the theorem we need the following results. Observe first that $S(V)$ is a real vector space of dimension $f(\dim V, F)$. $S(V)$ has a natural inner product $\langle S, T \rangle = \text{tr}(ST)$. Furthermore, any linear functional $\phi : S(V) \to \mathbb{R}$ is of the form $\phi(X) = \text{tr}(XF)$ for some $F \in S(V)$. See Problem 4.9.2. For a subspace $W \subset S(V)$ denote by $W^\perp \subset S(V)$ the orthogonal complement of $W$. Recall that $S_+(V)$ and $S_+(V)^o$ are the closed cone of nonnegative definite operators and the positive definite operators respectively in $S(V)$.

**Lemma 4.16.4** Let $W$ be a nontrivial subspace of $S(V)$. Then

$$W \cap S_+(V) = \{0\} \iff W^\perp \cap S_+(V)^o \neq \emptyset.$$  

**Proof.** Suppose that the right-hand side of (4.16.7) holds. Problem 4.9.2 implies the left-hand side of (4.16.7).

Assume now that the left-hand side of (4.16.7) holds. Let $S_{+,1}(V)$ be the set of all nonnegative definite operators with trace one. Clearly, $S_{+,1}(V)$ is a compact convex set. The left-hand of (4.16.7) is equivalent to $W \cap S_{+,1}(V) = \emptyset$. Since $W$ is a closed convex set, there is a linear functional $\phi : S(V) \to \mathbb{R}$ which separates $W$ and $S_{+,1}(V)$ [Roc70]. That is, there exists $a \in \mathbb{R}$ such that $\phi(X) \leq a$ for each $X \in W$ and $\phi(S) > a$ for each $S \in S_{+,1}(V)$. Since $W$ is a nontrivial subspace, it follows that $\phi$ vanishes on $W$. So $a \geq 0$. Assume that $\phi(X) = \text{tr}XT$ for all $X \in S(V)$. So $\text{tr} X T > 0$ for each $S \in S_{+,1}(V)$. Problem 4.9.3 yields that $T \in S_+(V)^o$. As $\text{tr} X T = 0$ for $X \in W$ we deduce that $T \in W^\perp$.  

**Proof of Theorem (4.16.3)** Let $U = W^\perp$. According to Lemma (4.16.4) one needs to show that $U \cap S_+(V) = \{0\}$. Assume to the contrary that $U \cap S_+(V)$ contains a nonzero nonnegative definite $S$. Let $T$ be a nonzero nonnegative matrix in $U$ with a minimal rank $m$. The assumption that the condition (4.16.5) yields that $x_1 = \ldots = x_r = 0$ implies that $m > r$. Observe that

$$\dim U > f(n, F) - f(r + 1, F) + \left\lfloor \frac{r + 1}{n} \right\rfloor = \kappa(n - r, n, F) + \left\lfloor \frac{r + 1}{n} \right\rfloor.$$  

Assume first that $m = n$. So $T = P^2$ for some positive definite $P$. Let $U_1 \subset U$ be a subspace of codimension one such that $P \not\in U_1$. Clearly,
dim $U_1 \geq \kappa(n-r, n, F) + [\frac{r+1}{n}] \geq 1$ for $r \in [n-1]$. (Note that for $r = n-1$ one has $\kappa(1, n, F) = 0, [\frac{r+1}{n}] = 1$.) Consider the subspaces $U'_1 := P^{-1}U_1 P^{-1} \subset U' := P^{-1}UP^{-1} \subset S(V)$. So $I \in U'$ and $I \not\in U'_1$. Suppose first that $r \leq n-2$, i.e. $n-r \in [n-1] \setminus \{1\}$. Since dim $U'_1 \geq \kappa(n-r)$, Theorem (4.16.2) yields the existence of a nonzero $A \in U'_1$ such that $\lambda_1 = \ldots = \lambda_{n-r}(A)$. Hence $B := \lambda_1(A)I - A$ is a nonzero nonnegative definite operator at most of rank $r$.

Suppose now that $r = n-1$. Then $U'_1$ contains a nonzero matrix $A$. So $B := \lambda_1(A)I - A$ a nonzero nonnegative definite operator of rank $r = n-1$ at most. Therefore $PBP$ is a nonzero nonnegative definite operator of at most rank $r$ in $U$. This contradicts the minimality of the rank of $T$.

It is left to consider the case where rank $T = m < n$. For $r = n-1$ such $T$ does not exists. Hence $U \cap S_1(V) = \{0\}$ as claimed.

Assume now that $r \in [n-2]$. Suppose furthermore that $S(V)$ is either $S(n, R)$ or $H_n$. By considering the subspace $P^{-1}U P^{-1}$ we may assume without loss of generality that $T = A_1 = \text{diag}(I_m, 0)$. Let $A_1, \ldots, A_d$ be a basis of $U$. So $d \geq \kappa(n-r, n, F) + 1$ Partition $A_j = [A_{j,1} A_{j,2}]$, where each $A_{j,1}$ is $n \times m$ matrix. We claim that $A_{2,2}, \ldots, A_{2,d}$ are linearly dependent over $R$. Assume that $\sum_{j=2}^m a_j A_{j,2} = 0$. The number of variables $a_2, \ldots, a_d$ is at least $\kappa(n-r, n, F)$. The number of real equations is $f(n, F) - f(m, F) = \kappa(n - m + 1, F)$. Thus, if $m > r + 1$ we have always a nontrivial solution in $a_2, \ldots, a_d$.

So assume to the contrary that $m = r + 1, d = \kappa(n-r) + 1$ and $A_{2,2}, \ldots, A_{2,d}$ are linearly independent. Partition each $A_{j,2} = \begin{bmatrix} E_{j,2} \\ F_{j,2} \end{bmatrix}$ for $j = 2, \ldots, d$. Hence span $(A_{2,2}, \ldots, A_d)$ contains a block diagonal matrix $\text{diag}(C, F)$, where $F$ is an arbitrary diagonal matrix. In particular $A = \text{diag}(C, I_{n-r-1}) \in U$. Hence $a_1 A_1 + A$ is positive definite for $a_1 \gg 1$. This fact contradicts our assumption that $U$ does not contain a positive definite matrix. Hence $A_{2,2}, \ldots, A_{2,d}$ are linearly dependent over $R$. So there exists a nonzero matrix in span $(A_{2,2}, \ldots, A_d)$ of the form $A = \text{diag}(F, 0)$. As $A_1$ and $A$ are linearly independent it follows that $F \neq \lambda_1(F)I_m$. Hence $\lambda_1(F)A_1 - A$ is a nonzero nonnegative definite matrix of rank at most $m-1$. This contradicts the minimality of the rank of $T$. \hfill \Box

### Problems

1. Prove Theorem 4.16.2 for $F = \mathbb{C}$.

2. (Calabi’s theorem.) Let $S_1, S_2 \in S(n, R)$. Assume that if $x \in \mathbb{R}^n$ satisfies $x^T S_1 x = x^T S_2 x = 0$ then $x = 0$. 

4.17. RELLICH’S THEOREM

(a) Show that if $n \geq 3$ then there exists $a_1, a_2 \in \mathbb{R}$ such that $a_1 S_1 + a_2 S_2$ is positive definite.

(b) Assume that $n = 2$. Give an example of $S_1, S_2 \in S(2, \mathbb{R})$ satisfying the above conditions, such that $\text{span} (S_1, S_2) \cap S_+(2, \mathbb{R}) = \{0\}$.

3. Show that Theorem (4.16.3) implies Theorem (4.16.2).

4.17 Rellich’s theorem

Definition 4.17.1

1. For $S \subset \mathbb{C}$ denote $\bar{S} := \{z, \bar{z} \in S\}$.

2. A domain $\Omega \subset \mathbb{C}$ is called $\mathbb{R}$-symmetric if $\bar{\Omega} = \Omega$.

3. Assume that a domain $\Omega \subset \mathbb{C}$ is $\mathbb{R}$-symmetric. Let $A(z), U(z) \in H(\Omega)^{n \times n}$. Then $A(z)$ and $U(z)$ are called hermitian and unitary analytic respectively if

\[(4.17.1) \quad A(z) = A(\bar{z})^*, \quad U(z)^{-1} = U(\bar{z})^*, \quad \text{for all } z \in \Omega.\]

Theorem 4.17.2 (Rellich’s theorem) Let $\Omega$ be an $\mathbb{R}$-symmetric domain. Assume that $A \in H(\Omega)^{n \times n}$ is hermitian analytic in $\Omega$. Suppose that $J$ is a real open interval in $\Omega$. Then there exists an $\mathbb{R}$-symmetric domain $\Omega_1$, where $J \subset \Omega_1 \subseteq \Omega$, such that the following properties hold:

1. The characteristic polynomial of $A(z)$ splits in $H(\Omega_1)$. That is, $\det (\alpha I_n - A(z)) = \prod_{i=1}^{n}(\alpha - \alpha_i(z))$, where $\alpha_1(z), \ldots, \alpha_n(z) \in H(\Omega_1)$.

2. There exists a unitary analytic $U \in H(\Omega_1)^{n \times n}$ such that $A(z) = U(z) \text{diag}(\alpha_1(z), \ldots, \alpha_n(z))U(\bar{z})^*$.

To prove the above theorem we start with the following result.

Lemma 4.17.3 Let $\Omega \subset \mathbb{C}$ be an $\mathbb{R}$-symmetric domain. Assume that $A \in H(\Omega)^{n \times n}$ is hermitian analytic in $\Omega$. Let $C(p_1, \ldots, p_k) \in H(\Omega)^{n \times n}$ be the rational canonical form of $A$ over the field of rational functions $\mathcal{M}(\Omega)$. $p_1(\alpha, z), \ldots, p_k(\alpha, z) \in H(\Omega)[\alpha]$ are nontrivial invariant polynomials of $\alpha I_n - A(z)$, monic in $\alpha$, such that $p_j|p_{j+1}$ for $j = 1, \ldots, k-1$ and $\prod_{j=1}^{k} p_k(\alpha, z) = \det (\alpha I_n - A(z))$. Then there exists a nonzero analytic function $f \in H(\Omega)$ such that the following conditions hold:
1. Denote by \( Z(f) \) the zero set of \( f \) in \( \Omega \). (So \( Z(f) \) is a countable set whose accumulation points are on the boundary of \( \Omega \).)

2. Let \( \Omega_2 := \Omega \setminus Z(f) \). Then \( A \) is similar to \( C(p_1, \ldots, p_k) \) over \( H(\Omega_2) \).

3. For each \( \zeta \in \Omega_2 \) the polynomial \( p_k(\alpha, \zeta) \) has simple roots.

4. For each \( \zeta \in \Omega_2 \) the matrix \( A(\zeta) \) is diagonalizable.

**Proof.** Theorem 2.3.6 yields that \( C(p_1, \ldots, p_k) \in H(\Omega)^{n \times n} \). As \( A \) is similar to \( C(p_1, \ldots, p_k) \) over \( M(\Omega) \) it follows that \( A = XC(p_1, \ldots, p_k)X^{-1} \) for some \( X \in GL(n, M(\Omega)) \). Let \( g \) be the product of the denominators of the entries of \( X \). Then \( Y := gX \in H(\Omega)^{n \times n} \cap GL(n, M(\Omega)) \) and \( A = YC(p_1, \ldots, p_k)Y^{-1} \). Let \( f_1 := det Y \). Then \( Z(f_1) \) is a countable set in \( \Omega \) whose accumulation points are on the boundary of \( \Omega \). So for each \( \zeta \in \Omega_3 := \Omega \setminus Z(f_1) \) \( A(\zeta) \) is similar to \( C(p_1, \ldots, p_k)(\zeta) \). Let \( f_2 \in H(\Omega) \) be the discriminant of \( p_k(\alpha, z) \). We claim that \( f_2 \) is not identically zero. Assume to the contrary that \( f_2 = 0 \). Then for each \( \zeta \in \Omega \) the polynomial \( p_k(\alpha, \zeta) \) has a multiple root. Hence \( C(p_k)(\zeta) \) and \( C(p_1, \ldots, p_k)(\zeta) \) are not diagonalizable. Since \( \Omega \) is \( \mathbb{R} \)-symmetric it contains a real open interval \( J \). (See Problem 3.4.17.2.) Clearly, \( J \setminus Z(f_1) \) is a countable union of open intervals. Let \( \zeta \in J \setminus Z(f_1) \). As \( A(\zeta) \) is a hermitian matrix, \( A(\zeta) \) is diagonalizable. This contradicts our results that \( A(\zeta) \) is similar to \( C(p_1, \ldots, p_k)(\zeta) \), which is not diagonalizable. Hence \( f_2 \neq 0 \). Let \( f = f_1f_2 \) and \( \Omega_2 := \Omega \setminus Z(f) \subseteq \Omega_3 \). Let \( \zeta \in \Omega_2 \). Then the polynomial \( p_k(\alpha, \zeta) \) has simple roots. Hence each \( p_j(\alpha, \zeta) \) has simple roots. Therefore \( C(p_1, \ldots, p_k)(\zeta) \) is similar to a diagonal matrix, which implies that \( A(\zeta) \) is similar to a diagonal matrix. \( \square \)

**Proof of Theorem 4.17.2** We first show that for \( \zeta \in J \) the characteristic polynomial of \( A(z) \) viewed as a matrix in \( H(\Omega)^{n \times n} \) splits in \( H_\zeta \). Since each \( p_j \) divides \( p_k \), it is enough to show that \( p_k(\alpha, z) \) splits in \( H_\zeta \). Assume that the degree of \( p_k(\alpha, z) \) with respect to \( \alpha \) is \( m \). Let \( Z(f) \) and \( \Omega_2 \) be defined as Lemma 4.17.3. So \( J \cap Z(f) \) consists of a countable number of points who can accumulate only to the end points of \( J \). Furthermore, \( J \cap \Omega_2 = J \setminus Z(f) \) consists of a countable number of intervals. Assume that \( \zeta \in J \setminus Z(f) \). Since all the roots of \( p_k(\alpha, \zeta) \) are distinct, the implicit function theorem yields that \( p_k(\alpha, z) \) splits in \( H_\zeta \). It is left to consider the case when \( \zeta \in J \cap Z(f) \). So \( p_k(\alpha, z) \) has \( m \) simple roots in some punctured disk \( 0 < |z - \zeta| < r \). As \( p_k(\alpha, z) \in H_\zeta[\alpha] \) is a monic polynomial in \( \alpha \) of degree \( m \), each root \( \beta_j(z) \) satisfying \( p_k(\beta_j(z), z) = 0 \) is a multivalued function in \( 0 < |z - \zeta| < r \). That is, when we take one branch \( \beta_j(z) \) on a closed circle \( z(\theta) = \zeta + r_1e^{i\theta - \pi/2}, r_1 \in (0, r) \) for \( \theta \in [0, 2\pi] \) then \( \beta_j(\zeta + r_1e^{i\theta - \pi/2}) \) may give another branch \( \beta_j(\zeta + r_1) \). Theorem 1.8.4 claims that if we replace \( z - \zeta \)
by $w^*$ then each $\beta_j(w^*)$ is locally analytic in $w$. Since $A(\xi)$ is a hermitian matrix for each $\xi \in \mathbb{R}$ it follows that all the eigenvalues of $A(\xi)$ are real. So $\beta_j(w^*)$ is real value for $w \geq 0$. Hence the Taylor coefficients of each $\beta_j(w^*)$ are real. Equivalently, $\beta_j(z)$ has the Puiseux expansion

$$
\beta_j(z) = \sum_{l=0}^{\infty} \beta_{j,l}(z - \xi)^{\frac{l}{2}},
$$

where $\beta_{j,l} \in \mathbb{R}$, $l = 0, \ldots, j = 1, \ldots, d$. By considering the branch $\beta_j(z)$ on a closed circle $z = \xi + r e^{\theta + \pi i}$ for $\theta \in [0,2\pi]$ we get the the Puiseux expansion of $\beta_{j'}(z)$:

$$
\beta_{j'}(z) = \sum_{l=0}^{\infty} \beta_{j,l} e^{\frac{2\pi l}{r}} (z - \xi)^{\frac{l}{2}}.
$$

Hence each coefficient $\beta_{j,l} e^{\frac{2\pi l}{r}}$ is real. Therefore $\beta_{j,l} = 0$ if $s$ does not divide $l$. Thus we showed that the Puiseux expansion of each $\beta_j(z)$ is a Taylor expansion. This shows that $p_k(\alpha, z)$ splits in $H_\xi$.

For each $\zeta \in J$ let $r(\zeta) > 0$ be the largest $r$ such that the disk $|z - \zeta| < r(\zeta)$ is contained in $\Omega$ and each $\beta_j(z)$ is analytic in this disk. Let $\Omega_1 = \bigcup_{\zeta \in J} \{ z \mid |z - \zeta| < r(\zeta) \}$. So $\Omega_1$ is a simply connected $\mathbb{R}$-symmetric domain contained in $\Omega$. Hence each $\beta_j(z)$ is analytic in $\Omega_1$. This proves part (1) of the theorem for $\Omega_1'$.

Since $p_{j-1} p_j$ for $j = 1, \ldots, k - 1$ it follows that $\beta_1(z), \ldots, \beta_m(z) \in H(\Omega_1')$ are the distinct roots of the characteristic polynomial of $A(z)$. So

$$
p_k(\alpha, z) = \prod_{i=1}^{m} (\alpha - \beta_i(z)), \quad \det (\alpha I_n - A(z)) = \prod_{i=1}^{m} (\alpha - \beta_i(z))^{n_i},
$$

where $n_j \in \mathbb{N}$, $j = 1, \ldots, m$, $n_1 + \ldots + n_m = n$. Hence for each $\zeta \in \Omega_1' \setminus Z(f)$ the multiplicity of the eigenvalue $\beta_j(\zeta)$ is exactly $n_j$.

Since $\Omega_1'$ is EDD domain it follows that the null space of $A - \beta_j I_n$ has a basis consisting of $n_j' = \text{nul} (A - \beta_j I_n)$. Clearly, $n_j'$ is also the nullity of $A - \beta_j I_n$ in $\Omega_1' \setminus Z(f)$. Hence $n_j' = n_j$ for $j = 1, \ldots, m$.

Assume that $1 \leq j < l \leq m$. Suppose that $u \in \text{nul} (A - \beta_j I_n), v \in \text{nul} (A - \beta_l I_n)$. We claim that $h(z) := u(z)^* v(z) \in H(\Omega_1')$ is identically zero in $\Omega_1'$. Indeed, let $\zeta \in J \setminus Z(f)$. As $u(\zeta)$ and $v(\zeta)$ are eigenvectors of $A(\zeta)$ corresponding to two different eigenvalues it follows that $h(\zeta) = 0$. Since $Z(f)$ is countable set, the continuity of $h(z)$ yields that $h(z)$ is zero on $J$. Hence $h$ is identically zero in $\Omega_1'$.

We now show that we can choose an orthogonal basis in each $\text{nul} (A - \mu_j I_n)$. Let $u_{1,j}, \ldots, u_{n_j,j}$ be a basis in $\text{nul} (A - \mu_j I_n) \subset H(\Omega_1')$. Hence
and $A_u$ belong to $R_u$. Hence $\{ v, v \in \ker (A - \mu_j I_n), u_{*,j}^*v = 0 \}$ is a subspace of $\ker (A - \mu_j I_n)$ of dimension $n_j - 1$. Continuing this process we obtain an orthogonal basis of each $\ker (A - \mu_j I_n)$. That is, we can assume that $u_{1,j}, \ldots, u_{n_j,j}$ is a basis in $\ker (A - \mu_j I_n)$ satisfying $u_{*,j}^*u_{*,j} = 0$ for $i \neq j$. In view of the orthogonality conditions of $\ker (A - \mu_j I_n)$ and $\ker (A - \mu_l I_n)$ for $j \neq l$ we conclude that we obtained an orthogonal basis $v_1, \ldots, v_n$ of $H(\Omega_1)^n$ which consists of eigenvectors of $A$. That is, $v_i^*v_i = 0$ for $i \neq q$. Let $g_i := v_i^*v_i \in H(\Omega_1)$ for $i = 1, \ldots, n$. The arguments above imply that $g_i(\zeta) > 0$ for each $\zeta \in J$. Let $r'(\zeta)$ be the maximal $r$ such that each $g_i(z) \neq 0$ in the disk $|z - \zeta| < r$ contained in $\Omega_1$. Define $\Omega_1 := \cup_{\zeta \in J} z, |z - \zeta| < r'(\zeta)$. So $\Omega_1$ is a simply connected $\mathbb{R}$-symmetric domain in $\mathbb{C}$. Let $\sqrt{g_i} \in H(\Omega_1)$ be the unique square root of $g_i$ which is positive on $J$. Define $w_i := \frac{1}{\sqrt{g_i}}v_i \in H(\Omega_1)^n$ for $i = 1, \ldots, n$. Let $U := [w_1 \ldots w_n] \in H(\Omega_1)^{n \times n}$. Then $U$ is unitary analytic and $A = U \text{diag}(\alpha_1, \ldots, \alpha_n)U^*$ in $\Omega_1$. \hfill $\square$

**Problems**

1. Let $\Omega \subset \mathbb{C}$ be a domain. Assume that $J \subset \mathbb{R}$ is an interval contained in $\Omega$. Show that there exists an $\mathbb{R}$-symmetric domain $\Omega_1$ such that $J \subset \Omega_1 \subset \Omega$.

2. Assume that $\Omega \subset \mathbb{C}$ is an $\mathbb{R}$-symmetric domain and $A(z), U(z) \in H(\Omega)^{n \times n}$.

   (a) For each $z \in \Omega$ let $A_1(z) := A(z)^*, U_1(z) := U(z)^*$. Show that $A_1, U_1 \in H(\Omega)^{n \times n}$.

   (b) Show that $\Omega$ contains an open interval $J \subset \mathbb{R}$.

   (c) Assume that $x_0 \in \mathbb{R} \cap \Omega$. Let

   $$(4.17.5) \quad A(z) = \sum_{j=0}^{\infty} (z - x_0)^j A_j, \quad U(z) = \sum_{j=0}^{\infty} (z - x_0)^j U_j.$$ 

   Show that $A(z), U(z)$ are hermitian and unitary analytic respectively if and only if the following conditions hold:

   $$(4.17.6) \quad A_j^* = A_j, \quad \sum_{k=0}^{j} U_k U_{j-k}^* = \delta_{0j} I_n, \quad j = 0, \ldots.$$ 

   **Hint:** To show that the above equalities imply that $A(z), U(z)$ are hermitian and unitary analytic, use the analytic continuation principle for $A(z) - A_1(z)$ and $U(z)U_1(z) - I_n$ respectively in $\Omega$. 

4.18 Hermitian pencils

**Definition 4.18.1** $A(z) := A_0 + zA_1$ is called a hermitian pencil if $A_0$ and $A_1$ are hermitian matrices of the same order.

In this section we assume that $A_0, A_1$ are hermitian matrices of order $n$. Observe that the pencil $A(z) = A_0 + zA_1$ is hermitian analytic in $\mathbb{C}$, i.e. $A(z)^* = A(z)$ for $z \in \mathbb{C}$. The precise version of Lemma 4.17.3 and Theorem 4.17.2 for $A(z)$ is as follows:

**Theorem 4.18.2** Let $A(z) = A_0 + zA_1 \in \mathbb{C}[z]^{n \times n}$ be a hermitian pencil. Then $C(p_1, \ldots, p_k) \in \mathbb{C}[z]^{n \times n}$ is the rational canonical form of $A(z)$ over $\mathbb{C}(z)$. $p_1(\alpha, z), \ldots, p_k(\alpha, z) \in \mathbb{C}[z][\alpha]$ are the nontrivial invariant polynomials of $\alpha I_n - A(z)$, monic in $\alpha$, such that $p_j|p_{j+1}$ for $j = 1, \ldots, k-1$ and $\prod_{j=1}^k p_k(\alpha, z) = \det (\alpha I_n - A(z))$. Furthermore, the following conditions hold:

1. $p_j(\alpha, z) = \alpha^{m_j} + \sum_{i=1}^{m_j} p_{j,i}(z)\alpha^{m_j-i}$, where $\deg p_{j,i}(z) \leq i$ for $i = 1, \ldots, m_j$ and $j = 1, \ldots, k$.

2. The discriminant of $p_k(\alpha, z)$ with respect to $\alpha$ is a nonzero polynomial $D(p_k)(z)$ of degree $m(m-1)$ at most, where $m = m_k$.

3. Let $Z(D(p_k)) \subset \mathbb{C}$ be the zero set of $D(p_k)$. Then for each $\zeta \in \mathbb{C} \setminus Z(D(p_k))$ $A(\zeta)$ is similar to a diagonal matrix.

4. The roots of $p_k(\alpha, z) = 0$, $\beta_1(z), \ldots, \beta_m(z)$, are finite multivalued analytic functions in $\mathbb{C} \setminus D(p_k)$. The set $\{\beta_1(z), \ldots, \beta_m(z)\}$ is the spectrum of $A(z)$ for $z \in \mathbb{C} \setminus D(p_k)$. Furthermore, the following conditions are satisfied:

(a) Let $\zeta \in D(p_k)$. Then each $\beta_j(z)$ has Puiseux expansion (4.17.2) in a disk $D(\zeta, r(\zeta)) := \{z \in \mathbb{C}, 0 < |z - \zeta| < r(\zeta)\}$, where $r(\zeta)$ is the biggest $r$ such that $\{z, 0 < |z - \zeta| < r\} \cap D(p_k) = \emptyset$. A closed circle $z(\theta) := \zeta + r_1 e^{\theta i}, r_1 \in (0, r(\zeta))$ for $\theta \in [0, 2\pi]$ in $D(\zeta, r(\zeta))$ induces a permutation $\sigma(\zeta) : [m] \to [m]$. That is, $\beta_j(z(2\pi)) = \beta_{\sigma(\zeta)(j)}(\zeta + r_1)$ for $j = 1, \ldots, m$. Each cycle of this permutation of length $q$ consists of $q$ branches of eigenvalues $\beta_1(z), \ldots, \beta_m(z)$, which are cyclically permuted by $\sigma(\zeta)$ after completing one closed circle $z(\theta)$.

(b) Each eigenvalue $\beta_j(z)$ has a fixed multiplicity $n_j$ in $\mathbb{C} \setminus D(p_k)$ for $j = 1, \ldots, m$. The multiplicities of each $\beta_j(z)$ are invariant under the action of $\sigma(\zeta)$ for $\zeta \in D(p_k)$. That is (4.17.4) holds.
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(c) For each $\zeta \in D(p_k)$ the polynomial $p_k(\alpha, \zeta)$ has at least one multiple root. That is, there exists $1 \leq i < j \leq m$ such that $\beta_i(\zeta) = \beta_j(\zeta)$.

5. There exists a simply connected $\mathbb{R}$-symmetric domain $\Omega_1 \subset \mathbb{C}$ containing the real line $\mathbb{R}$ such that $\beta_1(z), \ldots, \beta_m(z)$, are analytic functions in $\Omega_1$. Furthermore $x_1, \ldots, x_n \in H(\Omega_1)^n$ are the corresponding normalized eigenfunctions:

$$A(z)x_i(z) = \alpha_i(z)x_i(z), \ x_i(z)^*x_j(z) = \delta_{ij}, \ i, j = 1, \ldots, n, \ z \in \Omega_1,$$

where $\alpha_1, \ldots, \alpha_n \in H(\Omega_1)$ are the $n$ eigenvalues of $A(z)$ for $z \in \Omega_1$.

6. TFAE

(a) $A_0A_1 = A_1A_0$.
(b) There exists an orthonormal basis $x_1, \ldots, x_n$ in $\mathbb{C}^n$ such that

$$A_1x_j = a_{i,j}x_i, \ j = 1, \ldots, n, \ i = 0, 1.$$

(c) For each $\zeta$ in $\mathbb{C}$ $A(\zeta)$ is diagonalizable.
(d) $A(z)$ has property $L$.

**Proof.** Consider the homogeneous pencil $A(z, w) = wA_0 + zA_1 \in \mathbb{C}[z, w]$. Clearly, each minor of the matrix $\alpha I_n - A(z, w)$ of order $l$ is a homogeneous polynomial in $\alpha, z, w$ of total degree $l$. Hence the nontrivial invariant polynomials of $\alpha I_n - A(z, w)$ over the field $\mathbb{C}(z, w)$ are homogeneous polynomials $p_j(\alpha, z, w), j = 1, \ldots, k$, which are monic in $\alpha$ and of total degrees $m_1, \ldots, m_k$ respectively. So $p_{j-1}p_j$ for $j = 1, \ldots, k - 1$. Furthermore, $\prod_{j=1}^{k} p_j = \det (\alpha I_n - A(z, w))$. Clearly, $p_j(\alpha, z, w) = \alpha^{m_j} + \sum_{i=1}^{m_j} \tilde{p}_{j,i}(z, w)\alpha^{m_i-1}$ and deg $\tilde{p}_{j,i} = m_j - i$ for $i = 1, \ldots, m_j$ and $j = 1, \ldots, k$. Let $p_j(\alpha, z) := \tilde{p}_j(\alpha, z, 1)$ for $j = 1, \ldots, k$. Then $p_1(\alpha, z), \ldots, p_k(\alpha, z)$ are the nontrivial invariant polynomials of $\alpha I_n - A(z)$ over $\mathbb{C}(z)$. Furthermore, $\prod_{j=1}^{k} p_j = \det (\alpha I_n - A(z))$.

1. Clearly, $p_{j,i}(z) = \tilde{p}_{j,i}(z, 1)$. Hence deg $p_{j,i} \leq m_j - i$ for $i = 1, \ldots, m_j$ and $j = 1, \ldots, k$.

2. Let $D(\tilde{p}_k)(z, w)$ be the discriminant of $\tilde{p}_k(\alpha, z, w)$ with respect to $\alpha$. Then $D(p_k)(z) = D(\tilde{p}_k)(z, 1)$. The proof of Lemma 4.17.3 yields that $D(p_k)(z)$ is a nonzero polynomial. Hence $D(\tilde{p}_k)(z, w)$ is a nonzero homogeneous polynomial of total degree $m(m - 1)$. Thus $D(p_k)(z)$ is of degree at most $m(m - 1)$.

3. This claim follows from the proof of Lemma 4.17.3.
4. This claim follows from the proof of Lemma 4.17.3.
(a) The Puiseux expansion (4.17.2) follows from Theorem 1.8.4. Let 
\[ z(\theta) := \zeta + r_1 e^{\theta \sqrt{-1}}, r_1 \in (0, r(\zeta)) \] 
for \( \theta \in [0, 2\pi] \) be a closed circle in \( D(\zeta, r(\zeta)) \). Then this closed circle induces the following permutation \( \sigma(\zeta) : [n] \to [n] \). Namely, the Puiseux expansion of \( \alpha_{\pi(\zeta)}(j) \) is given by (4.17.3). Clearly, the cycle \( \sigma(\zeta)^{l-1}(j) \mapsto \sigma(\zeta)^l(j) \) for \( j = 1, \ldots, s \) gives all branches of \( \alpha_j(z) \) in \( D(\zeta, r(\zeta)) \).

(b) (4.17.4) implies that the multiplicity of \( \beta_j(z) \) is \( n_j \) for \( z \in \mathbb{C} \setminus Z(D(p_k)) \). The action of \( \sigma(\zeta) \) for \( \zeta \in Z(D(p_k)) \) yields that \( n_{\sigma(\zeta)(j)} = n_j \).

(c) Since \( p_k(\alpha, z) \) is a monic polynomial with respect to \( \alpha \), \( p_k(\alpha, \zeta) \) has a multiple root if and only if \( \zeta \in Z(D(p_k)) \).

5. This claim follows from Rellich’s theorem 4.17.2.
6. The equivalence of (a) and (b) follows from Problem 1.

The implication (b) and (c) is trivial.

Theorem 3.12.4 yields the implication (c) and (d).

Assume that (d) holds. So \( \alpha_j(z) = a_{0,j} + a_{1,j}z \) for \( j = 1, \ldots, n \). Thus \( a_{i,1}, \ldots, a_{i,n} \) are the \( n \) eigenvalues of \( A_i \) for \( i = 0, 1 \). Without loss of generality we can assume that \( a_{1,1} \geq \cdots \geq a_{1,n} \). We show that \( A_0, A_1 \) commute by induction on \( n \). Clearly, for \( n = 1 \) \( A_0, A_1 \) commute. Suppose this claim is true for each \( n < N \). Assume that \( n = N \).

Suppose first that \( a_{1,1} = \cdots = a_{1,n} \). Then \( A_1 = a_{1,1}I_n \) and \( A_0, A_1 \) commute. Suppose now that \( a_{1,1} = \cdots a_{1,q} > a_{1,q+1} \) for some \( q \in [n-1] \). Assume that

(4.18.3) \( \lambda_1(t) \geq \cdots \geq \lambda_n(t) \) are eigenvalues of \( A(t) \), \( t \in \mathbb{R} \).

Clearly, there exists \( t_0 > 0 \) such that \( \lambda_j(t) = a_{0,j} + a_{1,j}t \) for \( t \geq t_0 \) and \( j = 1, \ldots, q \). Choose \( t > t_0 \). Let \( x_1, \ldots, x_q \) be the orthonormal eigenvectors of \( A(t) \) corresponding \( \lambda_1(t), \ldots, \lambda_q(t) \) respectively. Hence

\[
\sum_{j=1}^{q} (a_{0,j} + a_{1,j}t) \sum_{j=1}^{q} \lambda_j(t) = \\
\sum_{j=1}^{t} x_j^* A(t)x_j = \sum_{j=1}^{q} x_j^* A(t_0)x_j + \sum_{j=1}^{q} x_j^* (t - t_0)A_1x_j
\]

Theorem 4.4.9 yields:

\[
\sum_{j=1}^{t} x_j^* A(t_0)x_j \leq \sum_{j=1}^{q} \lambda_j(t_0), \quad \sum_{j=1}^{t} x_j^* (t - t_0)A_1x_j \leq \sum_{j=1}^{q} \lambda_j((t - t_0)A_1).
\]

Recall that

\[
\sum_{j=1}^{q} \lambda_j(t_0) = \sum_{j=1}^{q} (a_{0,j} + a_{1,j}t_0), \quad \sum_{j=1}^{q} \lambda_j((t - t_0)A_1) = (t - t_0) \sum_{j=1}^{q} a_{1,j}.
\]
Hence in the above two inequalities we have equalities. Let 
\( U = \text{span} \left( x_1, \ldots, x_q \right) \). The equality case in Theorem 4.4.9 yields that 
\( U \) is spanned by the \( q \) eigenvectors of \( A(t_0) \) and \( A_1 \) corresponding to 
\( \lambda_1(t_0), \ldots, \lambda_q(t_0) \) and \( A_1 \) respectively. In particular \( U \) is a common 
invariant subspace of \( A(t_0) \) and \( A_1 \), hence \( U \) is an invariant subspace of \( A_0 \) and 
\( A_1 \). Therefore \( U^\perp \) is a common invariant subspace of \( A_0 \) and \( A_1 \). So the restrictions of \( A(z) \) to \( U \) and \( U^\perp \) are hermitian pencils which have 
property \( L \). The induction assumption yields that the restrictions of \( A_0, A_1 \) to 
\( U, U^\perp \) commute. Hence \( A_0, A_1 \) commute. \( \square \)

**Definition 4.18.3** Let \( A(z) \) be a hermitian pencil. Assume that \( \zeta \in \mathbb{C} \).

1. \( \zeta \) is called a crossing point of the pencil \( A(z) \) if \( \beta_i(\zeta) = \beta_j(\zeta) \) for 
   \( i \neq j \).

2. \( \zeta \) is called a regular point of \( \beta_i(z) \) if \( \beta_i(z) \in H_\zeta \). (See Problem 3.)

3. \( \zeta \) is called a resonance point of \( A(z) \) if \( A(\zeta) \) is not diagonable.

Theorem (4.18.2) yields:

**Corollary 4.18.4** Let \( A(z) = A_0 + zA_1 \in \mathbb{C}^{n \times n} \) be a hermitian pencil. Then

1. \( \zeta \) is a crossing point if and only if \( \zeta \in Z(D(p_k)) \).

2. The number of crossing points is at most \( n(n - 1) \).

3. Every resonance point of \( A(z) \) is a crossing point.

4. \( A(z) \) has a resonance point if and only if \( A_0A_1 \neq A_1A_0 \).

5. Assume that \( A_0A_1 \neq A_1A_0 \). Then there exists 2q distinct points 
   \( \zeta_1, \bar{\zeta}_1, \ldots, \zeta_q, \bar{\zeta}_q \in \mathbb{C} \setminus \mathbb{R} \), where \( 1 \leq q \leq n(n-1) \), such that \( A(z) \) is not 
   diagonable if and only if \( z \in \{ \zeta_1, \bar{\zeta}_1, \ldots, \zeta_q, \bar{\zeta}_q \} \).

Let \( A(z) = A_1 + zA_1 \) be a hermitian pencil. Rellich’s theorem yields 
that the eigenvalues and orthonormal eigenvectors of \( A(z) \) can be chosen 
to be analytic on the real line. That is, (4.18.1) holds. Fix \( t \in \mathbb{R} \). Expand 
each \( \alpha_j(z), x_j(z) \) in Taylor series at \( t \):

\[
(4.18.4) \quad \alpha_j(z) = \sum_{l=0}^{\infty} \alpha_{j,l} (z-t)^l, \quad x_j(z) = \sum_{l=0}^{\infty} (z-t)^l x_{j,l}.
\]
The orthonormality conditions in (4.18.1) yield:

\[(4.18.5) \quad x_{j,0}^*x_{r,0} = \delta_{jr}, \quad \sum_{l=0}^{s} x_{j,l}^*x_{r,s-l} = 0, \quad j, r \in [n], \quad q \in \mathbb{N}.\]

The eigenvalue condition \(A(z)x_j(z) = \alpha_j(z)x_j(z)\) is equivalent to:

\[(4.18.6) \quad A(t)x_{j,0} = \alpha_{j,0}x_{j,0}, \quad A(t)x_{j,s} + A_{1}x_{j,s-1} = \sum_{l=0}^{s} \alpha_{j,l}x_{j,s-l}, \quad j \in [n], s \in \mathbb{N}.\]

In some situations, as in the proof of Theorem 4.18.2, we need to arrange the eigenvalues of \(A(t)\) in a nonincreasing order as in (4.18.3). Usually, \(\lambda_i(t)\) is not analytic on \(\mathbb{R}\). However, if \(t\) is not a crossing point then each \(\lambda_i(t)\) is analytic in some disk \(|z - t| < r(t)|.\) Assume that \(\zeta \in \mathbb{R}\). We call \(\zeta\) a noncrossing point of \(\lambda_i(\zeta)\) if there is an open interval \(I = \{t, |t - \zeta| < r(t)\}\) such that \(\lambda_i(t)\) has a constant multiplicity as an eigenvalue of \(A(t)\). Otherwise \(\zeta\) is called a crossing point of \(\lambda_i(\zeta)\). We call \(\zeta\) a point of analyticity of \(\lambda_i\) if \(\lambda_i(t) = \beta_j(t)\) on \(I\) and \(\zeta\) is a regular point of \(\beta_j(z)\). See Problem 3.

**Lemma 4.18.5** Let the assumptions and the definitions of Theorem 4.18.2 hold. Assume (4.18.3). Then \(\mathbb{R} \setminus Z(D(p_k))\) is the union of \(q\) disjoint open intervals \(I_i = (a_{i-1}, a_i)\) for \(i = 1, \ldots, q\), where \(a_0 = -\infty < a_1 < \cdots < a_q = +\infty\).

1. For each interval \(I_i\) there is a permutation \(\sigma_i : [n] \rightarrow [n]\) such that \(\lambda_j(t) = \alpha_{\sigma_i(j)}(t)\) for \(t \in [a_{i-1}, a_i]\) and \(j \in [n]\).

2. Let \(t \in I_i\). Assume that the multiplicity of \(\lambda_j(t)\) is \(n_j\). Let \(u_1, \ldots, u_{n_j}\) be an orthonormal basis of for eigenspace of \(A(t)\) corresponding to \(\lambda_j(t)\). Then there exists \(\beta_i(z) \in \mathbb{H}(\Omega_i)\) such that \(\lambda_j(t) = \beta_i(t)\) for \(t \in I_i\). Furthermore, there exist \(z_{1,1}(z), \ldots, z_{n_i}(z) \in \mathbb{H}(\Omega_i)^n\), which form an orthonormal basis of the eigenspace of \(A(z)\) corresponding to \(\beta_i(z)\), such that \(z_{r}(t) = u_r\) for \(r = 1, \ldots, n_j\).

3. Let \(t \in I_i\). Then \(\lambda_j(t) = y_j^*A_{1}y_j\) for any eigenvector \(A(t)y_j = \lambda_j(t)y_j, y_j^*y_j = 1\).

4. Assume that \(\zeta \in \mathbb{R} \cap Z(D(p_k))\). That is, \(\zeta\) is one of the end points of the two adjacent intervals \(I_i = (a_{i-1}, \zeta)\) and \(I_{i+1} = (\zeta, a_{i+1})\).

(a) Suppose that \(\zeta\) is a noncrossing point of \(\lambda_j(t)\). Then there exists \(\beta_i(z) \in \mathbb{H}(\Omega_i)\) such that \(\lambda_j(t) = \beta_i(t)\) for \(t \in (a_{i-1}, a_{i+1})\). Furthermore, \(\lambda_j'(\zeta) = y_j^*A_{1}y_j\) for any eigenvector \(A(\zeta)y_j =
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\( \lambda_j(\zeta)y_j, y_j^*y_j^* = 1 \). \( \lambda_j(\zeta) \) has multiplicity \( n_j \), which is the multiplicity of \( \lambda_j(t) \) for \( t \in I_i \). Let \( u_1, \ldots, u_{n_j} \) be an orthonormal basis of for eigenspace of \( A(\zeta) \) corresponding to \( \lambda_j(\zeta) \). Then there exists \( z_1(z), \ldots, z_{n_j}(z) \in H(\Omega_1)^n \) orthonormal eigenvectors of \( A(z) \) corresponding to \( \beta_i(z) \) such that \( z_i(\zeta) = u_r \) for \( r = 1, \ldots, n_j \).

(b) Assume that \( \zeta \) is a crossing point of \( \lambda_j(\zeta) \). Suppose that \( \lambda_j(t) = \beta_i(t) \) for \( t \in I_i \) and \( \lambda_j(t) = \beta_l(t) \) for in \( I_{i+1} \). Let \( n_l, n_v \) be the multiplicities of \( \beta_i(z), \beta_l(z) \in H(\Omega_1) \) respectively. Assume furthermore that \( u_1(z), \ldots, u_{n_l}(z), v_1(z), \ldots, v_{n_v}(z) \in H(\Omega_1)^n \) are the orthonormal eigenvectors of \( A(z) \) corresponding to \( \beta_i(z), \beta_l(z) \) respectively. Let \( U = \text{span} (u_1(z), \ldots, u_{n_l}(z)) \), \( V = \text{span} (v_1(z), \ldots, v_{n_v}(z)) \). Then the left and the right derivatives of \( \lambda_j(t) \) at \( \zeta \) are given by:

\[
(4.18.7) \quad \lambda_j'(-\zeta) = u^* A u, \quad \lambda_j'(\zeta) = v^* A v,
\]

for any \( u \in U, v \in V, u^* u = vv^* = 1 \).

**Proof.** Since \( D(p_k) \) is a nonzero polynomial it follows that \( Z(D(p_k)) \) is a finite (possibly empty) set in \( \mathbb{C} \). Hence \( \mathbb{R} \setminus Z(D(p_k)) \) is a finite union of disjoint intervals, whose closure is \( \mathbb{R} \).

1. As the interval \( I_i \) does not contain a crossing point \( \beta_j(t) \neq \beta_l(t) \) for \( 1 \leq j < l \leq m \) and \( t \in I_i \). So each \( \beta_j(t) \) is an eigenvalue of \( A(t) \) of multiplicity \( n_j \) for \( t = 1, \ldots, m \). Hence there exists a permutation \( \sigma_j : [n] \to [n] \) such that \( \lambda_j(t) = \alpha_{\sigma_j(j)}(t) \) for \( j = 1, \ldots, n \). Since each \( \lambda_j(t) \) is a continuous function on \( \mathbb{R} \) it follows that the equality \( \lambda_j(t) = \alpha_{\sigma_j(j)}(t) \) is valid for the closed interval \([a_{j-1}, a_j]\).

2. Recall that \( \alpha_j(z) = \beta_j(z) \) for some \( l \in [m] \). \( \beta_j(z) \) is of multiplicity \( n_j \). Hence the multiplicity \( n_j \) of \( \lambda_j(t) \) is \( n_j \) for \( t \in I_i \). Let \( v_z(z), \ldots, v_{n_j}(z) \in H(\Omega_1)^n \) be a set of orthonormal eigenvectors of \( A(z) \) corresponding to \( \beta_j(z) \). Clearly, \( u_1, \ldots, u_{n_j} \) for a basis in \( \text{span} (v_z(t), \ldots, v_{n_j}(t)) \). Hence there exists a unitary matrix \( O \in U(n_j) \) such that \( Ov_r(t) = u_r \) for \( r = 1, \ldots, n_j \). Let \( z_r(z) = Ov_r(z) \) for \( r = 1, \ldots, n_j \). Then \( z_1(z), \ldots, z_{n_j}(z) \) is an orthonormal basis of the eigenspace of \( A(z) \) in \( H(\Omega_1)^n \) corresponding to \( \beta_j(z) \).

3. Rename the analytic eigenvalues of \( A(z) \) in \( H(\Omega_1) \) and the corresponding orthonormal eigenvectors so that \( \lambda_j(t) = \alpha_j(z) \) for \( t \in I_i \) for \( j = 1, \ldots, n \). Let \( y_j \) be an eigenvector of \( A(t) \) of unit length corresponding to \( \lambda_j(t) \). The arguments of the proof of part 2 imply that we can assume that \( x_j(z) = z_1(z) \) and \( x_j(t) = y_j \).

Recall that the eigenvalue condition \( A(z)x_j(z) = \alpha_j(z)x_j(z) \) is equiva-
The first condition and the second condition of (4.18.6) for $s = 1$ are

$$A(t)x_{j,0} = x_{j,0}, \quad A(t)x_{1,0} = \alpha_{j,0}x_{1,0} + \alpha_{j,0}x_{j,0}. \tag{4.18.6}$$

Multiply the second equality by $x_{j,0}^*$ to deduce that $\alpha_{j,1} = x_{j,0}^*A_1x_{j,0}$. Hence the equality $\alpha_{j,1} = x_{j,0}^*A_1x_{j,0}$ yields the equality $\lambda_j'(t) = y_j^*A_1y_j$.

4. Assume that $\zeta \in \mathbb{R} \cap Z(Dp_k)$. So $\zeta = \alpha_i$ for $i \in \mathbb{R}$. Hence $\zeta$ is a crossing point for some $\beta_t(z)$.

(a) Suppose that $\zeta$ is a noncrossing point of $\lambda_j(\zeta)$. Then there exists $\beta_t(z)$ such that $\lambda_j(\zeta) = \beta_t(z)$. Hence $\zeta$ is a regular point of $\beta_t(z)$. Therefore $\lambda_j(t) = \beta_t(t)$ for $t \in (a_{i-1}, a_{i+1})$. Hence the results of 2-3 hold for each $t \in (a_{i-1}, a_{i+1})$, in particular for $t = \zeta$.

(b) Assume that $\zeta$ is a crossing point of $\lambda_j(\zeta)$. So $\lambda_j(t) = \beta_t(t)$ for $t \in I_i$ and $\lambda_j(t) = \beta_t(t)$ for $t \in I_{i+1}$. (We do not exclude the possibility that $l = l'$.) Recall that $\lambda_j(\zeta) = \beta_t(\zeta)$. Hence $\lambda_j'(\zeta) = \beta_t'(\zeta)$. Similarly, $\lambda_j'(\zeta) = \beta_t'(\zeta)$. The equalities (4.18.7) follow from part 3. \qed

**Theorem 4.18.6** Let $A_0, A_1 \in H_n$ and $A(t) = A_0 + tA_1$ for $t \in \mathbb{R}$. Assume (4.18.3). Suppose that $k \in [n - 1]$ and $1 \leq i_1 < \cdots < i_k \leq n$ are integers. Then the following inequality holds:

$$\sum_{j=1}^{k} \lambda_j(A_0 + A_1) \leq \sum_{j=1}^{k} \lambda_j(A_0) + \sum_{j=1}^{k} \lambda_j(A_1). \tag{4.18.8}$$

Equality holds if and only if the following conditions hold: There exists $r$ invariant subspaces $U_1, \ldots, U_r \subset \mathbb{C}^n$ of $A_0$ and $A_1$ such that each $U_j$ is spanned by $k$-orthonormal vectors of $A_1$ corresponding to $\lambda_1(A_1), \ldots, \lambda_k(A_1)$. Let $\mu_{l_1}(t) \geq \cdots \geq \mu_{k,l}(t)$ be the eigenvalues of the restriction of $A(t)$ to $U_1$ for $l = 1, \ldots, r$. Then there exists $b_0 = 0 < b_1 < \cdots < b_{r-1} < b_r = 1$ with the following properties: For each $l \in [r]$ and $t \in [b_{l-1}, b_l]$ $\mu_{l,i}(t) = \lambda_i(t)$ for $j = 1, \ldots, k$.

**Proof.** We use the notations and the results of Lemma 4.18.5. Recall that each $\lambda_j(t)$ is continuous on $\mathbb{R}$ and analytic in each $I_i$ for $i = 1, \ldots, q$. That is, each $\lambda_j(t)$ is piecewise smooth. Fix $I_i$. Then there exist $n$ analytic orthonormal vectors $x_i(t), \ldots, x_n(t)$ in $I_i$ corresponding to $\lambda_1(t), \ldots, \lambda_n(t)$ respectively. Assume that $t \in I_i$. Part 3 of Lemma 4.18.5 yields that $\lambda_j(t) = x_j(t)^*A_1x_j(t)$ for $j \in [n]$. Let $f(t) = \sum_{j=1}^{k} \lambda_j(t)$. Then $f'(t) = \sum_{j=1}^{k} \lambda_j'(t)$. \
The above inequality is equivalent to (4.18.8).

We now discuss the equality case in (4.18.8). Suppose first that equality holds in (4.18.8). Let \(0 < b_1 < \ldots < b_{r-1} < 1\) be the intersection points of \((0, 1) \cap Z(D(p_k)),\) i.e. \((0, 1) \cap Z(D(p_k)) = \cup_{j=1}^{r-1} \{b_t\}\). Let \(b_0 = 0, b_r = 1\). Since \(f(t)\) is analytic in each \((b_{t-1}, b_t)\) our proof of inequality (4.18.8) and the equality assumption implies

\[ f'(t) = \sum_{j=1}^{k} x_{i,j}(t) A_i x_{i,j}(t) = \sum_{j=1}^{k} \lambda_j(A_i). \]

Here \(x_{i,j}(z), \ldots, x_{n,l}(z)\) is a set of orthonormal eigenvectors of \(A(z)\) in \(H(\Omega_1)^n\) such that the eigenvector \(x_{i,j}(t)\) corresponds to \(\lambda_j(t)\) for \(t \in (b_{t-1}, b_t)\). Theorem 4.4.9 implies that \(U(t) := \text{span} (x_{i_1}(t), \ldots, x_{i_k}(t))\) is spanned by \(k\) orthonormal eigenvectors of \(A_i\) corresponding to eigenvalues \(\lambda_1(A_i), \ldots, \lambda_k(A_i)\). Hence \(A_i U(t), A_i U(t) \subset U(t)\). Therefore \(A_0 U(t) \subset U(t)\). Fix \(t_0 \in (b_{t-1}, b_t)\). Let \(T_i = U(t_0)\). So \(U_i\) is an invariant subspace of \(A_0, A_1\). Let \(A_z, U_i\) be the restriction of \(A(z)\) to \(U_i\). So \(A(z, U_i)\) can be viewed as a hermitian pencil in \(\mathbb{C}[z]^{k \times k}\). So its eigenvalues \(\gamma_1(z), \ldots, \gamma_k(z) \in H(\Omega_1)^n\) are \(k\) analytic eigenvalues of \(A(z, U_i)\). The proof of Theorem 4.17.2 yields that there exists an \(\mathbb{R}\)-symmetric domain \(\Omega_1\) such that \(y_1(z), \ldots, y_k(z) \in H(\Omega_1)^n\) and \(U_i\) are orthonormal vectors of \(A(z, U_i)\) corresponding to \(\gamma_1(z), \ldots, \gamma_k(z)\). Furthermore \(\mu_{j,l}(t) = \gamma_j(t)\) for \(j = 1, \ldots, k\) for \(t \in (b_{t-1}, b_t)\). By the construction \(\gamma_j(t_0) = \lambda_{j_0}(t_0)\) for \(j = 1, \ldots, k\). Hence \(\mu_{j,l}(t) = \gamma_j(t) = \lambda_{j_0}(t)\) for \(t \in (b_{t-1}, b_t)\). Since all these function are continuous on \([b_{t-1}, b_t]\) we deduce the equalities hold for \(t \in [b_{t-1}, b_t]\). This proves our claim on \(U_1, \ldots, U_r\).

Assume now that there are \(r\) \(k\)-dimensional subspaces \(U_1, \ldots, U_r\) which are invariant for \(A_0\) and \(A_1\). Let \(A_0(U_i), A_1(U_i)\) be the restrictions of \(A_0\) and \(A_1\) to \(U_i\) respectively. Denote by \(\mu_{i,l}(t) \geq \ldots \geq \mu_{k,l}(t)\) the \(k\) eigenvalues of \(A(t, U_i)\) for \(l = 1, \ldots, r\). We also assume that there exists \(b_0 < b_1 < \ldots < b_r < b_r\) such that \(\mu_{j,l}(t) = \lambda_j(t)\) for \(t \in [b_{t-1}, b_t]\) for
4.19. EIGENVALUES OF SUM OF HERMITIAN MATRICES

Let $V$ be an $n$-dimensional IPS over $F = \mathbb{R}, \mathbb{C}$. Recall that $\mathbf{\lambda}(C) = (\lambda_1(C), \ldots, \lambda_n(C))^T$ for $C \in \mathbf{S}(V)$. Clearly, for $t \geq 0$ we have the equality $\lambda_i(tC) = t\lambda_i(C)$ for $i = 1, \ldots, n$, i.e. each $\lambda_i(C)$ is homogeneous for

### Problems

1. Let $A_0, A_1 \in \mathbb{C}^{n \times n}$ be normal matrices. Show that $A_0A_1 = A_1A_0$ if and only if (4.18.2) holds. **Hint:** Use Corollary 3.10.7 to show that commuting $A_0, A_1$ have a common eigenvector.

2. Let $A(z) = A_1 + zA_2$ be a hermitian pencil. Show that $A(z)$ does not have a crossing point if and only if $A_1 = a_1I_n$. **Hint:** Show that if $A(z)$ does not have a crossing point then $p_k(\alpha, z)$ splits in $\mathbb{C}[z]$. Hence $A(z)$ has property $L$.

3. Let $A(z) = A_1 + zA_2$ be a hermitian pencil. Let $p_k(\alpha, z) \in \mathbb{C}[\alpha, z]$ be defined as in Theorem 4.18.2.

   (a) Let $\zeta$ be a crossing point of $A(z)$. Let $\beta_i(\zeta)$ be the multivalued root of $p_k(\alpha, z)$ in $0 < |z - \zeta| < r(\zeta)$. Show that $\lim_{z \to \zeta} \beta_i(\zeta) = \beta_i(\zeta)$, where $\beta_i(\zeta)$ is a corresponding root of $p_k(\alpha, \zeta)$.

   (b) Suppose $\beta_i(\zeta)$ is a simple root of $p_k(\alpha, \zeta)$. Show that $\beta_i(\zeta)$ is analytic in $|z - \zeta| < r(\zeta)$.

   (c) Give an example of a hermitian pencil with property $L$, where each $\lambda_i(t)$ is not analytic at least one point $\zeta_i \in \mathbb{R}$.

4. Prove the inequality (4.18.8) using Theorems 4.4.11 and 4.4.9.

### 4.19 Eigenvalues of sum of hermitian matrices

Let $V$ be an $n$-dimensional IPS over $F = \mathbb{R}, \mathbb{C}$. Recall that $\mathbf{\lambda}(C) = (\lambda_1(C), \ldots, \lambda_n(C))^T$ for $C \in \mathbf{S}(V)$. Clearly, for $t \geq 0$ we have the equality $\lambda_i(tC) = t\lambda_i(C)$ for $i = 1, \ldots, n$, i.e. each $\lambda_i(C)$ is homogeneous for
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Assume that $A, B \in S(V)$. An interesting and important question is the relations between the eigenvalues of $A$, $B$ and $A + B$. Some of these relations we discussed in §4.4 and §4.8. Corollary (4.8.6) for $\alpha = \frac{1}{2}$ yields

\begin{equation}
\lambda(A + B) \prec \lambda(A) + \lambda(B).
\end{equation}

Equality holds if and only if the conditions of Corollary (4.8.6) hold.

**Theorem 4.19.1** Let $V$ be an IPS over $\mathbb{F} = \mathbb{R}, \mathbb{C}$ of dimension $n$. Assume that $A, B \in S(V)$. Then TFAE:

1. $\lambda(A + B) - \lambda(A) \prec \lambda(B)$.

2. $\lambda(A + B)$ lies in the convex hull of the set $\{\lambda(A) + P\lambda(B), P \in P_n\}$, where $P_n$ is the group of $n \times n$ permutation matrices.

3. Let $k \in [n - 1]$. Then for each $k$ distinct integers $i_1, \ldots, i_k$ in $[n]$ the following inequality holds:

\begin{equation}
\sum_{j=1}^{k} \lambda_{i_j}(A + B) \leq \sum_{j=1}^{k} \lambda_{i_j}(A) + \sum_{j=1}^{k} \lambda_{j}(B).
\end{equation}

Furthermore, all the above statements hold.

**Proof.** 1.⇒ 2. Theorem 4.7.8 yields that $\lambda(A + B) - \lambda(A) = F \lambda(B)$ for some doubly stochastic matrix $F$. Theorem 4.7.6 implies that $F$ is a convex combination of permutation matrices. Hence $\lambda(A + B)$ is in the claimed convex set.

2.⇒ 3. 2 is equivalent to the statement that $\lambda(A + B) - \lambda(A)$ is in the convex hull of of the set spanned by $P\lambda(B), P \in P_n$. Since the co-ordinates of $\lambda(B)$ are arranged in a nonincreasing order it follows that $\sum_{j=1}^{k} (P\lambda(B))_{i_j} \leq \sum_{j=1}^{k} \lambda_{j}(B)$ for each $P \in P_n$ for any $k$ distinct integers $i_1, \ldots, i_k$ in $[n]$. Hence (4.19.2) holds.

3.⇒ 1. Clearly, $\text{tr}(A + B) = \text{tr}A + \text{tr}B$. The assumption that (4.19.2) for each $k$ integers $i_1, \ldots, i_k$ in $[n]$ and for each $k \in [n - 1]$ is equivalent to $\lambda(A + B) - \lambda(A) \prec \lambda(B)$.

Theorem (4.18.6) yields (4.19.2). Hence conditions 1. - 3. hold. □

Recall the definition of the $p$-norm in $\mathbb{R}^n$: $\|x\|_p := \left(\sum_{j=1}^{n} |x_j|^p\right)^{\frac{1}{p}}$, where $x = (x_1, \ldots, x_n)^T$ and $p \in [1, \infty]$. Problem 1 and Theorem 4.7.10 yield:
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Corollary 4.19.2 Let $V$ be an IPS over $F = \mathbb{R}, \mathbb{C}$ of dimension $n$. Assume that $A, B \in S(V)$. Let $f : [\lambda_n(A - B), \lambda_1(A - B)]$ be a convex function. Then

\[
\sum_{j=1}^{n} f(\lambda_j(A) - \lambda_j(B)) \leq \sum_{j=1}^{n} f(\lambda_j(A - B)).
\]

In particular,

\[
\sum_{j=1}^{n} |\lambda_j(A) - \lambda_j(B)|^p \leq \sum_{j=1}^{n} |\lambda_j(A - B)|^p \quad \text{for each } p \geq 1,
\]

\[
\max_{j \in [n]} |\lambda_j(A) - \lambda_j(B)| \leq \max_{j \in [n]} |\lambda_j(A - B)|.
\]

Equivalently:

\[
\|\lambda(A) - \lambda(B)\|_p \leq \|\lambda(A - B)\|_p \quad \text{for each } p \in [1, \infty].
\]

For $A \in \mathbb{C}^{m \times n}$ denote by $\sigma(A) := (\sigma_1(A), \ldots, \sigma_{\min(m,n)})^\top$.

Theorem 4.19.3 Let $A, B \in \mathbb{C}^{m \times n}$. Then

\[
\sigma(A) - \sigma(B) \preceq \sigma(A - B),
\]

\[
\|\sigma(A) - \sigma(B)\|_p \leq \|\sigma(A - B)\|_p \quad \text{for each } p \in [1, \infty].
\]

Proof. Let $l = \min(m, n)$ and $H(A) \in H_{n+m}$ be defined by (4.11.1). Recall that $\lambda(H(A)) = (\sigma_1(A), \ldots, \sigma_l(A), 0, \ldots, 0, -\sigma_l(A), \ldots, -\sigma_1(A))^\top$. (Note that if $m = n$ then there are no zero coordinates in $\lambda(H(A))$.) Theorem 4.19.1 for $H(A), H(B)$ yields $\lambda(H(A)) - \lambda(H(B)) \preceq \lambda(H(A - B))$. This relation yields (4.19.7).

Observe next:

\[
\|\lambda(H(A)) - \lambda(H(B))\|_p = 2^{\frac{1}{p}} \|\sigma(A) - \sigma(B)\|_p,
\]

\[
\|\lambda(H(A - B))\|_p = 2^{\frac{1}{p}} \|\sigma(A - B)\|_p.
\]

Use Corollary 4.19.2 for $H(A), H(B)$ to deduce (4.19.8).

Problems

1. Let $V$ be an IPS over $F = \mathbb{R}, \mathbb{C}$ of dimension $n$. Assume that $A, B \in S(V)$. Show

(a) $\lambda(A) - \lambda(B) \preceq \lambda(A - B)$. 

(b) \( \lambda_j(A) - \lambda_j(B) \in [\lambda_n(A-B), \lambda_1(A-B)] \) for \( j = 1, \ldots, n \).

(c) Prove (4.19.5). **Hint:** Take the \( \frac{1}{p} \) power if the inequality (4.19.4) and let \( p \to \infty \).

2. Assume that \( A, B \in \mathbb{C}^{m \times n} \). Show that (4.19.8) for \( p = \infty \) is equivalent to \( |\sigma_i(A) - \sigma_i(B)| \leq \sigma_1(A-B) \) for \( i = 1, \ldots, \min(m, n) \).

### 4.20 Perturbation formulas for eigenvalues and eigenvectors of Hermitian pencils

Let \( B \in H_n \). Denote by \( B^\dagger \in H_n \) the Moore-Penrose inverse of \( B \). (See §4.12.) That is, \( B \) is uniquely characterized by the condition that \( B^\dagger B = BB^\dagger \) is the projection on the subspace spanned by all eigenvectors of \( B \) corresponding to the nonzero eigenvalues of \( B \).

**Theorem 4.20.1** Let \( A(z) = A_0 + zA_1 \in \mathbb{C}[z]^{n \times n} \) be a hermitian pencil. Assume that the eigenvalue \( a_0 \) is a simple eigenvalue for \( A_0 \). Suppose furthermore that \( A_0x_0 = a_0x_0, \quad x_0^*x_0 = 1 \). Let \( \alpha(z) \in \mathbb{H}(\Omega_1) \) and \( x(z) \in \mathbb{H}(\Omega_1)^n \) be the analytic eigenvalue and the corresponding analytic normalized eigenvector satisfying \( \alpha(0) = a_0 \) as described in part 5 of Theorem 4.18.2. Then \( \alpha(z) \) and \( x(z) \) has power series:

\[
\alpha(z) = \sum_{j=0}^{\infty} a_j z^j, \quad x(z) = \sum_{j=0}^{\infty} z^j x_j.
\]

It is possible to choose \( x(z) \) such that

\[
\begin{align*}
a_1 &= x_0^* A_1 x_0, \\
x_1 &= (a_o I - A_0)^\dagger A_1 x_0, \\
a_2 &= x_0^* A_1 x_1 = x_0^* A_1 (a_o I - A_0)^\dagger A_1 x_0, \\
x_2 &= (a_o I - A_0)^\dagger (A_1 - a_1 I) x_1 - \left( \frac{1}{2} x_1^* x_1 \right) x_0 \\
a_3 &= x_0^* A_1 ((a_o I - A_0)^\dagger)^2 A_1 x_0.
\end{align*}
\]

**Proof.** By replacing \( A_0, A_1 \) with \( U^* A_0 U, U^* A_1 U \), where \( U \in U_n \), we may assume that \( A_0 \) is a diagonal matrix \( \text{diag}(d_1, \ldots, d_n) \), where \( d_1 = a_0 \) and \( d_i \neq a_0 \) for \( i > 1 \). Moreover, we can assume that \( x_0 = (1, 0, \ldots, 0)^T \). Note that \( (a_0 I - A_0)^\dagger = \text{diag}(0, (a_0 - d_1)^{-1}, \ldots, (a_0 - d_n)^{-1}) \). (We are not going to use explicitly these assumptions, but the reader can see more transparently our arguments using these assumptions.)
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The orthogonality condition $x(\tilde{z})^*x(z) = 1$ yields:

\[(4.20.3)\quad \sum_{j=0}^{k} x_j^* x_{k-j} = 0, \quad k \in \mathbb{N}.\]

The equality $A(z)x(z) = \alpha(z)x(z)$ yields

\[(4.20.4)\quad A_0 x_k + A_1 x_{k-1} = \sum_{j=0}^{k} a_j x_{k-j}, \quad k \in \mathbb{N}.\]

Since $\alpha(s)$ is real for a real $s$ we deduce that $a_j \in \mathbb{R}$. Consider the equality (4.20.4) for $k = 1$. Multiply it by $x_0^*$ and use the equality $x_0^* A_0 = a_0 x_0^*$ to deduce the well known equality $a_1 = x_0^* A_0 x_0$, which is the first equality of (4.20.2). (See part 3 of Lemma 4.18.5.) The equality (4.20.4) for $k = 1$ is equivalent to $(a_0 I - A_0)x_1 = A_1 x_0 - a_1 x_0$. Hence $x_1$ is of the form

\[(4.20.5)\quad x_1 = (a_0 I - A_0)^\dagger (A_1 x_0 - a_1 x_0) + b_1 x_0 = (a_0 I - A)^\dagger A_1 x_0 + b_1 x_0,
\]

for some $b_1$. The orthogonality condition $\Re x_1^* x_1 = 0$ implies that $\Re b_1 = 0$. So $b_1 = \sqrt{-1} c_1$ for some $c_1 \in \mathbb{R}$. Replace the eigenvector $x(z)$ by

\[
y(z) := e^{\sqrt{-1} c_1 z} x(z) = \sum_{j=0}^{\infty} z^j y_j,
\]

\[
y_0 = x_0, y_1 = x_1 - \sqrt{-1} c_1 x_0 = (a_0 I - A)^\dagger (A_1 x_0 - a_1 x_0).
\]

Note that $y(\bar{z})^* y(z) = 0$. Hence we can assume the second equality of (4.20.2).

Multiply the equality (4.20.4) for $k = 2$ by $x_0^*$ and use $x_0^* A_0 = a_0 x_0^*$, $x_0^* x_1 = 0$ to obtain $a_2 = x_0^* A_1 x_1$. This establishes the third equality of (4.20.2). Rewrite the equality (4.20.4) for $k = 2$ as $(a_0 I - A_0)x_2 = A_1 x_1 - a_1 x_1 - a_2 x_0$. Hence

\[(4.20.6)\quad x_2 = (a_0 I - A_0)^\dagger (A_1 - a_1 I) x_1 + b_2 x_0.
\]

Let $c_2 = \Im b_2$. Replace $x(z)$ by $y(z) = e^{-\sqrt{-1} c_2 z^2} x(z)$ to deduce that we can assume that $b_2 \in \mathbb{R}$. Multiply the above equality by $x_0^*$ to deduce that $x_0^* x_2 = b_2$. (4.20.3) for $k = 2$ yields $2b x_0^* x_2 + x_0^* x_1 = 0$. Hence $b_2 = -\frac{1}{2} x_0^* x_1$. This establishes the fourth equality of (4.20.2).

Multiply the equality (4.20.4) for $k = 3$ by $x_0^*$ to deduce

\[
a_3 = x_0^* A_1 x_2 - a_1 x_0^* x_2 = x_0^* (A_1 - a_1 I) x_2.
\]
Observe next that from the first equality in (4.20.2), \( x_n^*(A_n - a_1 I)x_n = 0 \). Also \( x_n^*(a_n I - A_n)^\dagger = 0^\ast \). This establishes the last equality of (4.20.2). \( \square \)

Note that if \( A_0, A_1 \) are real symmetric then \( x(t) \) can be chosen to be in \( \mathbb{R}^n \) for all \( t \in \mathbb{R} \). In this case \( x(t) \) is determined up to \( \pm 1 \). Hence if \( x_0 \in \mathbb{R}^n \) is an eigenvector of \( A_0 \) satisfying \( x_0^\ast x_0 = 1 \) then \( x(t) \) is determined uniquely. In particular, \( x_1, x_2 \) are determined uniquely by (4.20.2).

**Theorem 4.20.2** Let \( A_0 \in \mathbb{H}_n, n \geq 2 \). Assume that \( a_0 \) is a simple eigenvalue of \( A_0 \), with the corresponding eigenvector \( Ax_0 = a_0 x_0, x_0^\ast x_0 = 1 \). Suppose furthermore that \( |\lambda - a_0| \geq r > 0 \) for any other eigenvalue \( \lambda \) of \( A_0 \). Let \( A_1 \in \mathbb{H}_n, A_1 \neq 0, \) and denote by \( ||A_1|| \) the \( l_2 \) norm of \( A_1 \), i.e. the maximal absolute value of the eigenvalues of \( A_1 \). Let \( \alpha(z) \) be the eigenvalue of \( A(z) = A_0 + z A_1 \), which is analytic in the neighborhood of \( \mathbb{R} \) and satisfying the condition \( \alpha(0) = a_0 \). Let \( a_1, a_2 \) be given by (4.20.2). Fix \( 0 < c < \frac{\tau}{2||A_1||} \). Then

\[
|\alpha(s) - (a_0 + a_1 s + a_2 s^2)| \leq \frac{4||A_1||^3 |s|^3}{(r - 2c||A_1||)^2} \text{ for all } s \in [-c, c].
\]  

(4.20.7)

**Proof.** Let \( \lambda_1(s) \geq \ldots \geq \lambda_n(s) \) be the eigenvalues of \( A(s), s \in \mathbb{R} \). Note that \( \lambda_1(0), \ldots, \lambda_n(0) \) are the eigenvalues of \( A_0 \). Assume that \( \lambda_i(0) = a_1 \). Let \( \rho(s) = \min(\lambda_{i-1}(s) - \lambda_i(s), \lambda_i(s) - \lambda_{i+1}(s)) \), where \( \lambda_0(s) = \infty, \lambda_{n+1}(s) = -\infty \). Thus \( r \leq \rho(0) \). Let \( \beta_1 \geq \ldots \geq \beta_n \) be the eigenvalues of \( A_1 \). Then \( ||A_1|| = \max||\beta_1, |\beta_n|| \). (4.19.5) for \( A = A(s) \) and \( B = A_0 \) yields

\[
|\lambda_j(s) - \lambda_j(0)| \leq |s| ||A_1||, \quad j = 1, \ldots, n.
\]

Hence

\[
\rho(s) \geq \rho(0) - 2|s|||A_1|| > 0 \text{ for } s \in (-\rho(0), \rho(0)).
\]

(4.20.8)

In particular, \( \lambda_i(s) \) is a simple eigenvalue of \( A(s) \) in the above interval. Assume that \( s \) is in the interval given in (4.20.8). It is straightforward to show that

\[
||(\alpha(s)I - A(s))^\dagger|| = \frac{1}{\rho(s)} \leq \frac{1}{\rho(0) - 2|s|||A_1||}.
\]

(One can assume that \( A(s) \) is a diagonal matrix.)

Use the Taylor theorem with remainder to obtain the equality

\[
\alpha(s) - (a_0 + sa_1 + s^2a_2) = \frac{1}{6} \alpha^{(3)}(t)s^3 \text{ for some } t, \ |t| < |s|.
\]  

(4.20.10)
4.21. **HISTORICAL REMARKS**

Use Theorem 4.20.1 to deduce that

\[ \frac{1}{6} \alpha^{(3)}(t) = x_i(t)^* ((A_1 - \alpha_i'(t)^I)(\alpha_i(t)^I - A(t))^I)^2 A_1 x_i(t), \]

where \( x_i(s) \) is an eigenvector of \( A(s) \) of length one corresponding to \( \alpha_i(s) \). As \( \alpha'(t) = x_i(t)^* A_1 x_i(t) \) we deduce that \( |\alpha'(t)| \leq ||A_1|| \). Hence \( ||A_1 - \alpha'(t)^I|| \leq 2||A_1||. \) Therefore

\[ \left| \frac{1}{6} \alpha^{(3)}(t) \right| \leq \left| ((A_1 - \alpha'(t)^I)(\alpha_i(t)^I - A(t))^I)^2 A_1 \right| \leq \frac{4||A_1||^3}{\rho(t)^2} \]

Use the inequality (4.20.9) and the inequality \( r \leq \rho(0) \) to deduce the theorem.

\[ \square \]

### 4.21 Historical remarks

§4.1 and §4.2 are standard. Corollary 4.2.13 is Schur’s unitary triangulation theorem [Schu09]. Theorem 4.2.15 is Lanczos method [Lanc50]. §4.3 is standard. A hermitian form is also called a *sesquilinear* form. §4.4 is well known. The maximal and minimal characterizations (4.4.2) are called Rayleigh’s principle [Ray73]. The convoy principle, Theorem 4.4.2, is stated in the paper by Pólya and Schiffer [PS54]. It is a precise version of Poincaré’s min-max characterization [Poi90]. The Courant-Fischer principle, Theorem 4.4.4, is due to Fischer [Fis05] and Courant [Cou20]. Inequalities of Theorem 4.4.6 are called Weyl’s inequalities. Theorem 4.4.8 is Ky Fan’s inequality [Fan49]. Theorem 4.4.11 is Wielandt’s characterization [Wie56]. §4.5 is standard. The results of §4.6 on convex sets and functions are well known. §4.7 is well known. The notion of *majorization* was introduced formally by Hardy-Littlewood-Pólya [HLP52]. See also [MOA11]. Theorem 4.7.6 is called Birkhoff’s theorem [Bir46]. Sometime it is referred as Birkhoff-von Neumann theorem [vNe53]. Theorem 4.7.7 is due to Katz [Katz70]. Theorems 4.7.8 and 4.7.10 are due to Hardy-Littlewood-Pólya [HLP52]. The results of §4.8 are close to the results in [Fri84]. See also [Dav57]. Theorem 4.9.1 goes back to von Neumann [vNe37]. Corollary 4.9.3 is a special case of Hoffman-Wielandt theorem [HW53]. §4.10 is a classical subject. See [Ste93] for a historical survey. Most of the results of §4.11 are well known to the experts. Theorem 4.11.8 goes back to von Neumann [vNe37]. The notion of Moore-Penrose generalized inverse in §4.12 was introduced in [Moo20] and [Pen55]. Most of the results in §4.13 are well known. Theorem 4.13.3 is due to Friedland-Torokhti [FriT07]. The notion of CUR decomposition and some results about it discussed in §4.14
appear in Goreinov-Tyrtyshnikov-Zamarashkin [GorTZ95]. The results of §4.15 are taken from [Fri73]. The results of §4.16 are taken from Friedland-Loewy [FrL76]. Theorem 4.16.3 is due to H.F. Bohnenblust (unpublished). It is a generalization of [Cal64]. Most of the results of §4.17 are due to Rellich [Rel37, Rel69]. Our exposition follows some results in [Kat80] and [Wim86]. In §4.20 we combine Rellich’s theorem with our results in Chapter 3, in particular §3.11. Theorem 4.18.6, which gives exact condition for Wielandt’s inequality (4.18.8) [Wie56], is new. Other results in this section should be known to the experts. The results of §4.19 are known to the experts. Theorem 4.19.1 is due to Lidskii and Wielandt [Lid50, Wie56]. Corollary 4.19.2 is due to Kato [Kat80]. A more general problem is to characterize the eigenvalues of $A + B$, where $A, B$ are hermitian matrices with given eigenvalues. The characterization of such a set was conjectured by Horn [Hor62]. This conjecture was settled by the works of Klyachko [Kly98] and Knutson-Tao [KT99]. See Friedland [Fri00] for generalization of Horn’s characterization for hermitian matrices and compact operators, and improved conditions by Fulton [Ful00]. The contents of §4.20 should be known to the experts.
Chapter 5

Elements of Multilinear Algebra

5.1 Tensor product of two free modules

Let $\mathbb{D}$ be a domain. Recall that $N$ is called a free finite dimensional module over $\mathbb{D}$ if $N$ has a finite basis $e_1, \ldots, e_n$, i.e. $\dim N = n$. Then $N' := \text{Hom}(N, \mathbb{D})$ is a free $n$-dimensional module. Furthermore we can identify $\text{Hom}(N', \mathbb{D})$ with $N$. (See Problem 1 below.)

**Definition 5.1.1** Let $M, N$ be two free finite dimensional modules over an integral domain $\mathbb{D}$. Then the tensor product $M \otimes \mathbb{D} N$ is identified with $\text{Hom}(N', M)$. Moreover, for each $m \in M, n \in N$ we identify $m \otimes n \in M \otimes \mathbb{D} N$ with the linear transformation $\tilde{m} \otimes \tilde{n} : N' \rightarrow M$ given by $f \mapsto f(n)m$ for any $f \in N'$.

**Proposition 5.1.2** Let $M, N$ be free modules over a domain $\mathbb{D}$ with bases $[d_1, \ldots, d_m], [e_1, \ldots, e_n]$ respectively. Then $M \otimes \mathbb{D} N$ is a free module with the basis $d_i \otimes e_j, i = 1, \ldots, m, j = 1, \ldots, n$. In particular

$$ \dim M \otimes \mathbb{D} N = \dim M \dim N. $$

(See Problem 3.) For an abstract definition of $M \otimes \mathbb{D} N$ for any two $\mathbb{D}$-modules see Problem 16 below.

Intuitively, one views $M \otimes \mathbb{D} N$ as a linear span of all elements of the form $m \otimes n$, where $m \in M, n \in N$ satisfy the following natural properties:

1. $a(m \otimes n) = (am) \otimes n = m \otimes (an)$ for all $a \in \mathbb{D}$. 
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2. \((a_1m_1 + a_2m_2) \otimes n = a_1(m_1 \otimes n) + a_2(m_2 \otimes n)\) for all \(a_1, a_2 \in D\).
   (Linearity in the first variable.)

3. \(m \otimes (a_1n_1 + a_2n_2) = a_1(m \otimes n_1) + a_2(u \otimes n_2)\) for all \(a_1, a_2 \in D\).
   (Linearity in the second variable.)

The element \(m \otimes n\) is called a decomposable tensor, or decomposable element (vector), or rank one tensor.

**Proposition 5.1.3** Let \(M, N\) be free modules over a domain \(D\) with bases \([d_1, \ldots, d_m], [e_1, \ldots, e_n]\) respectively. Then any \(\tau \in M \otimes_D N\) is given by

\[
\tau = \sum_{i=j=1}^{i=m, j=n} a_{ij} d_i \otimes e_j, \quad A = [a_{ij}] \in \mathbb{D}^{m \times n}.
\]

Let \([u_1, \ldots, u_m], [v_1, \ldots, v_n]\) be different bases of \(M, N\) respectively. Assume that \(\tau = \sum_{i,j=1}^{i=m, j=n} b_{ij} u_i \otimes v_j\) and let \(B = [b_{ij}] \in \mathbb{D}^{m \times n}\). Then \(B = PAQ^T\), where \(P\) and \(Q\) are the transition matrices from the bases \([d_1, \ldots, d_m]\) to \([u_1, \ldots, u_m]\) and \([e_1, \ldots, e_n]\) to \([v_1, \ldots, v_n]\).

(That is, \([d_1, \ldots, d_m]\) = \([u_1, \ldots, u_m]\) P, \([e_1, \ldots, e_n]\) = \([v_1, \ldots, v_n]\) Q.)

See Problem 6 below.

**Definition 5.1.4** Let \(M, N\) be free finite dimensional modules over a domain \(D\). The rank \(\tau\) is the rank of the representation matrix \(A\), i.e. \(\text{rank} \, \tau = \text{rank} \, A\).

The tensor rank \(\tau\), denoted by \(\text{Rank} \, \tau\), is the minimal \(k\) such that \(\tau = \sum_{l=1}^{k} m_l \otimes n_l\) for some \(m_l \in M, n_l \in N, l = 1, \ldots, k\).

The rank \(\tau\) is independent of the choice of bases in \(M\) and \(N\). (See Problem 7 below.) Since \(M \otimes_D N\) has a basis consisting of decomposable tensors it follows that

\[
\text{Rank} \, \tau \leq \min(\dim M, \dim N) \text{ for any } \tau \in M \otimes_D N.
\]

See Problem 8 below.

**Proposition 5.1.5** Let \(M, N\) be free finite dimensional modules over a domain \(D\). Let \(\tau \in M \otimes_D N\). Then \(\text{rank} \, \tau \leq \text{Rank} \, \tau\). If \(D\) is a Bezout domain then \(\text{rank} \, \tau = \text{Rank} \, \tau\).
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Proof. Assume that $M, N$ have bases as in Proposition 5.1.3. Suppose that (5.1.2) holds. Let $\tau = \sum_{i=1}^{k} m_i \otimes n_i$. Clearly, each $m_i \otimes n_i = \sum_{l=1}^{m} a^{m,l}_{i,j} d_l \otimes e_j$, where $A_l := [a^{m,l}_{i,j}]_{i,j=1}^{m,n} \in \mathbb{D}^{m \times n}$ is rank one matrix. Then $A = \sum_{l=1}^{k} A_l$. It is straightforward to show that rank $A \leq k$. This shows that rank $\tau \leq \text{Rank } \tau$.

Assume that $\mathbb{D}$ is a Bezout domain. Let $P \in \text{GL}(m, \mathbb{D})$ such that $PA = [b_{ij}] \in \mathbb{D}^{m \times n}$ is a Hermite normal form of $A$. In particular, the first $r := \text{rank } A$ rows of $B$ are nonzero rows, and all other rows of $B$ are zero rows. Let $[u_1, \ldots, u_m] := [d_1, \ldots, d_m]P^{-1}$ be a basis in $M$. Proposition 5.1.3 yields that $\tau = \sum_{i,j=1}^{m,n} b_{ij} u_i \otimes e_j$. Define $n_l = \sum_{j=1}^{r} b_{lj} e_j$, $l = 1, \ldots, r$. Then $\tau = \sum_{l=1}^{r} u_l \otimes n_l$. Hence $r \geq \text{Rank } \tau$, which implies that rank $\tau = \text{Rank } \tau$. \hfill $\square$

Proposition 5.1.6 Let $M_i, N_i$ be free finite dimensional modules over $\mathbb{D}$. Let $T_i : M_i \to N_i$ be homomorphisms. Then there exists a unique homomorphism on $T : M_1 \otimes M_2 \to N_1 \otimes N_2$ such that $T(m_1 \otimes m_2) = (T_1 m_1) \otimes (T_2 m_2)$ for all $m_1 \in M_1, m_2 \in M_2$. This homomorphism is denoted by $T_1 \otimes T_2$.

Suppose furthermore that $W_i, W_2$ are free finite dimensional $\mathbb{D}$-modules, and $P_i : N_i \to W_i, i = 1, 2$ are homomorphisms. Then $(P_1 \otimes P_2)(T_1 \otimes T_2) = (P_1 T_1) \otimes (P_2 T_2)$.

See Problem 9 below.

Since each homomorphism $T_i : M_i \to N_i, i = 1, 2$ is represented by a matrix, one can reduce the definition of $T_1 \otimes T_2$ to the notion of tensor product of two matrices $A_1 \in \mathbb{D}^{n_1 \times m_1}, A_2 \in \mathbb{D}^{n_2 \times m_2}$. This tensor product is called the Kronecker product.

Definition 5.1.7 Let $A = [a_{ij}]_{i,j=1}^{m,n} \in \mathbb{D}^{m \times n}, B = [b_{ij}]_{i,j=1}^{p,q} \in \mathbb{D}^{p \times q}$. Then $A \otimes B \in \mathbb{D}^{mp \times nq}$ is the following block matrix:

\[
A \otimes B := \begin{bmatrix}
a_{11}B & a_{12}B & \cdots & a_{1n}B \\
a_{21}B & a_{22}B & \cdots & a_{2n}B \\
\vdots & \vdots & \ddots & \vdots \\
a_{m1}B & a_{m2}B & \cdots & a_{mn}B
\end{bmatrix}
\]

(5.1.4)

In the rest of the section we discuss the symmetric and skew symmetric tensor products of $M \otimes M$. 
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Definition 5.1.8 Let \( M \) be a free finite dimensional module over \( D \). Denote \( M^{\otimes 2} := M \otimes M \). The submodule \( \text{Sym}^2 M \subset M^{\otimes 2} \), called a 2-symmetric power of \( M \), is spanned by tensors of the form \( \text{sym}^2(m, n) := m \otimes n + n \otimes m \) for all \( m, n \in M \). \( \text{sym}^2(m, n) = \text{sym}^2(n, m) \) is called a 2-symmetric product of \( m \) and \( n \), or simply a symmetric product. Any vector \( \tau \in \text{Sym}^2 M \) is a 2-symmetric tensor, or simply a symmetric tensor.

The subspace \( \wedge^2 M \subset M^{\otimes 2} \), called 2-exterior power of \( M \), is spanned by all tensors of the form \( m \wedge n := m \otimes n - n \otimes m \), for all \( m, n \in M \). \( m \wedge n = -n \wedge m \) is called the wedge product of \( m \) and \( n \). Any vector \( \tau \in \wedge^2 M \) is called a 2-skew symmetric tensor, or simply a skew symmetric tensor.

Since \( M^{\otimes 2} \) can be identified with \( D^{m \times m} \) it follows that \( \text{Sym}^2(M) \) and \( \wedge^2 M \) can be identified with the submodules of symmetric and skew symmetric matrices respectively. See Problem 12. Observe next that \( 2m \otimes n = \text{sym}^2(m, n) + m \wedge n \). Assume that 2 is a unit in \( D \). Then \( M^{\otimes 2} = \text{Sym}^2(M) \oplus \wedge^2 M \). Hence any tensor \( \tau \in M^{\otimes 2} \) can be decomposed uniquely to a sum \( \tau = \tau_s + \tau_a \) where \( \tau_s, \tau_a \in \text{Sym}^2 M \) are symmetric and skew symmetric tensors respectively. (See Problem 12 below.)

Proposition 5.1.9 Let \( M, N \) be a finite dimensional module over \( D \). Let \( T : \text{Hom}(M, N) \). Then

\[
T \otimes T : \text{Sym}^2 M \rightarrow \text{Sym}^2 N, \quad T \otimes T : \wedge^2 M \rightarrow \wedge^2 N.
\]

See Problem 13 below.

Definition 5.1.10 Let \( M, N \) be finite dimensional modules over \( D \). Let \( T : \text{Hom}(M, N) \). Then \( T \wedge T \in \text{Hom}(\wedge^2 M, \wedge^2 N) \) is defined as the restriction of \( T \otimes T \) to \( \wedge^2 M \).

Proposition 5.1.11 Let \( M, N \) be a finite dimensional module over \( D \). Let \( T : \text{Hom}(M, N) \). Then

1. Assume that \( [d_1, \ldots, d_m] \) is a basis of \( M \). Then \( d_i \wedge d_j, 1 \leq i < j \leq m \) is a basis of \( \wedge^2 M \).

2. Assume that \( S : \text{Hom}(L, M) \). Then \( ST \wedge ST = (S \wedge S)(T \wedge T) \).

Problems

1. Let \( N \) be a free module with a basis \( [e_1, \ldots, e_n] \). Show
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(a) \( N' := \text{Hom} (N, \mathbb{D}) \) is a free module with a basis \( \{f_1, \ldots, f_n\} \), where \( f_i(e_j) = \delta_{ij}, i, j = 1, \ldots, n. \)

(b) Show that \( (N')' \) can be identified with \( N \) as follows. To each \( u \in N \) associate the following functional \( \hat{u} : N' \rightarrow \mathbb{D} \) defined by \( \hat{u}(f) = f(u) \) for each \( f \in N' \). Show that \( \hat{u} \) is a linear functional on \( N' \) and any \( \tau \in (N')' \) is equal to a unique \( \hat{u} \).

2. Let \( \mathbb{F} \) be a field and \( V \) be an \( n \)-dimensional subspace of \( V' := \text{Hom} (V, \mathbb{F}) \) is called the dual space of \( V \). Show

(a) \( (V')' \) can be identified with \( V \). I.e. for each \( v \in V \), let \( \hat{v} : V' \rightarrow \mathbb{F} \) be the linear functional given by \( \hat{v}(f) = f(v) \). Then any \( \psi \in (V')' \) is of the form \( \hat{v} \) for some \( v \in V \)

(b) For \( X \subseteq V, F \subseteq V' \) denote by \( X^\perp := \{f \in V' : f(x) = 0, \forall x \in X\} \). Then \( X^\perp, F^\perp \) are subspaces of \( V', V \) respectively satisfying

\[
(X^\perp)^\perp = \text{span} (X), \quad \dim X^\perp = n - \dim \text{span} (X),
\]

\[
(F^\perp)^\perp = \text{span} (F), \quad \dim F^\perp = n - \dim \text{span} (F).
\]

(c) Let \( U_1, \ldots, U_k \) be \( k \)-subspaces of either \( V \) or \( V' \). Then

\[
(\cap_{i=1}^k U_i)^\perp = \sum_{i=1}^k U_i^\perp, \quad (\bigcap_{i=1}^k U_i)^\perp = \cap_{i=1}^k U_i^\perp.
\]

(d) For each bases \( \{v_1, v_2, \ldots, v_n\}, \{f_1, \ldots, f_n\} \) in \( V, V' \) respectively there exists unique dual bases \( \{g_1, g_2, \ldots, g_n\}, \{u_1, \ldots, u_n\} \) in \( V', V \) respectively such that \( g_i(v_j) = \delta_{ij}, i, j = 1, \ldots, n. \)

(e) Let \( U \subset V, W \subset V' \) two \( m \)-dimensional subspaces. TFAE

i. \( U \cap W^\perp = \{0\}. \)

ii. \( U^\perp \cap W = \{0\}. \)

iii. There exists bases \( \{u_1, \ldots, u_m\}, \{f_1, \ldots, f_m\} \) in \( U, W \) respectively such that \( f_i(u_j) = \delta_{ij}, i, j = 1, \ldots, m. \)

3. Show Proposition 5.1.2.

4. Let \( U \) be the space of all polynomials in variable \( x \) of degree less than \( m \): \( p(x) = \sum_{i=0}^{m-1} a_i x^i \) with coefficients in \( \mathbb{F} \). Let \( V \) be the space of all polynomials in variable \( y \) of degree less than \( n \): \( q(y) = \sum_{j=0}^{n-1} b_j y^j \) with coefficients in \( \mathbb{F} \). Then \( U \otimes V \) is identified with the vector space of all polynomials in two variables \( x, y \) of the form \( f(x, y) = \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} c_{ij} x^i y^j \) with coefficients in \( \mathbb{F} \).
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\[ \sum_{i,j=0}^{m-1,n-1} c_{ij} x^i y^j \] with the coefficients in \( F \). The decomposable elements are \( p(x)q(y), p \in U, q \in V \). (The tensor products of this kind are basic tools for solving PDE (partial differential equations), using separation of variables, i.e. Fourier series.)

5. Let \( M = \mathbb{D}^m, N = \mathbb{D}^n \). Show

(a) \( M \otimes N \) can be identified with the space of \( m \times n \) matrices \( \mathbb{D}^{m \times n} \). More precisely each \( A \in \mathbb{D}^{m \times n} \) is viewed as a homomorphism \( A : \mathbb{D}^n \to \mathbb{D}^m \), where \( \mathbb{D}^n \) is identified with \( M' \).

(b) The decomposable tensor \( m \otimes n \) is identified with \( mn^T \). (Note \( mn^T \) is indeed rank one matrix.)

6. Prove Proposition 5.1.3.

7. Show that rank \( \tau \) defined in Definition 5.1.4 is independent of the choice of bases in \( M \) and \( N \).

8. Let the assumptions of Proposition 5.1.3 holds. Show that the equalities

\[ \tau = \sum_{i=1}^{m} \mathbf{d}_i \otimes (\sum_{j=1}^{n} b_{ij} \mathbf{e}_j) = \sum_{j=1}^{n} (\sum_{i=1}^{m} b_{ij} \mathbf{d}_i) \otimes \mathbf{e}_j \]

yield (5.1.3).


10. Let the assumptions of Proposition 5.1.2 hold. Arrange the basis of \( M \otimes N \) in the lexicographical order: \( \mathbf{d}_1 \otimes \mathbf{e}_1, \ldots, \mathbf{d}_1 \otimes \mathbf{e}_n, \mathbf{d}_2 \otimes \mathbf{e}_1, \ldots, \mathbf{d}_2 \otimes \mathbf{e}_n, \ldots, \mathbf{d}_m \otimes \mathbf{e}_1, \ldots, \mathbf{d}_m \otimes \mathbf{e}_n \). We denote this basis by \( [\mathbf{d}_1, \ldots, \mathbf{d}_m] \otimes [\mathbf{e}_1, \ldots, \mathbf{e}_n] \).

Let \( \mathbb{M}_l, \mathbb{N}_l \) be free modules with the bases \( [\mathbf{d}_{1,l}, \ldots, \mathbf{d}_{m_l,l}], [\mathbf{e}_{1,l}, \ldots, \mathbf{e}_{n,l}] \) for \( l = 1, 2 \). Let \( T_l : \mathbb{M}_l \to \mathbb{N}_l \) be a homomorphism represented by \( A_l \in \mathbb{D}^{n_l \times m_l} \), in the above bases for \( l = 1, 2 \). Show that \( T_1 \otimes T_2 \) is represented by the matrices \( A_1 \otimes A_2 \) with respect to the bases \( [\mathbf{d}_{1,1}, \ldots, \mathbf{d}_{m,1}] \otimes [\mathbf{e}_{1,1}, \ldots, \mathbf{e}_{n,1}], [\mathbf{d}_{1,2}, \ldots, \mathbf{d}_{m,2}] \otimes [\mathbf{e}_{1,2}, \ldots, \mathbf{e}_{n,2}] \).

11. Let \( A \in \mathbb{D}^{m \times n}, B \in \mathbb{D}^{p \times q} \). Show

(a) If \( m = n \) and \( A \) is upper triangular, then \( A \otimes B \) is block upper triangular.

(b) If \( m = n, p = q \) and \( A \) and \( B \) are upper triangular, then \( A \otimes B \) is upper triangular.
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(c) If $A$ and $B$ are diagonal then $A \otimes B$ is diagonal. In particular $I_m \otimes I_p = I_{mp}$.

(d) Let $C \in \mathbb{D}^{l \times m}, D \in \mathbb{D}^{r \times p}$. Then $(C \otimes D)(A \otimes B) = (CA) \otimes (DB)$.

(e) $A \in \text{GL}(m, \mathbb{D}), B \in \text{GL}(p, \mathbb{D})$ then $A \otimes B \in \text{GL}(mp, \mathbb{D})$ and $(A \otimes B)^{-1} = A^{-1} \otimes B^{-1}$.

(f) $\text{rank } A \otimes B = \text{rank } A \cdot \text{rank } B$. (Use the fact that over the quotient field $F$ of $\mathbb{D}$, $A$ and $B$ are equivalent to diagonal matrices.)

(g) Let $m = n, p = q$. Show that $\det A \otimes B = \det A \cdot \det B$.

12. Let $M$ be a free module with a basis $\{d_1, \ldots, d_m\}$. Identify $M \otimes_2$ with $\mathbb{D}^{m \times m}$. Show that $\text{Sym}^2 M$ is identified with $\text{Sym}(m, \mathbb{D}) \subset \mathbb{D}^{m \times m}$, the module of $m \times m$ symmetric matrices: $A^T = A$, and $\wedge^2 M$ is identified with $\text{AS}(m, \mathbb{D})$, the module of $m \times m$ skew symmetric matrices: $A^T = -A$.

Assume that 2 is a unit in $\mathbb{D}$. Show the decomposition $\tau \in \text{M}^{\otimes 2}$ as sum of symmetric and skew symmetric tensor is equivalent to the following fact: Any matrix $A \in \mathbb{D}^{m \times m}$ is of the form $A = 2^{-1}(A + A^T) + 2^{-1}(A - A^T)$, which is the unique decomposition of a sum of symmetric and skew symmetric matrices.

13. (a) Prove Proposition 5.1.9.

(b) Show that $(\text{Sym}^2 M, \text{Sym}^2 N)$ and $(\wedge^2 M, \wedge^2 N)$ are the only invariant pairs of submodules of $T^{\otimes 2}$ for all choices of $T \in \text{Hom}(M, N)$.

14. Prove Proposition 5.1.11.

15. Let $M$ be a module over the domain $\mathbb{D}$. Let $X \subseteq M$ be a subset of $M$. Then $\text{span } X$ is the set of all finite linear combinations of the elements from $X$.

(a) Show that $\text{span } X$ is a submodule of $M$.

(b) $\text{span } X$ is called the submodule generated by $X$.

16. Let $X$ be a nonempty set. For a given domain $\mathbb{D}$ denote by $M_\mathbb{D}(X)$ the free $\mathbb{D}$-module generated by $X$. That is, $M_\mathbb{D}(X)$ has a set of elements $e(x), x \in X$ with the following properties:

(a) For each finite nonempty subset $Y \subseteq X$, the set of vectors $e(y), y \in Y$ are linearly independent.

(b) $M_\mathbb{D}(X)$ is generated by $\{e(x), x \in X\}$. 
Let $M, N$ be two modules over an integral domain $D$. Let $P$ be the free module generated by $M \times N := \{(m, n) : m \in M, n \in N\}$. Let $Q \subseteq P$ generated by the elements of the form
\[ e((am_1 + bm_2, cn_1 + dn_2)) - ace((m_1, n_1)) - ade((m_1, n_2)) - bce((m_2, n_1)) - bde(m_2, n_2), \]
for all $a, b, c, d \in D$ and $m_1, m_2 \in M, n_1, n_2 \in N$. Then $M \otimes_D N := P/Q$ is called the tensor product of $M$ and $N$ over $D$.

Show that if $M, N$ are two free finite dimensional modules then the above definition of $M \otimes_D N$ is isomorphic to Definition 5.1.1.

5.2 Tensor product of several free modules

Definition 5.2.1 Let $M_i$ be free finite dimensional modules over a domain $D$ for $i = 1, \ldots, k$, where $k \geq 2$. Then $M := \otimes_{i=1}^k M_i = M_1 \otimes M_2 \otimes \ldots \otimes M_k$ is the tensor product space of $M_1, \ldots, M_k$, and is defined as follows. For $k = 2$ $M_1 \otimes M_2$ is defined in Definition 5.1.1. For $k \geq 3$ $\otimes_{i=1}^k M_i$ is defined recursively as $(\otimes_{i=1}^{k-1} M_i) \otimes M_k$.

Note that from now on we suppress in our notation the dependence on $D$. When we need to emphasize $D$ we use the notation $M_i \otimes_D \ldots \otimes_D M_k$.

$M$ is spanned by the decomposable tensors
\[ \otimes_{i=1}^k m_i := m_1 \otimes m_2 \otimes \ldots \otimes m_k, \quad m_i \in M_i, i = 1, \ldots, k, \]
also called rank one tensors. One has the basic identity:
\[ a(m_1 \otimes m_2 \otimes \ldots \otimes m_k) = (am_1) \otimes m_2 \otimes \ldots \otimes m_k = m_1 \otimes (am_2) \otimes \ldots \otimes m_k = \ldots = m_1 \otimes m_2 \otimes \ldots \otimes (am_k). \]

Furthermore, the above decomposable tensor is multilinear in each variable. Clearly
\[ \otimes_{i=1}^k m_{i,j_i}, j_i = 1, \ldots, m_i, i = 1, \ldots, k \text{ is a basis of } \otimes_{i=1}^k M_i \]
if $m_{1,i}, \ldots, m_{m_i,i}$ is a basis of $M_i$ for $i = 1, \ldots, k$.

Hence
\[ \dim \otimes_{i=1}^k M_i = \prod_{i=1}^k \dim M_i. \]
Thus

\[(5.2.3)\quad \alpha = \sum_{j_1=j_2=\cdots=j_k=1}^{m_1,m_2,\ldots,m_k} a_{j_1,j_2\ldots,j_k} \otimes_{i=1}^k m_{j_i,i}, \text{ for any } \alpha \in \otimes_{i=1}^k M_i.\]

Denote

\[(5.2.4)\quad \mathbb{D}^{m_1 \times \ldots \times m_k} := \otimes_{i=1}^k \mathbb{D}^{m_i}, \text{ for } k \in \mathbb{N} \text{ and } m_i \in \mathbb{N}, i = 1,\ldots,k.\]

\(A \in \mathbb{D}^{m_1 \times \ldots \times m_k}\) is given as \(A := [a_{j_1\ldots,j_k}]_{j_1=1}^{m_1},\ldots,j_k=1^{m_k}\), where \(a_{j_1\ldots,j_k} \in \mathbb{D}, j_k = 1,\ldots,m_i, i = 1,\ldots,k\). \(A\) is called a \(k\)-tensor. So 1-tensor is a vector and 2-tensor is a matrix.

In particular \(\otimes_{i=1}^k M_i\) is isomorphic to \(\mathbb{D}^{m_1 \times \ldots \times m_k}\). Furthermore, after choosing a basis of \(\otimes_{i=1}^k M_i\) of the form \((5.2.1)\) we correspond to each \(\tau \in \otimes_{i=1}^k M_i\) of the form \((5.2.3)\) the tensor \(A = [a_{j_1\ldots,j_k}]_{j_1=1}^{m_1},\ldots,j_k=1^{m_k} \in \mathbb{D}^{m_1 \times \ldots \times m_k}\).

**Proposition 5.2.2** Let \(M_i, N_i, i = 1,\ldots,k\) be free finite dimensional modules over \(\mathbb{D}\). Let \(T_i : M_i \to N_i, i = 1,\ldots,k\) be homomorphisms. Then there exists a unique homomorphism on \(T : \otimes_{i=1}^k M_i \to \otimes_{i=1}^k N_i\) such that \(T(\otimes_{i=1}^k m_i) = \otimes_{i=1}^k (T_i m_i)\) for all \(m_i \in M_i, i = 1,\ldots,k\). This homomorphism is denoted by \(\otimes_{i=1}^k T_i\).

Suppose furthermore that \(W_i, i = 1,\ldots,k\) are free finite dimensional \(\mathbb{D}\)-modules, and \(P_i : N_i \to W_i, i = 1,\ldots,k\) are homomorphisms. Then \((\otimes_{i=1}^k P_i)(\otimes_{i=1}^k T_i) = \otimes_{i=1}^k (P_i T_i)\).

See Problem 3 below.

Since each homomorphism \(T_i : M_i \to N_i, i = 1,\ldots,k\) is represented by a matrix, one can reduce the definition of \(\otimes_{i=1}^k T_i\) to the notion of the tensor product of \(k\) matrices.

**Definition 5.2.3** Let \(A_i = [a_{j_1\ldots,j_k}]_{j_1=1}^{m_i,n_i} \in \mathbb{D}^{m_i \times n_i}, i = 1,\ldots,k\). Then the Kronecker product \(A := \otimes_{i=1}^k A_i \in \mathbb{D}^{m_1\ldots m_k \times n_1\ldots n_k}\) is the matrix with the entries

\[A = [a_{(l_1,\ldots,l_k),(j_1,\ldots,j_k)}], a_{(l_1,\ldots,l_k),(j_1,\ldots,j_k)} := \prod_{i=1}^k a_{l_i,j_i,i},\]

for \(l_1 = 1,\ldots,m_i, j_i = 1,\ldots,n_i, i = 1,\ldots,k\).

where the indices \((l_1,\ldots,l_k), l_i = 1,\ldots,m_i, i = 1,\ldots,k\), and the indices \((j_1,\ldots,j_k), j_i = 1,\ldots,n_i, i = 1,\ldots,k\) are arranged in lexicographical order.
It is straightforward to show that the above tensor product of matrices can be recursively defined by the Kronecker product of two matrices as defined in Definition 5.1.7. See Problem 4 below. The tensor products of \( k \) matrices have similar properties as in the case \( k = 2 \). See Problem 5 below.

We now consider the \( k \)-symmetric and \( k \)-exterior products of a free finite dimensional module \( M \). In view of the previous section we may assume that \( k \geq 3 \). Recall that \( \Sigma_k \) the permutation group of \( k \) elements of \( [k] \) and \( \text{sign} \ \sigma \in \{1, -1\} \) is the sign of \( \sigma \in \Sigma_k \).

**Definition 5.2.4** Let \( M \) be a free finite dimensional module over \( D \) and \( 2 \leq k \in \mathbb{N} \). Denote \( M^\otimes k := \otimes_{i=1}^{k} M_i \), where \( M_i = M \) for \( i = 1, \ldots, k \). The submodule \( \text{Sym}^k M \subset M^\otimes k \), called a \( k \)-symmetric power of \( M \), is spanned by tensors of the form

\[
\text{sym}^k(m_1, \ldots, m_k) := \sum_{\sigma \in \Sigma_k} \otimes_{i=1}^{k} m_{\sigma(i)},
\]

for all \( m_i \in M, i = 1, \ldots, k \). \( \text{sym}^k(m_1, \ldots, m_k) \) is called a \( k \)-symmetric product of \( m_1, \ldots, m_k \), or simply a symmetric product. Any tensor \( \tau \in \text{Sym}^k M \) is a called a \( k \)-symmetric tensor, or simply a symmetric tensor.

**Proposition 5.2.5** Let \( M, N \) be free finite dimensional modules over \( D \). Let \( T \in \text{Hom}(M, N) \). For \( k \in \mathbb{N} \) let \( T^\otimes k : M^\otimes k \to N^\otimes k \) be \( T \otimes \ldots \otimes T \).

Then

\[
T^\otimes k : \text{Sym}^k M \to \text{Sym}^k N, \quad T^\otimes k : \text{\Lambda}^k M \to \text{\Lambda}^k N.
\]

See Problem 6 below.

**Definition 5.2.6** Let \( M, N \) be free finite dimensional modules over \( D \). Let \( T \in \text{Hom}(M, N) \). Then \( \text{\Lambda}^k T \in \text{Hom}(\text{\Lambda}^k M, \text{\Lambda}^k N) \) is defined as the restriction of \( T^\otimes k \) to \( \text{\Lambda}^k M \).

**Proposition 5.2.7** Let \( M, N \) be free finite dimensional modules over \( D \). Let \( T \in \text{Hom}(M, N) \). Then
5.2. TENSOR PRODUCT OF SEVERAL FREE MODULES

1. Let \([d_1, \ldots, d_n], [e_1, \ldots, e_n]\) be bases in \(M, N\) respectively. Assume that \(T\) is represented by the matrix \(A = [a_{ij}] \in \mathbb{D}^{m \times n}\) in these bases. Then \(\wedge^k T\) represented in the bases

\[\wedge^k_i d_i, 1 \leq j_1 < \ldots < j_k \leq m, \wedge^k_i e_i, 1 \leq l_1 < \ldots < l_k \leq n.\]

by the matrix \(\wedge^k A \in \mathbb{D}^{\binom{n}{k} \times \binom{m}{k}}\), where the entry \(((l_1, \ldots, l_k), (j_1, \ldots, j_k))\) of \(\wedge^k A\) is the the \(k \times k\) minor of \(A\) obtained by deleting all rows and columns of \(A\) except the \((l_1, \ldots, l_k)\) rows and \((j_1, \ldots, j_k)\) columns.

2. Let \(L\) be a free finite dimensional module and assume that \(S : \text{Hom}(L, M)\). Then \(\wedge^k (TS) = (\wedge^k T)(\wedge^k S)\).

See Problem 6 below.

Remark 5.2.8 In the classical matrix books such as [Gan59] and [MaM64] the matrix \(\wedge^k A\) is called the \(k\)th compound matrix or \(k\)th adjugate of \(A\).

The following proposition is proved is proven straightforward:

Proposition 5.2.9 Let \(M_i, \ldots, M_k, M := \otimes_{i=1}^k M_i\) be free finite dimensional modules over \(\mathbb{D}\) with bases given in (5.2.1). Let \([n_{i,1}, \ldots, n_{m,i}] = [m_{1,i}, \ldots, m_{n,i}]T_i^{-1}\), \(T_i = [t_{l,i}] \in \text{GL}(m_i, \mathbb{D})\) be another basis of \(M_i\) for \(i = 1, \ldots, m\). Let \(\alpha \in M\) be given by (5.2.3). Then

\[
(5.2.7) \alpha = \sum_{l_1=1}^{m_1} \ldots \sum_{l_k=1}^{m_k} b_{l_1 \ldots l_k} \otimes_{i=1}^k n_{l_i,i}, \text{ where }
\]

\[
b_{l_1 \ldots l_k} = \sum_{j_1, \ldots, j_k=1}^{m_1, \ldots, m_k} (\prod_{i=1}^k l_{i,j_i,i}) a_{j_1 \ldots j_k} \text{ for } l_i = 1, \ldots, m_i, i = 1, \ldots, k.
\]

That is if \(A := [a_{ij}], B := [b_{l_1 \ldots l_k}]\) then \(B = (\otimes_{i=1}^k T_i)A\).

Definition 5.2.10 Let \(M_1, \ldots, M_k\) be free finite dimensional modules over a domain \(\mathbb{D}\). Let \(\tau \in \otimes_{i=1}^k M_i\). The tensor rank of \(\tau\), denoted by \(\text{Rank} \tau\), is the minimal \(R\) such that \(\tau = \sum_{i=1}^R \otimes_{i=1}^k m_{i,i}\) for some \(m_{i,i} \in M_i, l = 1, \ldots, R, i = 1, \ldots, k\).

We shall see that for \(k \geq 3\) it is hard to determine the tensor rank of a general \(k\)-tensor, even in the case \(\mathbb{D} = \mathbb{C}\).

Let \(M\) be a \(\mathbb{D}\)-module, and let \(M' = \text{Hom}(M, \mathbb{D})\) be the dual module of \(M\). For \(m \in M, g \in M'\) we denote \(\langle m, g \rangle := g(m)\). Let \(m_1, \ldots, m_k \in M, g_1, \ldots, g_k \in M'\).
It is straightforward to show
\[
\langle m_1 \wedge \ldots \wedge m_k, g_1 \wedge \ldots \wedge g_k \rangle = k! \langle \otimes_{i=1}^k m_i, g_1 \wedge \ldots \wedge g_k \rangle = \\
\begin{bmatrix}
\langle m_1, g_1 \rangle & \ldots & \langle m_1, g_k \rangle \\
\vdots & \ddots & \vdots \\
\langle m_k, g_1 \rangle & \ldots & \langle m_k, g_k \rangle
\end{bmatrix}
\]
(5.2.8) \quad k! \det

See Problem 9b below.

Assume that \( M \) is an \( m \)-dimensional free module over \( D \), with the basis \( d_1, \ldots, d_m \). Recall that \( M' \) is an \( m \)-dimensional free module with the dual basis \( f_1, \ldots, f_m \):

\[
(d_i, f_j) = f_j(d_i) = \delta_{ij}, \quad i, j = 1, \ldots, m.
\]
(5.2.9)

Let \( M_1, \ldots, M_k, M := \otimes_{i=1}^k M_i \) be free finite dimensional modules over \( D \) with bases given in (5.2.1). Let \( f_{i_1, \ldots, i_k} \) be the dual basis of \( M'_i \) for \( i = 1, \ldots, k \). Then \( M' \) is isomorphic to \( \otimes_{i=1}^k M'_i \), where we assume that

\[
\langle \otimes_{i=1}^k m_i, \otimes_{i=1}^k g_i \rangle := \prod_{i=1}^k \langle m_i, g_i \rangle, \quad m_i \in M_i, g_i \in M'_i, \ i = 1, \ldots, k.
\]
(5.2.10)

In particular, \( M' \) has the dual basis \( \otimes_{i=1}^k f_{i_1, \ldots, i_k} \), \( i_1, \ldots, i_k \).

Assume that \( d_1, \ldots, d_m \) is a basis of \( M \) and \( f_1, \ldots, f_m \) is the dual basis of \( M' \). Note that \( \wedge^k M' \) is a submodule of \( \otimes^k M' \). See Problem 9c below. Note that if \( Q \subseteq D \) then \( \wedge^k M' = (\wedge^k M)' \).

Let \( N \) be a module over \( D \) of dimension \( n \), as defined in Problem 1.6.2. Assume that \( M \subseteq N \) is a submodule of dimension \( m \leq n \). For any \( k \in \mathbb{N} \) we view \( \wedge^k M \) as a submodule of \( \wedge^k N \). \( \wedge^k M := 1 \), \( \wedge^0 M \) is a one dimensional module, while for \( k > m \) it is agreed that \( \wedge^k M \) is a trivial subspace consisting of zero vector. (See Problem 11 below.)

Let \( O \subseteq N \) be another submodule of \( N \). Then \( (\wedge^p M) \cap (\wedge^q O) \) is a submodule of \( \wedge^{p+q}(M + O) \) of \( \wedge^{p+q} N \), spanned by \( (m_1 \wedge \ldots \wedge m_p) \wedge (o_1 \wedge \ldots \wedge o_q) \), where \( m_1, \ldots, m_p \in M, o_1, \ldots, o_q \in O \) for \( p, q \geq 1 \). If \( p = 0 \) or \( q = 0 \) then \( (\wedge^p M) \wedge (\wedge^q O) \) is equal to \( \wedge^0 O \) or \( \wedge^0 M \) respectively.

In the next sections we need the following lemma

**Lemma 5.2.11** Let \( V \) be an \( n \)-dimensional vector space over \( \mathbb{F} \). Assume that \( 0 \leq p_1, p_2, 1 \leq q_1, q_2, k := p_1 + q_1 = p_2 + q_2 \leq n \). Suppose that \( U_2, W_1, W_2 \) are subspaces of \( V \) such that \( \dim U_i = p_i, \dim W_i \geq q_i \) for \( i = 1, 2 \) and \( U_1 \cap W_1 = U_2 \cap W_2 = \{0\} \). Then

\[
(\wedge^{p_1} U_1) \cap (\wedge^{q_1} W_1) \cap (\wedge^{p_2} U_2) \cap (\wedge^{q_2} W_2) \neq \{0\}
\]
(5.2.11)
if and only if the following condition holds. There exists a subspace \( V_1 \subseteq V \) of dimension \( k \) at such that

\[
(5.2.12) \quad U_1 \subseteq V_1, \ U_2 \subseteq V_1, \ V_1 \subseteq (U_1 + W_1), \ V_1 \subseteq (U_2 + W_2).
\]

**Proof.** Assume first that (5.2.11) holds. Note that

\[
(\bigwedge^{p_1} U_1) \cap (\bigwedge^{q_1} W_1) \subseteq (\bigwedge^{p_2} U_2) \cap (\bigwedge^{q_2} W_2) \subseteq (\bigwedge^{p_2} U_2) \cap (\bigwedge^{q_2} W_2) \subseteq (\bigwedge^{p_2} U_2) \cap (\bigwedge^{q_2} W_2).
\]

Let \( V_2 := (U_1 + W_1) \cap (U_2 + W_2) \). Problem 11a below yields that

\[
(5.2.13) \quad (\bigwedge^{p_1} U_1) \cap (\bigwedge^{q_1} W_1) \subseteq (\bigwedge^{p_2} U_2) \cap (\bigwedge^{q_2} W_2) \subseteq (\bigwedge^{k_2} V_2).
\]

The assumption (5.2.11) implies that \( \dim V_2 \geq k \). We now show that \( U_1 \subseteq V_2 \). Assume to the contrary that \( \dim U_1 \cap V_2 = i < p_1 \). Choose a basis \( v_1, \ldots, v_n \) such that in \( V \) such that \( v_1, \ldots, v_{p_1} \), and \( v_{p_1+1}, \ldots, v_r \) are bases of \( U_1 \) and \( V_2 \) respectively. Observe that the span of vectors \( v_1 \land \cdots \land v_{p_1} \land v_{i_1} \land \cdots \land v_{i_{q_1}} \) for \( p_1 < i_1 < \cdots < i_{q_1} \leq n \) contain the subspace \( (\bigwedge^{p_1} U_1) \cap (\bigwedge^{q_1} W_1) \). On the other hand the subspace \( \bigwedge^k V_2 \) has a basis formed by the exterior products of \( k \) vectors out of \( v_1, \ldots, v_{p_1}, v_{p_1+1}, \ldots, v_r \). Hence \( (\bigwedge^{p_2} U_1) \cap (\bigwedge^{q_2} W_2) \cap \bigwedge^k V_2 = \{0\} \), which contradicts (5.2.11-5.2.13). So \( U_1 \subseteq V_2 \). Similarly \( U_2 \subseteq V_2 \).

Next we claim that \( \dim (U_1 + U_2) = j > k \). Let \( u_1, \ldots, u_n \) be a basis of \( V \), such that

\[
u_1, \ldots, u_{p_1}, \text{ and } u_{p_1+1}, \ldots, u_{j} \]

are bases of \( U_1 \) and \( U_2 \) respectively. Then \( (\bigwedge^{p_1} U_1) \cap (\bigwedge^{q_1} W_1) \) is spanned by \( (n-p_1) \) linearly independent vectors \( u_{i_1} \land \cdots \land u_{i_{q_1}} \), where \( 1 \leq i_1 < \cdots < i_{q_1} \leq n \) and \( \{1, \ldots, p_1\} \subseteq \{i_1, \ldots, i_{q_1}\} \). Similarly, \( (\bigwedge^{p_2} U_2) \cap (\bigwedge^{q_2} W_2) \) is spanned by \( (n-p_2) \) linearly independent vectors \( u_{j_1} \land \cdots \land u_{j_{q_2}} \), where \( 1 \leq j_1 < \cdots < j_{q_2} \leq n \) and \( \{1, \ldots, p_1, p_2-j, p_2+1, \ldots, j\} \subseteq \{i_1, \ldots, i_{q_1}\} \). Since \( j > k \) it follows that these two subset of vectors of the full set of the basis of \( \bigwedge^k V \) do not have any common vector, which contradicts (5.2.11). So \( \dim (U_1 + U_2) \leq k \). Choose \( V_1 \) any \( k \) dimensional subspace of \( V_2 \) which contains \( U_1 + U_2 \).

Vice versa, suppose that \( V_1 \) is a \( k \)-dimensional subspace of \( V \) satisfying \( (5.2.12) \). So \( \bigwedge^k V_1 \) is a one dimensional subspace which is contained in \( (\bigwedge^{p_1} U_1) \cap (\bigwedge^{q_1} W_1) \) for \( i = 1, 2 \). Hence (5.2.11) holds.

\( \square \)
Problems

1. Let $M_1, \ldots, M_k, N$ be free finite dimensional modules over $D$. A map $f : M_1 \times \cdots \times M_k \rightarrow N$ is called multilinear, if by fixing all variables $m_1, \ldots, m_{i-1}, m_{i+1}, \ldots, m_k$, the map $f$ is linear on $M_i$ for $i = 1, \ldots, k$. Show that $\otimes_{i=1}^k M_i$ is determined uniquely by the following universal lifting property: There exists a unique multilinear $F : M_1 \times \cdots \times M_k \rightarrow \otimes_{i=1}^k M_i$ such that each multilinear map $f : M_1 \times \cdots \times M_k \rightarrow N$ can be lifted to a linear map $\tilde{f} : \otimes_{i=1}^k M_i \rightarrow N$ satisfying $f = \tilde{f} \circ F$.

2. Let $M_1, \ldots, M_k$ be free finite dimensional modules over $D$. Show that for any $\sigma \in \Sigma_k \otimes_{i=1}^k M_i$ is isomorphic to $\otimes_{i=1}^k M_i$.

3. Prove Proposition 5.2.2.

4. Show
   (a) Let $A \in D^{m \times n}$ and $B \in D^{p \times q}$. Then the definitions of $A \otimes B$ given by Definitions 5.1.7 and 5.2.3 coincide.
   (b) Let the assumptions of Definition 5.2.3 hold. Assume that $k \geq 3$. Then the recursive definition of $\otimes_{i=1}^k A_i := (\otimes_{i=1}^{k-1} A_i) \otimes A_k$ coincides with the definition of $\otimes_{i=1}^k A_i$ given in Definition 5.2.3.

5. Let $A_i \in D^{m_i \times n_i}, i = 1, \ldots, k \geq 3$. Show
   (a) $\otimes_{i=1}^k (a_i A_i) = (\prod_{i=1}^k a_i) \otimes_{i=1}^k A_i$.
   (b) $(\otimes_{i=1}^k A_i)^T = \otimes_{i=1}^k A_i^T$.
   (c) If $m_i = n_i$ and $A_i$ is upper triangular for $i = 1, \ldots, k$ then $\otimes_{i=1}^k A_i$ is upper triangular.
   (d) If $A_1, \ldots, A_k$ are diagonal matrices then $\otimes_{i=1}^k A_i$ is a diagonal matrix. In particular $\otimes_{i=1}^k I_{m_i} = I_{m_1 \cdots m_k}$.
   (e) Let $B_i \in D^{l_i \times m_i}, i = 1, \ldots, k$. Then $(\otimes_{i=1}^k B_i)(\otimes_{i=1}^k A_i) = \otimes_{i=1}^k (B_i A_i)$.
   (f) $A_i \in \text{GL}(m_i, D), i = 1, \ldots, k$ then $\otimes_{i=1}^k A_i \in \text{GL}(m_1, \ldots, m_k, D)$ and $(\otimes_{i=1}^k A_i)^{-1} = \otimes_{i=1}^k A_i^{-1}$.
   (g) rank $\otimes_{i=1}^k A = \prod_{i=1}^k \text{rank} A_i$.
   (h) For $m_i = n_i, i = 1, \ldots, k$, $\det \otimes_{i=1}^k A_i = \prod_{i=1}^k (\det A_i)^{\prod_{j \neq i}^{k} m_j / m_i}$.

6. Prove Proposition 5.2.7.
7. (a) Let $A \in D^{m \times n}$, $B \in D^{n \times p}$. Show that $\wedge^k AB = \wedge^k A \wedge^k B$ for any $k \in [1, \min(m, n, p)] \cap \mathbb{N}$.
(b) Let $A \in D^{n \times n}$. Then $\wedge^k A$ is upper triangular, lower triangular, or diagonal if $A$ is upper triangular, lower triangular, or diagonal respectively.
(c) $\wedge^k I_n = I_k$.
(d) If $A \in \text{GL}(n, D)$ then $\wedge^k A \in \text{GL}(\wedge^k n, D)$ and $(\wedge^k A)^{-1} = \wedge^k A^{-1}$.

8. Let $F$ be an algebraically closed field. Recall that over an algebraically closed $A \in F^{n \times n}$ is similar to an upper triangular matrix.
(a) Let $A_i \in F^{n_i \times n_i}$ for $i = 1, \ldots, k$. Show that there exists $T_i \in \text{GL}(n_i, F)$ such that $\otimes_{i=1}^k T_i \otimes_{i=1}^k A_i$ is an upper triangular matrix. Furthermore, let $\lambda_{1,i}, \ldots, \lambda_{n_i,i}$ be the eigenvalues of $A_i$, counted with their multiplicities. Then $\prod_{i=1}^k \lambda_{j_i,i}$ for $j_i = 1, \ldots, n_i, i = 1, \ldots, k$ are the eigenvalues of $\otimes_{i=1}^k A_i$ counted with their multiplicities.
(b) Let $A \in F^{n \times n}$ and assume that $\lambda_1, \ldots, \lambda_n$ are the eigenvalues of $A$ counted with their multiplicities. Show that $\prod_{i=1}^k \lambda_{j_i}$ for $1 \leq j_1 < \ldots < j_k \leq n$ are all the eigenvalues of $\wedge^k A$ counted with their multiplicites.

9. Let $M$ be a finitely generated module over $D$.
(a) Let $m_1, \ldots, m_k \in M$. Show that for any $\sigma \in \Sigma_k$ $m_{\sigma(1)} \wedge \ldots \wedge m_{\sigma(k)} = \text{sign } \sigma \cdot m_1 \wedge \ldots \wedge m_k$. In particular, if $m_i = \sum_{j \neq i} a_j m_j$ then $m_1 \wedge \ldots \wedge m_k = 0$.
(b) Prove the equality (5.2.8).
(c) Assume that $d_1, \ldots, d_m$ is a basis of $M$ and $f_1, \ldots, f_m$ is a dual basis of $M'$. Show that $\frac{1}{d} f_i \wedge \ldots \wedge f_k, 1 \leq i_1 < \ldots < i_k \leq m$ can be viewed as a basis for $(\wedge^k M)'$ for $k \in [1, m]$.

10. Let $M$ be an $m$-dimensional module over $D$ as defined in Problem 1.6.2. Show
(a) $\wedge^m M$ is a 1-dimensional module over $D$.
(b) $\wedge^k V$ is a zero module over $D$ for $k > m$.

11. (a) Let $V$ be an finite dimensional vector space over $F$ and assume that $U, W$ are subspaces of $V$. Show that $\wedge^k U \cap \wedge^k W = \wedge^k (U \cap W)$. 

Hint: Choose a basis \(v_1, \ldots, v_n\) in \(V\) satisfying the following property. \(v_1, \ldots, v_m\) and \(v_1, \ldots, v_l, v_{m+1}, \ldots v_{m+p-l}\) are bases for \(U\) and \(W\) respectively. Recall that \(v_1 \wedge \ldots \wedge v_{i_k}, 1 \leq i_1 < \ldots < i_k \leq n\) form a basis in \(\bigwedge^k V\). Observe next that bases of \(U\) and \(W\) are of the form of exterior, (wedge), products of \(k\) vectors from \(v_1, \ldots, v_m\) and \(v_1, \ldots, v_l, v_{m+1}, \ldots, v_{m+p-l}\) respectively.

(b) Assume that \(V\) is a \(n\)-dimensional module of \(D_b\). Suppose furthermore that \(U, W\) are finitely generated submodules of \(V\).

Show that \(\bigwedge^k U \cap \bigwedge^k W = \bigwedge^k (U \cap W)\).

12. Let \(V\) be an \(n\)-dimensional vector space over \(F\) and \(U \subset V, W \subset V'\) be \(m\)-dimensional subspaces. Show

(a) Let \(\{u_1, \ldots, u_m\}, \{f_1, \ldots, f_m\}\) be bases of \(U, W\) respectively.

Then the vanishing of the determinant \(\det [\langle u_i, f_j \rangle]_{i,j=1}^m\) is independent of the choice of bases in \(U, W\).

(b) Let \(F\) be a field of infinite characteristic. TFAE

i. \(\dim U^\perp \cap W > 0\).

ii. \(\dim U \cap W^\perp > 0\).

iii. \(\bigwedge^{m-1} U \subset (\bigwedge^{m-1} W)^\perp\).

iv. \(\bigwedge^{m-1} W \subset (\bigwedge^{m-1} U)^\perp\).

v. For any bases \(\{u_1, \ldots, u_m\}, \{f_1, \ldots, f_m\}\) of \(U, W\) respectively \(\langle u_1 \wedge \ldots \wedge u_m, f_1 \wedge \ldots \wedge f_m \rangle = 0\).

\(\text{Hint: If } \dim U^\perp \cap W = 0 \text{ use Problem 2(e). If } \dim U^\perp \cap W > 0 \text{ choose at least one vector of a basis in } W \text{ to be in } U^\perp \cap W \text{ and use (5.2.8).}\)

5.3 Sparse bases of subspaces

**Definition 5.3.1**

1. For \(0 \neq x \in F^n\) denote \(\text{span } (x)^* := \text{span } (x) \setminus \{0\}\).

2. The support of \(x = (x_1, \ldots, x_n)^\top \in F^n\) is defined as \(\text{supp } (x) = \{i \in \{1, \ldots, n\} : x_i \neq 0\}\).

3. For a nonzero subspace \(U \subseteq F^n\), a nonzero vector \(x \in U\) is called elementary if for every \(0 \neq y \in U\) the condition \(\text{supp } (y) \subseteq \text{supp } (x)\) implies \(\text{supp } (y) = \text{supp } (x)\). \(\text{span } (x)^*\) is called an elementary class, in \(U\), if \(x \in U\) is elementary.

4. Denote by \(\mathcal{E}(U)\) the union of all elementary classes in \(U\).
5. A basis in \{u_1, \ldots, u_m\} in \(U\) is called sparse if \(u_1, \ldots, u_m\) are elementary.

**Proposition 5.3.2** Let \(U\) be a subspace of \(\mathbb{F}^n\) of dimension \(m \in [n]\). Then

1. \(x \in U\) is elementary if and only if for each \(0 \neq y \in U\) the condition \(\text{supp}(x) \subseteq \text{supp}(y)\) implies that \(y \in \text{span}(x)^\ast\).

2. \(E(U)\) consists of a finite number of elementary classes.

3. \(\text{span}(E(U)) = U\).

4. For each subset \(I\) of \(\{1, \ldots, n\}\) of cardinality \(m - 1\) there exists an elementary \(x \in U\) such that \(\text{supp}(x)^c := \{1, \ldots, n\} \setminus \text{supp}(x)\) contains \(I\).

See Problem 1 below for proof.

**Definition 5.3.3** Let \(\mathbb{F}\) be a field of 0 characteristic.

1. \(A = [a_{ij}] \in \mathbb{F}^{k \times n}\) is called generic if all the entries of \(A\) are algebraically independent over \(\mathbb{Q}\), i.e. there is no nontrivial polynomial \(p\) in \(kn\) variable with integer coefficients such that \(p(a_{11}, \ldots, a_{kn}) = 0\).

2. \(A\) is called nondegenerate if all \(\min(k, n)\) minors of \(A\) are nonzero.

3. An \(1 \leq m\)-dimensional subspace \(U \subseteq \mathbb{F}^n\) is called nondegenerate if for \(J \subset \{1, \ldots, n\}\) of cardinality \(n - m + 1\) there exists a unique elementary set \(\text{span}(x)^\ast\) such that \(J = \text{supp}(x)\).

**Lemma 5.3.4** Let \(A \in \mathbb{F}^{k \times n}, 1 \leq k < n\) be of rank \(k\). TFAE:

1. \(A\) is nondegenerate.

2. The row space of \(A\), (viewed as a column space of \(A^\top\)), is nondegenerate.

3. The null space of \(A\) is nondegenerate.

**Proof.** Consider first the column space of \(A^\top\) denoted by \(U \subseteq \mathbb{F}^n\). Recall that any vector in \(U\) is of the form \(x = A^\top y\) for some \(y \in \mathbb{F}^k\). Let \(I \subset \{1, \ldots, n\}\) be a set of cardinality \(k - 1\). Let \(B = (A^\top)[I,:] \in \mathbb{F}^{k-1 \times k}\) be a submatrix of \(A^\top\) with the rows indexed by the set \(I\). The condition that \(\text{supp}(x) \subseteq I^c\) is equivalent to the condition \(By = 0\). Since rank \(B \leq k - 1\), there exists \(0 \neq x \in U\) such that \(\text{supp}(x) \subseteq I^c\). Let \(d\) be defined as in Problem 3 below.
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Assume that rank $B < k - 1$. Then $d = 0$, (see Problem 3(b) below). Furthermore, it is straightforward to show that for each $j \in I^c$ there exists a nonzero $x \in U$ such that supp $(x) \subseteq (I \cup \{j\})^c$. So det $A[\cdot, I \cup \{j\}] = 0$ and $A$ is not degenerate.

Suppose that rank $B = k - 1$, i.e. $d \neq 0$. Then for any nonzero $x \in U$, supp $(x) \subset I^c$ is in span $(A^\top d)^\ast$. Let $j \in I^c$. Expand det $A[\cdot, I \cup \{j\}]$ by the column $j$ to deduce that $(A^\top d)_j = \pm$ det $A[\cdot, I \cup \{j\}]$. Thus supp $(x) = I^c$ if and only det $A[\cdot, I \cup \{j\}] \neq 0$ for each $j \in I^c$. These arguments show the equivalence of 1 and 2.

The equivalence of 1 and 3 are shown in a similar way and are discussed in Problem 4 below. 

For a finite set $J$ denote $\#J$ the cardinality of $J$.

Definition 5.3.5 Let $J = \{J_1, \ldots, J_t\}$ be $t$ subsets of $[n]$, each of cardinality $m - 1$. Then $J$ satisfies the $m$-intersection property provided that

\[(5.3.1) \quad \# \cap_{\emptyset \neq P \subseteq \{t\}} J_i \leq m - \#P \quad \text{for all} \quad \emptyset \neq P \subseteq \{t\}.\]

It is known that for given a set $J$ one can check efficiently, i.e. in polynomial time, whether $J$ satisfies the $m$-intersection property. See Problems 5 - 7 below.

The aim of this section is to prove the following theorem.

Theorem 5.3.6 Let $F$ be a field of 0 characteristic and assume that $A \in F^{k \times n}$ is generic over $Q$.

1. Let $I = \{I_1, \ldots, I_s\}$ denote the collection of $s \leq k$ subsets of $[n]$ each of cardinality $n - k + 1$. Then the elementary vectors $x(I_1), \ldots, x(I_s)$ in the row space of $A$ with supports $I_1, \ldots, I_s$ are linearly independent if and only if $I' := \{I_1^c, \ldots, I_s^c\}$, consisting of the complements of the supports, have the $k$-intersection property.

2. Let $J = \{J_1, \ldots, J_t\}$ denote the collection of $t \leq n - k$ subsets of $[n]$ each of cardinality $k + 1$. Then the elementary vectors $y(J_1), \ldots, y(J_t)$ in the null space of $A$ with supports $J_1, \ldots, J_t$ are linearly independent if and only if $J' := \{J_1^c, \ldots, J_t^c\}$, consisting of the complements of the supports, have the $n - k$-intersection property.

The proof of this theorem needs a number of auxiliary results.

Lemma 5.3.7 Let $A \in F^{k \times n}$ be nondegenerate.
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1. Let $\mathcal{I} = \{I_1, \ldots, I_s\}$ denote the collection of $s \leq k$ subsets of $[n]$ each of cardinality $n - k + 1$. Then the elementary vectors $x(I_1), \ldots, x(I_s)$ in the row space of $A$ with supports $I_1, \ldots, I_s$ are linearly independent if and only if the $k \times s$ submatrix of $\wedge^{k-1} A$ determined by its columns indexed by $I_1^c, \ldots, I_s^c$ has rank $s$.

2. Let $b_1, \ldots, b_{n-k} \in \mathbb{R}^n$ be a basis in the null space of $A$ and denote by $B^T \in \mathbb{F}^{n \times (n-k)}$ the matrix whose columns are $b_1, \ldots, b_{n-k}$. Let $J = \{J_1, \ldots, J_t\}$ denote the collection of $t \leq n - k$ subsets of $[n]$ each of cardinality $k + 1$. Then the elementary vectors $y(J_1), \ldots, y(J_t)$ in the null space of $A$ with supports $J_1, \ldots, J_t$ are linearly independent if and only if the determinant of the full row $(n - k - 1) \times (n - k - 1)$ submatrix $\wedge^{n-k-1} B$ determined by its columns indexed by $J_1^c, \ldots, J_t^c$ has rank $t$.

See Problems 8-9 below for the proof of the lemma.

**Corollary 5.3.8** Let $A \in \mathbb{F}^{k \times n}$ be nondegenerate.

1. Let $\mathcal{I} = \{I_1, \ldots, I_k\}$ denote the collection of $k$ subsets of $[n]$ each of cardinality $n - k + 1$. Then the elementary vectors $x(I_1), \ldots, x(I_k)$ in the row space of $A$ with supports $I_1, \ldots, I_k$ are not linearly independent if and only if the determinant of the full row $k \times k$ submatrix of $\wedge^{k-1} X$ determined by its columns indexed by $I_1^c, \ldots, I_k^c$ is identically zero for any $X \in \mathbb{F}^{k \times n}$.

2. Let $b_1, \ldots, b_{n-k} \in \mathbb{R}^n$ be a basis in the null space of $A$ and denote by $B^T \in \mathbb{F}^{n \times (n-k)}$ the matrix whose columns are $b_1, \ldots, b_{n-k}$. Let $J = \{J_1, \ldots, J_t\}$ denote the collection of $t \leq n - k$ subsets of $[n]$ each of cardinality $k + 1$. Then the elementary vectors $y(J_1), \ldots, y(J_t)$ in the null space of $A$ with supports $J_1, \ldots, J_{n-k}$ are linearly independent if and only if the determinant of the full row $(n - k - 1) \times (n - k - 1)$ submatrix $\wedge^{n-k-1} Y$ determined by its columns indexed by $J_1^c, \ldots, J_{n-k}^c$ is identically zero for any $Y \in \mathbb{F}^{(n-k) \times n}$.

(One may use Problem 10 below to show part 2 of the above Corollary.)

**Definition 5.3.9** Let $V$ be an $n$-dimensional vector space over $\mathbb{F}$. Let $U_1, \ldots, U_t \subset V$ be $t$ subspaces of dimension $m - 1$. Then $\{U_1, \ldots, U_t\}$ satisfies the dimension $m$-intersection property provided that

\[
\dim \bigcap_{i \in P} U_i \leq m - \#P \text{ for all } \emptyset \neq P \subseteq [t].
\]

Theorem 5.3.6 follows from the following theorem.
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Theorem 5.3.10 Let $V$ be an $n$-dimensional vector space over a field $\mathbb{F}$ of 0 characteristic, and where $n \geq 2$. Let $2 \leq m \leq [n]$ and assume that $U_1, \ldots, U_m \in \text{Gr}(m-1, V')$. Let $W_m(U_1, \ldots, U_m) \subseteq \text{Gr}(m, V)$ be the variety of all subspaces $X \in \text{Gr}(m, V)$ such that the one dimensional subspace $Y := \Lambda^m(\Lambda^{m-1} X) \subset \otimes^{m(m-1)} V$ is orthogonal on the subspace $W := (\Lambda^{m-1} U_1) \Lambda (\Lambda^{m-1} U_2) \Lambda \ldots (\Lambda^{m-1} U_m) \subset \otimes^{m(m-1)} V'$ of dimension one at most. Then $W_m(U_1, \ldots, U_m)$ is a strict subvariety of $\text{Gr}(m, V)$ if and only if $U_1, \ldots, U_m$ satisfy the dimension $m$-intersection property.

Proof. Since each $U_i$ is $m-1$ dimensional we assume that $\Lambda^{m-1} U_i = \text{span} (w_i)$ for some $w_i \in \Lambda^{m-1} U_i$ for $i = 1, \ldots, m$. Then $W = \text{span} (w_1 \wedge \ldots \wedge w_m)$. Choose a basis $x_1, \ldots, x_m$ in $X$. Let $y_i$ be the wedge product of $m-1$ vectors from $\{x_1, \ldots, x_m\} \setminus \{x_i\}$ for $i = 1, \ldots, m$. Then $y_1, \ldots, y_m$ are linearly independent and $Y = \text{span} (y_1 \wedge \ldots \wedge y_n)$. The condition that $Y \perp W$, i.e. $Y^\perp \cap W$ is a nontrivial subspace, is equivalent to the condition

$$(5.3.3) \quad \langle y_1 \wedge \ldots \wedge y_m, w_1 \wedge \ldots \wedge w_m \rangle = m! \det (\langle y_i, w_j \rangle)_{i,j=1}^m = 0.$$ 

See Problem 5.2.12. Since $\mathbb{F}$ has 0 characteristic, the condition (5.3.3) is equivalent to the vanishing of the determinant in the above formula. We will use the formula (5.2.8) for each $\langle y_i, w_j \rangle$.

Assume first that $U_1, \ldots, U_m$ do not satisfy the dimension intersection property. By interchanging the order of $U_1, \ldots, U_m$ if necessary, we may assume that there exists $2 \leq p \leq m$ such that $Z := \cap_{i=p}^m U_j$ has dimension $m - p + 1$ at least. Let $Z_i \subseteq Z$ be a subspace of dimension $m - p + 1$. Then $\dim X \cap Z_i^\perp \geq m - (m - p + 1) = p - 1$. Let $F \subseteq X \cap Z_i^\perp$ be a subspace of dimension $p - 1$. Assume that $x_1, \ldots, x_m$ is a basis of $X$ such that $x_1, \ldots, x_{p-1}$ is a basis of $F$. So $X_i \subseteq F$ for $i = p, \ldots, m$. Hence $X_i \cap U_j^\perp \supseteq X_i \cap Z_i^\perp \supseteq X_i \cap Z_i^\perp \supseteq F \cap Z_i^\perp \neq \emptyset$ for $i = p, \ldots, m$, $j = 1, \ldots, p$.

Thus $\langle y_i, w_j \rangle = 0$ for $i = p, \ldots, m$, $j = 1, \ldots, p$. See Problem 5.2.12. Hence any $p \times p$ submatrix $[\langle y_i, w_j \rangle]_{i,j=1}^p$ with the set of columns $(p)$, must have a zero row. Expand $\det [\langle y_i, w_j \rangle]_{i,j=1}^p$ by the columns $(p)$ to deduce that this determinant is zero. Hence $W_m(U_1, \ldots, U_m) = \text{Gr}(m, V)$.

We now show by induction on $m$ that if $U_1, \ldots, U_m \in \text{Gr}(m-1, V')$ satisfy the dimension $m$-intersection property then there exists $X \in \text{Gr}(m, V)$ such that $\dim Y^\perp \cap W = 0$, for each $n = m, m + 1, \ldots$. Assume that $m = 2$. As $\dim (U_1 \cap U_2) = 0$ we deduce that $\dim (U_1 + U_2) = 2$. Let $U_i = \text{span} (u_i), i = 1, 2$. Then $\{u_1, u_2\}$ is a basis in $Z = \text{span} (u_1, u_2)$. Hence $Z^\perp$ is a subspace of $V$ of dimension $n - 2$. Thus there exists a subspace $X \in \text{Gr}(2, V)$ such that $\dim X \cap Z^\perp = 0$. Note that $\Lambda^{m-1} X = \Lambda^{m-1} U_1 \wedge \Lambda^{m-1} U_2 \wedge \ldots \wedge \Lambda^{m-1} U_m$. Thus $\Lambda^{m-1} X$ is orthogonal on $W$.
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Let \( \mathbf{x}_i, \mathbf{x}_2 \) be a basis in \( \mathbf{X} \). The negation of the condition (5.3.3) is equivalent to \( \langle \mathbf{x}_1 \wedge \mathbf{x}_2, \mathbf{u}_1 \wedge \mathbf{u}_2 \rangle \neq 0 \). Use Problems 5.1.2(e) and 5.2.12 to deduce this negation.

Assume the induction hypothesis, that is, for \( 2 \leq l < n \) and any \( l \)-dimensional subspaces \( \mathbf{U}_1, \ldots, \mathbf{U}_l \subset \mathbf{V} \) satisfying the \( l \)-dimensional intersection property there exists \( \mathbf{X} \in \text{Gr}(l, \mathbf{V}) \) such that \( \dim \mathbf{Y} \cap \mathbf{W} = 0 \). Let \( m = l + 1 \) and assume that \( \mathbf{U}_1, \ldots, \mathbf{U}_m \) satisfy the \( m \)-dimensional intersection property. Let \( \mathcal{P} := \{ P \subseteq \langle m - 1 \rangle : \dim \cap_{i \in P} \mathbf{U}_i = m - \# P \} \).

Note that \( \{ i \} \in \mathcal{P} \) for each \( i \in \langle m - 1 \rangle \). The \( m \)-intersection property yields that \( \mathbf{U}_{m} \cap \cap_{i \in P} \mathbf{U}_i \) is a strict subspace of \( \cap_{i \in P} \mathbf{U}_i \) for each \( P \in \mathcal{P} \). Equivalently \( \cap_{i \in P} \mathbf{U}_i \) is a strict subspace of \( \cap_{i \notin P} \mathbf{U}_i \).

Problem 12(d) below yields that \( \dim \cap_{i \in P} \mathbf{U}_i = m - \# P \). Let \( x_m \in \mathbf{U}_m \cap \cup_{P \in \mathcal{P}} \cap_{i \in P} \mathbf{U}_i \). Define \( \mathbf{U}_i := \mathbf{U}_i \cap \{ x_m \} \), \( i = 1, \ldots, l \). For \( i \in \langle l \rangle \) we have that \( \{ i \} \in \mathcal{P} \), hence \( x_m \notin \mathbf{U}_i \). Thus \( \mathbf{U}_i \in \text{Gr}(l-1, \mathbf{V}), i = 1, \ldots, l \).

We claim that \( \mathbf{U}_1, \ldots, \mathbf{U}_l \) satisfy the \( l \)-dimensional intersection property.

Assume to the contrary that the \( l \)-dimensional intersection property is violated. By renaming the indices in \( \langle l \rangle \) we may assume that there is \( 2 \leq k \in \langle l \rangle \) such that \( \dim \cap_{i \in \langle k \rangle} \mathbf{U}_i > l - k = m - k - 1 \). Since \( \mathbf{U}_1 \subset \mathbf{U}_i \), \( i \in \langle l \rangle \) we deduce that \( \dim \cap_{i \in \langle k \rangle} \mathbf{U}_i > m - k - 1 \). The assumption that \( \mathbf{U}_1, \ldots, \mathbf{U}_m \) satisfy the \( m \)-dimensional intersection property yields \( \dim \cap_{i \in \langle k \rangle} \mathbf{U}_i = m - k \), i.e. \( \langle k \rangle \in \mathcal{P} \). Since \( x_m \notin \cap_{i \in \langle k \rangle} \mathbf{U}_i \) and \( \{ x_m \} = \dim \cap_{i \in \langle k \rangle} \mathbf{U}_i = m - k - 1 \), contradicting our assumption. Hence \( \mathbf{U}_1, \ldots, \mathbf{U}_l \) satisfy the \( l \)-dimensional intersection property.

Let \( \mathbf{v}_1, \ldots, \mathbf{v}_{n-1}, \mathbf{x}_m \) be a basis in \( \mathbf{V} \). Let \( f_1, \ldots, f_m \) be the dual basis in \( \mathbf{V}' \). (See Problem 5.1.2(d).) Note that \( \mathbf{U}_i \subset \cap \mathbf{f}_1, \ldots, \mathbf{f}_{n-1} \). Let \( \mathbf{V}_i \subset \cap \mathbf{v}_1, \ldots, \mathbf{v}_{n-1} \). Then we can identify \( \text{span} (\mathbf{f}_1, \ldots, \mathbf{f}_{n-1}) \) with \( \mathbf{V}' \). The induction hypothesis yields the existence of \( \mathbf{X} \in \text{Gr}(l, \mathbf{V}_i) \) such that \( \dim \mathbf{Y} \cap \mathbf{W} = 0 \). Assume that \( \mathbf{X} \) is the columns space of the matrix \( X = [x_{ij}] \in \mathbb{F}^{n \times l} \). The existence of the above \( \mathbf{X} \) is equivalent to the statement that the polynomial \( p_{\mathbf{U}_1, \ldots, \mathbf{U}_l}(x_{11}, \ldots, x_{nl}) \), defined in as in the Problem 15 below, is not identically zero. Recall that \( \mathbf{U}_m \in \text{span} (f_1, \ldots, f_{n-1}) \). Problem 13 below yields the existence of a nontrivial polynomial \( p_{\mathbf{U}_1, \ldots, \mathbf{U}_l}(x_{11}, \ldots, x_{nl}) \) such that \( \mathbf{X} \in \text{Gr}(l, \mathbf{V}_i) \), equal to the column space of \( X = [x_{ij}] \in \mathbb{F}^{n \times l} \), satisfies the condition \( \dim \mathbf{X} \cap \mathbf{U}_m' = \dim \mathbf{X} \cap \mathbf{U}_m' = \dim \mathbf{X} \cap \mathbf{U}_m' = 0 \). As \( p_{\mathbf{V}_l, \mathbf{U}_1, \ldots, \mathbf{U}_l} \) is a nonzero polynomial we deduce the existence of \( \mathbf{X} \in \text{Gr}(l, \mathbf{V}_i) \) such that \( \dim \mathbf{X} \cap \mathbf{U}_m' = 0 \) and \( \mathbf{X} \notin \mathbf{W}_m(\mathbf{U}_1, \ldots, \mathbf{U}_l) \).

Assume that \( \mathbf{x}_1, \ldots, \mathbf{x}_{m-1} \) is a basis of \( \mathbf{X} \). Let \( \mathbf{X} := \text{span} (\mathbf{x}_1, \ldots, \mathbf{x}_m) \). We claim that \( \mathbf{X} \notin \mathbf{W}_m(\mathbf{U}_1, \ldots, \mathbf{U}_m) \). Let \( \mathbf{X}_i \) be the \( m - 1 \)-dimensional subspace spanned by \( \{ \mathbf{x}_1, \ldots, \mathbf{x}_i \} \setminus \{ \mathbf{x}_i \} \) for \( i = 1, \ldots, m \). Then
\[ \wedge_{i=1}^{m-1} X_i = \text{span} (y_i), i = 1, \ldots, m \text{ and } \wedge_{i=1}^{m-1} X = \text{span} (y_1, \ldots, y_m). \]

Let \( \wedge_{i=1}^{m-1} U_i = \text{span} (w_i), i = 1, \ldots, m \). Note that \( x_m \in X_i \cap U_i^m \) for \( i = 1, \ldots, m - 1 \). Problem 13 below yields that \( \langle y_i, w_m \rangle = 0 \) for \( i = 1, \ldots, m - 1 \). Hence \( \det [\langle y_{i}, w_j \rangle]_{i,j=1}^{m-1} = 0 \). Since \( X_m = \hat{X} \) we obtain that \( \dim X_m \cap U_m = 0 \). Hence \( \langle y_m, w_m \rangle \neq 0 \).

It is left to show that \( \det [\langle y_{i}, w_j \rangle]_{i,j=1}^{m-1} \neq 0 \). Let \( \hat{X}_i \subset X_i \) be the subspace of dimension \( l - 1 = m - 2 \) spanned by \( \{ x_1, \ldots, x_{m-1} \} \setminus \{ x_i \} \) for \( i = 1, \ldots, m - 1 \). Note that \( \hat{X}_i \subset X_i \). So \( \wedge_{i=1}^{l-1} \hat{X}_i = \text{span} (\hat{y}_i) \) and we can assume that \( y_i = \hat{y}_i \wedge x_m \) for \( i = 1, \ldots, m - 1 \). Recall that \( U_i = \{ x_m \} \perp U_i \). As \( \dim \hat{U}_i = \dim U_i - 1 \) we deduce that there exists \( u_i \in U_i \) such that \( \langle x_m, u_i \rangle = 1 \) for \( i = 1, \ldots, m - 1 \). So \( U_i = \hat{U}_i \oplus \text{span} (u_i) \).

Let \( \wedge_{i=1}^{l-1} \hat{U}_i = \text{span} (\hat{w}_i) \). We can assume that \( w_i = \hat{w}_i \wedge u_i \) for \( i = 1, \ldots, m - 1 \). Problem 14 below yields that \( \langle \hat{y}_i \wedge x_m, \hat{w}_j \wedge u_j \rangle = l(\hat{y}_i, \hat{w}_j) \) for \( i, j = 1, \ldots, m - 1 \). Hence \( \det [\langle \hat{y}_i, \hat{w}_j \rangle]_{i,j=1}^{m-1} = l^{m-1} \det [\langle \hat{y}_i, \hat{w}_j \rangle]_{i,j=1}^{m-1} = 0 \). Since \( \hat{X} \not\subset \text{span} (U_1, \ldots, U_m) \) we deduce that \( \det [\langle \hat{y}_i, \hat{w}_j \rangle]_{i,j=1}^{m-1} \neq 0 \), i.e. \( X \not\subset \text{span} (U_1, \ldots, U_m) \).

**Lemma 5.3.11** Let \( J_1, \ldots, J_t \) be \( t < m \leq n \) subsets of \([n]\) each of cardinality \( m - 1 \). Assume that \( J_1, \ldots, J_t \) satisfy the \( m \)-intersection property. Then there exists \( m - t \) subsets \( J_{t+1}, \ldots, J_m \) of \([n]\) of cardinality \( m \) such that the sets \( J_1, \ldots, J_m \) satisfy the \( m \)-intersection property.

**Proof.** It suffices to show that there is a subset \( J_{t+1} \subset [n] \) of cardinality \( m - 1 \) such that \( J_1, \ldots, J_{t+1} \) satisfies the \( m \)-intersection property. If \( t = 1 \) then choose \( J_2 \neq J_1 \). Assume that \( t \geq 2 \). Let \( \mathcal{P} = \{ P \subset [t] : \# \cap_{i \in P} J_i = m - \# P \} \). Note that \( \{ i \} \in \mathcal{P} \) for \( i \in [t] \).

Let \( P, Q \in \mathcal{P} \) and assume that \( P \cap Q \neq \emptyset \). We claim that \( P \cup Q \in \mathcal{P} \). Let \( X := \cap_{i \in P} J_i, Y := \cap_{j \in Q} J_j \). Then \( \# X = m - \# P, \# Y = m - \# Q \). Furthermore \( \#(X \cap Y) = \# X + \# Y - \#(X \cup Y) \). Observe next \( X \cup Y \subset \cap_{i \in P \cup Q} J_i \). Hence the \( m \)-intersection property of \( J_1, \ldots, J_t \) yields \( \#(X \cup Y) \leq m - \#(P \cap Q) \). Combine the \( m \)-intersection property with all the above facts to deduce

\[
\begin{align*}
    m - \#(P \cup Q) &> \# \cap_{i \in P \cup Q} J_i = \#(X \cap Y) = \\
    m - \# P + m - \# Q - \#(X \cup Y) & \geq \\
    m - \# P + m - \# Q - (m - \#(P \cap Q)) & = m - \#(P \cup Q).
\end{align*}
\]

It follows that there exists a partition \( \{ P_1, \ldots, P_l \} \) of \([t]\) into \( l \) sets such that equality in \((5.3.1)\) holds for each \( P_i \), and each \( P \subset [t] \) satisfying equality in \((5.3.1)\) is a subset of some \( P_i \).
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As \( \# \cap_{i \in P_i} J_i = m - \# P_1 \geq m - t \geq 1 \), we let \( x \in \cap_{i \in P_i} J_i \). Choose \( J_{t+1} \) be any subset of cardinality \( m - 1 \) such that \( J_{t+1} \cap (\cap_{i \in P_i} J_i) = (\cap_{i \in P_i} J_i)\{x\} \). Since \( \# J_{t+1} = m - 1 \) it follows that \( J_{t+1} \) contains exactly \( \# P_1 \) elements not in \( \cap_{i \in P_i} J_i \).

We now show that \( J_1, \ldots, J_{t+1} \) satisfy the \( m \)-intersection property. Let \( Q \subseteq [t] \) and \( P := Q \cup \{t + 1\} \). If \( Q \notin P \) then \( \# \cap_{i \in P} J_i \leq m - \# Q - 1 = m - \# P \). Assume that \( Q \in P \). To show (5.3.1) we need to show that \( \cap_{i \in Q} J_i \not\subseteq J_{t+1} \). Suppose first that \( Q \subseteq P_1 \). Then \( x \in \cap_{i \in Q} J_i \) and \( x \notin J_{t+1} \).

Assume that \( Q \subseteq P_j, j > 1 \). So \( P_1 \cap Q = \emptyset \) and \( P_1 \cup Q \notin P \). Hence
\[
q := \#(\cap_{i \in P_i} J_i) \cap (\cap_{j \in Q} J_j) = \# \cap_{k \in P_1 \cup Q} J_k \leq m - (\# P_1 + \# Q - 1).
\]
Thus \( \#(\cap_{j \in Q} J_j)(\cap_{i \in P_i} J_i) = m - \# Q - q \geq \# P_1 + 1 \). We showed above that \( \#(J_j(\cap_{i \in P_i} J_i)) = \# P_1 \). Therefore \( \cap_{i \in Q} J_i \not\subseteq J_{t+1} \).

Proof of Theorem 5.3.6.

1. Suppose first that \( J_1 := I_1^1, \ldots, J_s := I_1^s \) do not satisfy the intersection \( k \) intersection property. Let \( P \subseteq [s] \) for which \( q := \#(\cap_{i \in P} J_i) \geq k - \# P + 1 \). Note that \( \# P \geq 2 \). We can assume that \( P = \{p\} \) for some \( 2 \leq p \leq s \). We claim that \( y_i := \wedge^{k-1} A[:,J_i], i = 1, \ldots, p \) are linearly dependent. Let \( J = \cap_1^p J_i \). By reordering the indices if necessary we may assume that \( J = \{q\} \). Suppose first that the columns \( i = 1, \ldots, q \) are linearly dependent. Hence any \( k - 1 \) columns in \( J_i \) are linearly dependent for \( i = 1, \ldots, p \). Thus \( y_i = 0 \) for \( i = 1, \ldots, p \) and \( y_1, \ldots, y_p \) are linearly dependent.

Assume now that the columns in \( i = 1, \ldots, q \) are linearly independent. Let \( C \in \mathbb{F}^{k \times k} \) be an invertible matrix. Then \( \wedge^{k-1} C \) is also invertible. Thus \( y_1, \ldots, y_p \) are linearly dependent if and only if \( (\wedge^{k-1} C)y_1, \ldots, (\wedge^{k-1} C)y_p \) are linearly dependent. Thus we may replace \( A \) by \( A_1 := CA \). Choose \( C \) such that \( A_1 = \begin{bmatrix} I_q & X \\ O & F \end{bmatrix} \), where \( O \in \mathbb{F}^{(k-q) \times q} \) is the zero matrix and \( F \in \mathbb{F}^{(k-q) \times (n-q)} \).

Consider a \( k - 1 \) minor \( A_1[[i]^c,K] \) for some \( K \subseteq [n] \) of cardinality \( k - 1 \) containing set \( J \). Expanding this minor by the first \( q \) columns we deduce that it is equal to zero, unless \( i = q + 1, \ldots, k \). Let \( J_i' := J_i \backslash J, i = 1, \ldots, p \). Observe next that the submatrix of \( \wedge^{k-1} A_1 \) based on the rows \( \{q + 1\}^c, \ldots, \{k\}^c \) and columns \( J_1, \ldots, J_p \) is equal to the matrix \( \wedge^{k-q-1} F[:,[J_1', \ldots, J_p']] \). Hence rank \( \wedge^{k-1} A_1[[i], [J_1, \ldots, J_p]] = \text{rank } \wedge^{k-q-1} F[:,[J_1', \ldots, J_p']] \). Since \( q \geq k - p + 1 \) it follows that \( F \) has at most \( k - (k - p + 1) = p - 1 \) rows, which implies that \( \wedge^{k-q-1} F \) has at most \( p - 1 \) rows. Hence rank \( \wedge^{k-q-1} F[,,[J_1, \ldots, J_p']] \leq \text{rank } \wedge^{k-q-1} F \leq p - 1 \). Lemma 5.3.7 implies that \( x(I_1), \ldots, x(I_s) \) are linearly dependent, which yield that \( x(I_1), \ldots, x(I_s) \) are linearly dependent.
Assume now that \( J_1 := I_1', \ldots, J_s := I_s' \) satisfy the intersection property. By Lemma 5.3.11 we can extend these \( s \) sets to \( k \) subsets \( J_1, \ldots, J_k \subset [n] \) of cardinality \( k - 1 \) which satisfy the intersection property. Let \( V := \mathbb{F}^n \) and identify \( V' := \mathbb{F}^n \), where \( \langle v, f \rangle = f^{\top} v \).

Let \( \{f_1, \ldots, f_n\} \) be the standard basis in \( \mathbb{F}^n \). Let \( U_i = \oplus_{j \in J_i} \text{span} \{f_j\}, j = 1, \ldots, k \). Then \( U_1, \ldots, U_k \) have the \( k \)-dimensional intersection property. (See Problem 16 below). Theorem 5.3.10 yields that there exists a subspace \( X \in \text{Gr}(k, V) \) such that \( X \notin W_k(U_1, \ldots, U_k). \) Assume that \( X \) is the column space of \( B^\top \in \mathbb{F}^{n \times k} \), and that the columns of \( B^\top \) are \( b_1, \ldots, b_k \). As in the proof of Theorem 5.3.10 let \( y_i = \wedge_{j \in (k) \setminus \{i\}} b_j, \ w_i = \wedge_{j \in J, f_j, i = 1, \ldots, k}. \) Note that \( y_i \) is \( i \)-th column of \( \wedge^{k-1} B^\top \). Furthermore \( \langle y_i, w_j \rangle = \wedge^{k-1} B[(i)^{\top}, J_i]^k \). The choice of \( B \) is equivalent to the condition \( \det [(y_i, w_j)]_{i,j=1}^k \neq 0 \). This is equivalent to the condition that the minor of \( k \times k \) submatrix of \( \wedge^{k-1} B \) based on the columns \( J_1, \ldots, J_k \) is not equal to zero. Since \( A \) is generic, the corresponding minor of \( \wedge^{k-1} A \neq 0 \). (Otherwise the entries of \( A \) will satisfy some nontrivial polynomial equations with integer coefficients.) Hence the \( k \) columns of \( \wedge^{k-1} A \) corresponding to \( J_1, \ldots, J_k \) are linearly independent. In particular the \( s \) columns of \( \wedge^{k-1} A \) corresponding to \( J_1, \ldots, J_s \) are linearly independent. Lemma 5.3.7 implies that \( x(I_1), \ldots, x(I_s) \) are linearly independent.

2. For a generic \( A \) let \( B \in \mathbb{F}^{(n-k) \times n} \) be such that the columns of \( B^\top \) span the null space of \( A \). So \( AB^\top = 0 \) and rank \( B = n - k \). According to Problem 4(e) below \( B \) is generic. Note that for any \( J \subset [n] \) of cardinality \( k + 1 \) \( x(J, B) = y(J, A) \).

Assume that \( J_1', \ldots, J_t' \) do not satisfy the the \( n-k \) intersection property. The above arguments and 1 imply that \( y(J_1, A), \ldots, y(J_t, A) \) are linearly dependent.

Suppose now that \( J_1'', \ldots, J_t'' \) satisfy the the \( n-k \) intersection property. Extend this set to the set \( J_1, \ldots, J_{n-k} \), each a set of cardinality \( k + 1 \), such that \( J_1'', \ldots, J_{n-k}'' \) satisfy the \( n-k \) intersection property. Let \( B \in \mathbb{F}^{(n-k) \times n} \) be generic. 1 implies the \( n - k \) vectors \( x(J_1, B), \ldots, x(J_{n-k}, B) \) in the row space of \( B \) are linearly independent. Let \( A \in \mathbb{F}^{k \times n} \) such that the columns of \( A^\top \) span the null space of \( B \). So rank \( A = k \) and \( BA^\top = 0 \). According to Problem 4(e) below \( A \) is generic. Hence it follows that \( x(J_1, B) = y(J_1, A), i = 1, \ldots, n-k \) are linearly independent vectors. Problems 3-4 below yield that we can express the coordinate of each elementary vector in the null space of \( A \) in terms of corresponding \( k \times k \) minors of \( A \). Form the matrix \( C = [y(J_1, A) \ldots y(J_{n-k}, A)] \in \mathbb{F}^{n \times (n-k)}. \) Since rank \( C = n - k \) it follows that some \( (n-k) \) minor of \( C \) is different form zero. Hence for any generic \( A \) the corresponding minor of \( C \) is different.
from zero. I.e. the vectors $y(J_1, A), \ldots, y(J_{n-k}, A)$ are always linearly independent for a generic $A$. In particular, the vectors $y(J_1, A), \ldots, y(J_t, A)$ are linearly independent.

\[ \square \]

### Problems

1. Prove Proposition 5.3.2.

2. Let $A \in \mathbb{F}^{k \times n}$ be generic. Show
   - (a) All entries of $A$ are nonzero.
   - (b) $A$ is nondegenerate.

3. Let $D$ be a domain and $B \in D^{(k-1)\times k}$, where $k \geq 1$. Let $B_i \in D^{(k-1)\times (k-1)}$ be the matrix obtained by deleting the column $i$ for $i = 1, \ldots, k$. Denote $d = (d_1, -d_2, \ldots, (-1)^{k-1}d_k)\top$. Show
   - (a) $d = 0$ if and only if $\text{rank } B < k - 1$.
   - (b) $Bd = 0$.
   - (c) Assume that $x \in \ker B$. If $\text{rank } B = k - 1$ then $x = b d$ for some $b$ in the division field of $D$.

4. Let $A \in \mathbb{F}^{k \times n}, 1 \leq k \leq n$. Assume that $1 \leq \text{rank } A = l \leq k$. Show
   - (a) For any $I \subset \{1, \ldots, n\}$ of cardinality $n - l - 1$ there exist $0 \neq x \in \text{nul } A$ such that $\text{supp } (x) \subseteq I^c$.
   - (b) Let $I \subset \{1, \ldots, n\}$ be of cardinality $n - k - 1$ and denote $B := A[: I^c] \in \mathbb{R}^{k \times (k+1)}$. Then $\dim \{x \in \text{nul } A : \text{supp } (x) \subseteq I^c\} = 1$ if and only if $\text{rank } B = k$.
   - (c) Let $I \subset \{1, \ldots, n\}$ be of cardinality $n - k - 1$ and denote $B := A[: I^c] \in \mathbb{R}^{k \times (k+1)}$. Then there exists an elementary vector $x \in \text{nul } A$ with $\text{supp } (x) = I^c$ if and only if for each $j \in I^c$, $\det A[: I^c \setminus \{j\}] \neq 0$.
   - (d) The conditions 1 and 3 of Lemma 5.3.4 are equivalent.
   - (e) Let $\text{rank } A = 1 < k$. Then $\text{nul } A$ is nondegenerate if all minors of $A$ of order $l$ are nonzero.

5. Let $\mathcal{J}$ be defined in Definition 5.3.5. Show
(a) The condition (5.3.1) is equivalent to
\[ \#(\cup_{i \in P} J_i^c) \geq n - m + \#P \] for all \( \emptyset \neq P \subseteq [t] \).

(b) Assume that \( J \) satisfies (5.3.1). Let \( J_{t+1} \) be a subset of \([n]\) of cardinality \( m - 1 \). Then \( J' := J \cup \{ J_{t+1} \} \) satisfies the \( m \)-intersection property if and only if
\[ \# \cup_{i \in P} (J_i^c \cap J_{t+1}) \geq \#P \] for all \( \emptyset \neq P \subseteq [t] \).

In particular, if \( J' \) satisfies \( m \)-intersection property then each \( J_i^c \cap J_{t+1} \) is nonempty for \( i = 1, \ldots, t \). **Hint:** Observe that
\[ J_{t+1} \cup (\cup_{i \in P} J_i^c) \] decomposes to union of two disjoint sets \( J_{t+1} \) and \( \cup_{i \in P} (J_i^c \cap J_{t+1}) \).

6. Let \( S_1, \ldots, S_t \) be \( t \) nonempty subsets of a finite nonempty set \( S \) of cardinality at least \( t \). \( S_1, \ldots, S_t \) is said to have a set of distinct representatives if there exists a subset \( \{ s_1, \ldots, s_t \} \subseteq S \) of cardinality \( t \) such that \( s_i \in S_i \) for \( i = 1, \ldots, t \). Show that if \( S_1, \ldots, S_t \) has a set of distinct representatives then
\[ \# \cup_{i \in P} S_i \geq \#P \] for all \( \emptyset \neq P \subseteq [t] \).

**Hall’s Theorem** states that the above conditions are necessary and sufficient for existence of a set of distinct representatives [Hal35].

7. Let the assumptions of Problem 6 hold. Let \( G \) be a bipartite graph on a set of vertices \( V = [t] \cup S \) and the set of edges \( E \subseteq [t] \times S \) as follows. \( (i, s) \in [t] \times S \) if and only if \( s \in S_i \). Show that \( S_1, \ldots, S_t \) has a set of distinct representatives if and only if \( G \) has a match \( M \subseteq E \), i.e. no two distinct edges in \( M \) have a common vertex, of cardinality \( t \).

**Remark:** There exist effective algorithms in bipartite graphs \( G = (V_1 \cup V_2, E), E \subseteq V_1 \times V_2 \) to find a match of size \( \min(\#V_1, \#V_2) \).

8. Let \( A \in \mathbb{F}^{k \times n} \) be nondegenerate. Show

(a) Let \( I \subseteq [n] \) be of cardinality \( n - k + 1 \). Then there exists \( x(I) = (x_1, \ldots, x_n) \) in the row space of \( A \), with \( \text{supp} (x(I)) = I \), whose nonzero coordinates are given by \( x_j = (-1)^{p_j+1} \det A[:; I \cup \{ j \}] \) for any \( j \in I \), where \( p_j \) is the number of integers in \( I \) less than \( j \).
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(b) Let $I$ and $x(I)$ be defined as in (a). Show that there exists a
unique $z(I) = (z_1, \ldots, z_k) \in \mathbb{R}^k$ such that $x(I) = z(I)A$. Use
the fact that $(zA)_j = 0$ for any $j \in I^c$ and Cramer’s rule to show
that $z_i = (-1)^i \det A[i[i]^c, I^c]$ for $i = 1, \ldots, k$.

(c) Let $I_1, \ldots, I_s \subset [n]$ be sets of cardinality $n - k + 1$. Let
$x(I_1), x(I_2), \ldots, x(I_s), z(I_s)$ be defined as above. Then

i. $x(I_1), x(I_2), \ldots, x(I_s)$ are linearly independent if and only if
$z(I_1), x(I_2), \ldots, z(I_s)$ are linearly independent.

ii. Let $D = \text{diag}(-1, 1, -1, \ldots) \in \mathbb{R}^{k \times k}$. Then the matrix
$D[z(I_1)^\top, z(I_2)^\top, \ldots, z(I_s)^\top] \in \mathbb{R}^{k \times s}$ is the submatrix
$\wedge^{k-1}A[i, \{I_1^c, \ldots, I_s^c\}]$. Hence $z(I_1), \ldots, z(I_s)$ are linearly
independent if and only if the submatrix $\wedge^{k-1}A[i, \{I_1^c, \ldots, I_s^c\}]$
has rank $s$.

iii. The submatrix $\wedge^{k-1}A[i, \{I_1^c, \ldots, I_s^c\}]$ has rank $s$ if and only
if not all the determinants
$\det \wedge^{k-1}A[\{i_1\}^c, \ldots, \{i_s\}^c, \{I_1^c, \ldots, I_s^c\}]$ for $1 \leq i_1 < i_2 < \ldots < i_s \leq k$
are equal to zero.

iv. $x(I_1), \ldots, x(I_s)$ is a basis in the row space of $A$ if and only if
the determinant of the full row submatrix of $\wedge^{k-1}A$
corresponding to the columns determined by $I_1^c, \ldots, I_s^c$ is not
equal to zero.

9. Let $A \in \mathbb{R}^{k \times n}$ be nondegenerate. Let $b_1, \ldots, b_{n-k} \in \mathbb{R}^n$ be a basis
in the null space of $A$ and denote by $B^T \in \mathbb{R}^{n \times (n-k)}$ the matrix whose
columns are $b_1, \ldots, b_{n-k}$. Show

(a) Let $J \subseteq [n]$ be of cardinality $k + 1$. Then there exists $y(J) =
(y_1, \ldots, y_n)^\top$ in the column space of $B^T$, with $\text{supp}(y(J)) = J$,
whose nonzero coordinates are given by $y_j = (-1)^{p_j+1} \det B[j, J^c \cup \{j\}]$ for any $j \in J$, where $p_j$ is the number of integers in
$J^c$ less than $j$.

(b) Let $J$ and $y(J)$ be defined as in (a). Show that there exists a
unique $u(J) = (u_1, \ldots, u_{n-k})^\top \in \mathbb{R}^{n-k}$ such that $y(J) =
B^T u(J)$. Use the fact that $(B^T u)^j = 0$ for any $j \in J^c$
and Cramer’s rule to show that $u_i = (-1)^i \det B[i[i]^c, J^c]$ for $i = 1, \ldots, n - k$.

(c) Let $J_1, \ldots, J_t \subset [n]$ be sets of cardinality $k + 1$. Let
$y(J_1), y(J_2), \ldots, y(J_t), u(J_t)$ be defined as above. Then

i. $y(J_1), \ldots, y(J_t)$ are linearly independent if and only if
$u(J_1), \ldots, u(J_t)$ are linearly independent.
ii. Let $D = \text{diag}(-1, 1, -1, \ldots) \in \mathbb{F}^{n-k \times n-k}$. Then the matrix $D[u(J_1) \ u(J_2) \ldots u(J_t)] \in \mathbb{F}^{(n-k) \times t}$ is the submatrix $\wedge^{n-k-1}B[: \{J_1^\top, \ldots, J_t^\top\}]$. Hence $u(J_1), \ldots, u(J_t)$ are linearly independent if and only if the submatrix $\wedge^{n-k-1}B[: \{J_1^\top, \ldots, J_t^\top\}]$ has rank $t$.

iii. The submatrix $\wedge^{n-k-1}B[: \{J_1^\top, \ldots, J_t^\top\}]$ has rank $t$ if and only if not all the determinants

$$\det \wedge^{n-k-1}B([i_1]^c, \ldots, [i_t]^c), \{J_{j_1}^\top, \ldots, J_{j_k}^\top\} \text{ for } 1 \leq i_1 < i_2 < \ldots < i_t \leq n-k$$

are equal to zero.

iv. $y(J_1), \ldots, x(J_{n-k})$ is a basis in the null space of $A$ if and only if the determinant of the full row submatrix of $\wedge^{n-k-1}B$ corresponding to the columns determined by $J_1^\top, \ldots, J_{n-k}^\top$ is not equal to zero.

10. Let $C \in \mathbb{F}^{n \times (n-k)}$ be a matrix of rank $n-k$. Show that there exists $A \in \mathbb{F}^{k \times n}$ of rank $k$ such that $AC = 0$.

11. Let $\mathbb{F}$ be a field of 0 characteristic. Let $p(x_1, \ldots, x_n) \in \mathbb{F}[x_1, \ldots, x_n]$. Show that $p(x_1, \ldots, x_n) = 0$ for all $x = (x_1, \ldots, x_n)^\top \in \mathbb{F}^n$ if and only if $p$ is the zero polynomial. \textbf{Hint: Use induction.}

12. Let $\mathbb{F}$ be a field of 0 characteristic. Assume that $V = \mathbb{F}^n$. Identify $V'$ with $\mathbb{F}^n$. So for $u \in V, f \in V' \langle u, f \rangle = f^\top v$. Show

(a) $U \subset V$ is a subspace of dimension of $n-1$ if and only if there exists a nontrivial linear polynomial $l(x) = a_1x_1 + \ldots + a_nx_n$ such that $U$ is the zero set of $l(x)$, i.e. $U = Z(l)$.

(b) Let $U_1, \ldots, U_k$ be $k$ subspaces of $V$ of dimension $n-1$. Show that there exists a nontrivial polynomial $p = \prod_{i=1}^k l_i \in \mathbb{F}[x_1, \ldots, x_n]$, where each $l_i$ is a nonzero linear polynomial, such that $U_{i} = Z(p)$.

(c) Show that if $U_1, \ldots, U_k$ are $k$ strict subspaces of $V$ then $\cup_{i=1}^k U_i$ is a strict subset of $V$. \textbf{Hint: One can assume that dim $U_i = n-1, i = 1, \ldots, k$ and the use Problem 11.}

(d) Let $U, U_1, \ldots, U_k$ be subspaces of $V$. Assume that $U \subseteq \cup_{i=1}^k U_i$. Show that there exists a subspace $U_i$ which contains $U$. \textbf{Hint:} Observe $U = \cup_{i=1}^k (U_i \cap U)$.

13. Let the assumptions of Problem 12 hold. Let $X = [x_{ij}], U = [u_{ij}] \in \mathbb{F}^{n \times l}$. View the matrices $\wedge^i X, \wedge^i U$ as column vectors in $\mathbb{F}^n$. Let $p_U(x_{11}, \ldots, x_{nl}) := \det (X^\top U) = (\wedge^i X)^\top \wedge^i U$. View $p_U$ as a polynomial in $nl$ variables with coefficients in $\mathbb{F}$. Show
5.3. SPARSE BASES OF SUBSPACES

(a) \( p_U \) a homogeneous multilinear polynomial of degree \( l \).
(b) \( p_U \) is a trivial polynomial if and only if \( \text{rank } U < 1 \).
(c) Let \( X \in \text{Gr}(l, V), U \in \text{Gr}(l, V') \) and assume that the column space of \( X = [x_{ij}] = [x_1, \ldots, x_l], U = [u_{ij}] = [u_1, \ldots, u_l] \in \mathbb{F}^{mn} \) are \( X, U \) respectively. Then

\[
\begin{align*}
p_U(x_{11}, \ldots, x_{nt}) &= \det [u_j^T x_{i,j=1}^T], \\
\langle x_1 \wedge \ldots \wedge x_l, u_1 \wedge \ldots \wedge u_l \rangle &= \det p_U(x_{11}, \ldots, x_{nt}).
\end{align*}
\]

In particular, \( \dim X \cap U^\perp = 0 \iff p_U(x_{11}, \ldots, x_{nt}) \neq 0 \).

14. Let \( \mathbb{F} \) be a field of 0 characteristic. Assume that \( V \) is an \( n \)-dimensional vector space with \( n \geq 2 \). Let \( X \subseteq V, U \subseteq V' \) be \( m \geq 2 \) dimensional subspaces. Assume that \( X \subseteq U^\perp \). Let \( X_m \in X \setminus U^\perp \). Let \( \hat{U} = \{x_m\}^\perp \cap U \). Let \( \hat{X} \) be any \( m - 1 \) dimensional subspace of \( X \) which does not contain \( x_m \). Show

(a) \( \dim \hat{U} = m - 1, X = \hat{X} \oplus \text{span}(x_m) \).
(b) There exists \( u_m \in U \) such that \( \langle x_m, u_m \rangle = 1 \). Furthermore \( U = \hat{U} \oplus \text{span}(u_m) \).
(c) Let \( \{x_1, \ldots, x_{m-1}\}, \{u_1, \ldots, u_{m-1}\} \) be bases of \( \hat{X}, \hat{Y} \) respectively. Then

\[
\langle x_1 \wedge \ldots \wedge x_{m-1}, u_1 \wedge \ldots \wedge u_{m-1} \rangle = m(x_1 \wedge \ldots \wedge x_{m-1}, u_1 \wedge u_2 \wedge \ldots \wedge u_{m-1}),
\]

where \( u_m \) is defined in (b). \textbf{Hint:} Use (5.2.8) and expand the determinant by the last row.
(d) Assume that \( \Lambda^{m-1} \hat{X} = \text{span}(\hat{y}), \Lambda^{m-1} \hat{U} = \text{span}(\hat{w}) \). Then

\[
\langle \hat{y} \wedge x_m, \hat{w} \wedge u_n \rangle = m(\hat{y}, \hat{w}).
\]

15. Let the assumptions of Theorem 5.3.10 hold. View \( V \) and \( V' \) as \( \mathbb{F}^n \). So for \( u \in V, f \in V' \langle u, f \rangle = f^T v \). Let \( X \in \text{Gr}(m, V) \) be the column space of \( X = [x_{ij}] \in \mathbb{F}^{mn} \). Show that there exists a homogeneous polynomial \( p_{u_1, \ldots, u_m}(x_{11}, \ldots, x_{nm}) \) of degree \( m(m - 1) \) such that \( X \in W_m(U_1, \ldots, U_m) \) if and only if \( p_{u_1, \ldots, u_m}(x_{11}, \ldots, x_{nm}) = 0 \). \textbf{Hint:} Choose a basis of \( X \) to be the columns of \( X \). Then use the first paragraph of Proof of Theorem 5.3.10 and Problem 13.

16. Let \( \mathbb{F} \) be a field and \( V \) an \( n \)-dimensional subspace over \( \mathbb{F} \). Let \( v_1, \ldots, v_n \) be a basis of \( V \). For \( \emptyset \neq K \subseteq [n] \) let \( U_K = \oplus_{i \in K} \text{span}(v_i) \). Let \( t \leq m \) and assume that \( K_1, \ldots, K_t \subseteq [n] \) be sets of cardinality
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$m - 1$ for any $2 \leq m \in [n]$. Show that $U_{K_1}, \ldots, U_{K_t}$ satisfy the $m$-dimensional intersection property if and only if $K_1, \ldots, K_t$ satisfy the $m$-intersection property.

17. Let $V$ be an $n$-dimensional vector space over $F$ of characteristic 0. Show

(a) Let $2 \leq m \leq n$. If $U_1, \ldots, U_m$ are $m-1$ dimensional vector spaces satisfying the $m$-dimensional intersection property then $\dim \sum_{i=1}^m \Lambda^{m-1} U_i = m$.

(b) For $m = 3, n = 4$ there exist $U_1, U_2, U_3$, which do not satisfy the 3-dimensional intersection property such that $\dim \sum_{i=1}^3 \Lambda^2 U_i = 3$. \textbf{Hint}: Choose a basis in $V$ and assume that each $U_i$ is spanned by some two vectors in the basis.

(c) Show that for $2 \leq t \leq m = n$, $U_1, \ldots, U_t$ satisfy the $n$-intersection property if and only if $\dim \sum_{i=1}^t \Lambda^{n-1} U_i = t$.

\section{5.4 Tensor products of inner product spaces}

Let $F = \mathbb{R}, \mathbb{C}$ and assume that $V_i$ is a $n_i$-dimensional vector space with the inner product $\langle \cdot, \cdot \rangle_i$ for $i = 1, \ldots, k$. Then $Y := \otimes_{i=1}^k V_i$ has a unique inner product $\langle \cdot, \cdot \rangle_Y \text{ satisfying the property}$

\begin{equation}
\langle \otimes_{i=1}^k x_i, \otimes_{i=1}^k y_j \rangle = \prod_{i=1}^k \langle x_i, y_i \rangle_i, \text{ for all } x_i, y_i \in V_i, \ i = 1, \ldots, k.
\end{equation}

(See Problem 1 below.) We will assume that $Y$ has the above \textit{canonical inner product}, unless stated otherwise.

\textbf{Proposition 5.4.1} Let $U_i, V_i$ be finite dimensional inner product spaces over $F := \mathbb{R}, \mathbb{C}$ with the inner product $\langle \cdot, \cdot \rangle_i, \langle \cdot, \cdot \rangle_{V_i}$ for $i = 1, \ldots, k$ respectively. Let $X := \otimes_{i=1}^k U_i, Y := \otimes_{i=1}^k V_i$ be an IPS with the canonical inner products $\langle \cdot, \cdot \rangle_X, \langle \cdot, \cdot \rangle_Y$ respectively. Then the following claims hold.

1. Assume that $T_i \in L(V_i, U_i)$ for $i = 1, \ldots, k$. Then $\otimes_{i=1}^k T_i \in L(Y, X)$ and $(\otimes_{i=1}^k T_i)^* = \otimes_{i=1}^k T_i^* \in L(X, Y)$.

2. Assume that $T_i \in L(V_i)$ is normal for $i = 1, \ldots, k$. Then $\otimes_{i=1}^k T_i \in L(Y)$ is normal. Moreover, $\otimes_{i=1}^k T_i$ is hermitian or unitary, if each $T_i$ is hermitian or unitary, respectively.
3. Assume that $T_i \in \text{L}(V_i, U_i)$ for $i = 1, \ldots, k$. Let $\sigma_1(T_i) \geq \ldots \geq \sigma_{\text{rank } T_i}(T_i) > 0$, where $\sigma_j(T_i) = 0$, for $j > \text{rank } T_i$, be the singular values of $T_i$. Let $c_{i,1}, \ldots, c_{i,n_i}$ and $d_{i,1}, \ldots, d_{i,m_i}$ be orthonormal bases of $V_i$ and $U_i$ consisting of right and left singular vectors of $T_i$ as described in (4.10.5):

$$T_i c_{j,i} = \sigma_{j,i} T_i d_{j,i}, \quad j = 1, \ldots, i = 1, \ldots, k.$$ 

Then

$$(\otimes_{i=1}^k T_i) \otimes_{i=1}^k c_{j,i} = \left( \prod_{i=1}^k \sigma_{j,i} T_i \right) \otimes_{i=1}^k d_{j,i}, \quad j = 1, \ldots, i = 1, \ldots, k.$$ 

In particular

$$\|T_1 \otimes \cdots \otimes T_k\| = \sigma_1(T_1) \prod_{i=1}^k \|T_i\| = \prod_{i=1}^k \sigma_1(T_i),$$

$$\prod_{i=1}^k \text{rank } T_i \left( \otimes_{i=1}^k T_i \right) = \prod_{i=1}^k \text{rank } T_i.$$ 

We consider a fixed IPS vector space $V$ of dimension $n$ and its exterior products $\bigwedge^k V$ for $k = 1, \ldots, n$. Since $\bigwedge^k V$ is a subspace of $Y := \otimes_{i=1}^k V$, $V_1 = \ldots = V_k = V$, it follows that $\bigwedge^k V$ has a canonical inner product induced by $\langle \cdot, \cdot \rangle_Y$. See Problem 3a below.

**Proposition 5.4.2** Let $V, U$ be inner product spaces of dimension $n$ and $m$ respectively. Assume that $T \in \text{L}(V, U)$. Suppose that $c_1, \ldots, c_n$ and $d_1, \ldots, d_m$ are orthonormal bases of $V$ and $U$ composed of the right and left singular eigenvectors of $T$ respectively, as given in (4.10.5). Let $k \in [\min(m,n)]$. Then the orthonormal bases

$$\frac{1}{\sqrt{k!}} c_{i_1} \wedge \cdots \wedge c_{i_k} \in \bigwedge^k V, \quad 1 \leq i_1 < \ldots < i_k \leq n,$$

$$\frac{1}{\sqrt{k!}} d_{j_1} \wedge \cdots \wedge d_{j_k} \in \bigwedge^k U, \quad 1 \leq j_1 < \ldots < j_k \leq m,$$

are the right and the left singular vectors of $\wedge^k T \in \text{L}(\bigwedge^k V, \bigwedge^k U)$, with the corresponding singular values $\prod_{i=1}^k \sigma_{i_1}(T)$ and $\prod_{i=1}^k \sigma_{j_1}(T)$ respectively.
In particular

\[ \wedge^k T \mathbf{c}_1 \land \ldots \land \mathbf{c}_k = \| \wedge^k T \| \mathbf{d}_1 \land \ldots \land \mathbf{d}_k, \quad \| \wedge^k T \| = \sigma_1(\wedge^k T) = \prod_{i=1}^k \sigma_i(T), \]

\[ \wedge^k T \mathbf{c}_{\text{rank } T - k+1} \land \ldots \land \mathbf{c}_{\text{rank } T} = \prod_{l=1}^k \sigma_{\text{rank } T - k+l}(T) \mathbf{d}_{\text{rank } T - k+1} \land \ldots \land \mathbf{d}_{\text{rank } T} \]

are the biggest and the smallest positive singular value of \( \wedge^k T \) for \( k \leq \text{rank } T \).

**Corollary 5.4.3** Suppose that \( \mathbf{V} \) is an IPS of dimension \( n \). Assume that \( T \in S_+(\mathbf{V}) \). Let \( \lambda_1(T) \geq \ldots \geq \lambda_n(T) \geq 0 \) be the eigenvalues of \( T \) with the corresponding orthonormal eigenbasis \( \mathbf{c}_1, \ldots, \mathbf{c}_n \) of \( \mathbf{V} \). Then \( \wedge^k T \in S_+(\wedge^k \mathbf{V}) \). Let \( k \in [n] \). Then the orthonormal base

\[ \frac{1}{\sqrt{k!}} \mathbf{c}_i \land \ldots \land \mathbf{c}_i \]

\( 1 \leq i_1 < \ldots < i_k \leq n \) of \( \wedge^k \mathbf{V} \) is an eigensystem of \( \wedge^k T \), with the corresponding eigenvalues \( \prod_{i=1}^k \lambda_{i_l}(T) \). In particular

\[ \wedge^k T \mathbf{c}_1 \land \ldots \land \mathbf{c}_k = \| \wedge^k T \| \mathbf{c}_1 \land \ldots \land \mathbf{c}_k, \quad \| \wedge^k T \| = \lambda_1(\wedge^k T) = \prod_{i=1}^k \lambda_i(T), \]

\[ \wedge^k T \mathbf{c}_{\text{rank } T - k+1} \land \ldots \land \mathbf{c}_{\text{rank } T} = \prod_{l=1}^k \lambda_{\text{rank } T - k+l}(T) \mathbf{d}_{\text{rank } T - k+1} \land \ldots \land \mathbf{d}_{\text{rank } T} \]

are the biggest and the smallest positive eigenvalue of \( \wedge^k T \) for \( k \leq \text{rank } T \).

See Problem 4 below.

Assume that the assumptions of Proposition 5.4.2 hold. Then \( \mathbf{c}_1, \ldots, \mathbf{c}_k \) and \( \mathbf{d}_1, \ldots, \mathbf{d}_k \) are called the first \( k \)-right and \( k \)-left singular vectors respectively.

**Theorem 5.4.4** Let \( \mathbf{U}, \mathbf{V}, \mathbf{W} \) be finite dimensional inner product spaces. Assume that \( P \in \mathbb{L}(\mathbf{U}, \mathbf{W}), T \in \mathbb{L}(\mathbf{V}, \mathbf{U}) \). Then

\[ (5.4.3) \quad \prod_{i=1}^k \sigma_i(PT) \leq \prod_{i=1}^k \sigma_i(P) \sigma_i(T), \quad k = 1, \ldots \]

For \( k \leq \min(\text{rank } P, \text{rank } T) \), equality in (5.4.3) holds if and only if the following condition is satisfied: There exists a \( k \)-dimensional subspace \( \mathbf{V}_k \) of \( \mathbf{V} \) which spanned by the first \( k \)-orthonormal right singular vectors of \( T \), such that \( T \mathbf{V}_k \) is a \( k \)-dimensional subspace of \( \mathbf{U} \) which is spanned the first \( k \)-orthonormal right singular vectors of \( P \).
5.4. TENSOR PRODUCTS OF INNER PRODUCT SPACES

Proof. Suppose first that $k = 1$. Then $||PT|| = ||PTv||$, where $v \in V$, $||v|| = 1$ is the right singular vector of $PT$. Clearly, $||PTv|| = ||P(Tv)|| \leq ||P|| ||Tv|| \leq ||P|| ||T||$, which implies the inequality (5.4.3) for $k = 1$. Assume that $||P|| ||T|| > 0$. For the equality $||PT|| = ||P|| ||T||$ we must have that $Tv$ is the right singular vector corresponding to $P$ and $v$ the right singular vector corresponding to $T$. This shows the equality case in the theorem for $k = 1$.

Assume that $k > 1$. If the right-hand side of (5.4.3) is zero then rank $PT \leq \min(\text{rank } P, \text{rank } Q) < k$ and $\sigma_k(PT) = 0$. Hence (5.4.3) trivially holds. Assume that $k \leq \min(\text{rank } P, \text{rank } Q)$. Then the right-hand side of (5.4.3) is positive. Clearly, $\min(\text{rank } P, \text{rank } T) \leq \min(\dim U, \dim V, \dim W)$. Observe that $\wedge^k T \in L(\wedge^k V, \wedge^k U), \wedge^k P \in L(\wedge^k U, \wedge^k W)$. Hence (5.4.3) for $k = 1$ applied to $\wedge^k PT = \wedge^k P \wedge^k T$ yields $\sigma_1(\wedge^k PT) \leq \sigma_1(\wedge^k P)\sigma_1(\wedge^k T)$. Use Proposition 5.4.2 to deduce (5.4.3). In order to have $\sigma_1(\wedge^k PT) = \sigma_1(\wedge^k P)\sigma_1(\wedge^k T)$, the operator $\wedge^k T$ must have a right first singular vector $x \in \wedge^k V$, such that $0 \neq \wedge^k Tx$ is a right singular vector of $\wedge^k P$ corresponding to $\sigma_1(\wedge^k P)$. It is left to show to show that $x$ can be chosen as $c_1 \wedge \ldots \wedge c_k$, where $c_1, \ldots, c_k$ are the first $k$-right singular vectors of $T$. Suppose that

$$
\sigma_1(T) = \ldots = \sigma_{t_1}(T) > \sigma_{t_1+1}(T) = \ldots
= \sigma_{t_2}(T) > \ldots > 0 = \sigma_j(T) \text{ for } j > l_p.
$$

(5.4.4)

Assume first that $k = l_i$ for some $i \leq p$. Then $\sigma_1(\wedge^k T) > \sigma_2(\wedge^k T)$ and $\sigma_i \wedge \ldots \wedge \sigma_k$ is the right singular vector of $\wedge^k T$ corresponding to $\sigma_1(\wedge^k T)$. Then $\sigma_1(\wedge^k P \wedge^k T) = \sigma_1(\wedge^k P)\sigma_1(\wedge^k T)$ if and only if $(\wedge^k T)c_1 \wedge \ldots \wedge c_k = T(c_1 \wedge \ldots \wedge Tc_k)$ is the right singular vector of $\wedge^k P$ corresponding to $\sigma_1(\wedge^k P)$.

Assume that

$$
\sigma_1(P) = \ldots = \sigma_{m_1}(P) > \sigma_{m_1+1}(P) = \ldots
= \sigma_{m_2}(P) > \ldots > 0 = \sigma_j(P) \text{ for } j > m_q.
$$

Suppose that $k = m_j + r$, where $1 \leq r \leq m_j - m_{j-1}$. (We assume here that $m_0 = 0$.) Let $U_1$ be the subspace spanned by the $m_j$-right singular vectors of $P$ corresponding to the first $m_{j-1}$ singular values of $P$ and $W_1$ be the subspace spanned by $m_j - m_{j-1}$ right singular vectors of $P$ corresponding the $\sigma_{m_{j-1}+1}(P), \ldots, \sigma_{m_j}(P)$. Then any right singular vector of $\wedge^k P$ corresponding to $\sigma_1(\wedge^k P)$ is in the subspace $(\wedge^{m_j-1} U_1) \wedge (\wedge^r W_1)$.

Let $V_k = \text{span}(c_1, \ldots, c_k)$. So $c_1 \wedge \ldots \wedge c_k$ is a nonzero vector in $\wedge^k V_k$ and $(\wedge^k T)c_1 \wedge \ldots \wedge c_k$ is a nonzero vector in $\wedge^k W_2$, where $W_2 := TV_k$ and $U_2 = \{0\}$. The equality in (5.4.3) yields that $(\wedge^{m_j-1} U_1) \wedge (\wedge^r W_1) \cap (\wedge^k V_k) \wedge (\wedge^k W_2)$. 


Theorem 5.4.5 Let the assumptions of Theorem 5.4.4 hold. Then equalities in (5.4.3) hold for \( k = 1, \ldots, l \), where \( l \leq \min(\text{rank } P, \text{rank } T) \), if and only if there exist first \( l \)-right singular vectors \( c_1, \ldots, c_l \) of \( T \), such that 

\[
\frac{1}{\sigma_1(T)} Tc_1, \ldots, \frac{1}{\sigma_l(T)} Tc_l \text{ are the first } l \text{-right singular vectors of } P.
\]

Proof. We prove the theorem by induction on \( l \). For \( l = 1 \) the theorem follows from Theorem 5.4.4. Suppose that the theorem holds for \( l = j \). Let \( l = j + 1 \). Since we assumed that equality holds in (5.4.3) for \( k = l \) Theorem 5.4.4 yields that there exists an \( l \)-dimensional subspace \( V_l \) of \( V \) which is spanned by the first \( l \) right singular vectors of \( T \), and \( TV_l \) is spanned by the first \( l \) right singular vectors of \( P \). Let \( T \in L(V_l, TV_l), \) \( P \in L(TV_l, PTV_l) \) be the restrictions of \( T \) and \( P \) to the subspaces \( V_l, TV_l \), respectively. Assume now that \( k = l_i - s, 1 \leq s < l_i - l_{i-1} \). Then the subspace spanned by all right singular vectors of \( \Lambda^k T \) corresponding to \( \sigma_1(\Lambda^k T) \) is equal to 

\[
\left( \Lambda^{l_{i-1}} U_2 \right) \Lambda \left( \Lambda^s W_2 \right),
\]

where \( U_3 \) and \( W_3 \) are the subspaces spanned by the first \( l_{i-1} \) and the next \( l_i - l_{i-1} \) singular values of \( T \) respectively. Let \( U_2 := TU_3, W_2 := TW_3 \). The equality in (5.4.3) yields that 

\[
\left( \Lambda^{l_{i-1}} U_2 \right) \Lambda \left( \Lambda^s W_2 \right) \ni \left( \Lambda^{l_{i-1}} U_2 \right) \Lambda \left( \Lambda^s W_2 \right)
\]

contains a right singular vector of \( \Lambda^k P \) corresponding to \( \sigma_1(\Lambda^k P) \). Lemma 5.2.11 yields that there exists a \( k \)-dimensional subspace \( V'_l \) such that \( V'_l \supset U_3 + U_2 \) and \( V'_l \subset (U_1 + W_1) \cap (U_2 + W_2) \). Hence there exists a \( k \)-dimensional subspace \( V_k \) of \( U_3 + W_3 \) containing \( U_3 \) such that \( V'_l = TV_k \) contains \( U_1 \) and is contained in \( U_1 + W_1 \). Hence \( TV_k \) is spanned by the first \( k \) right singular vectors of \( P \).
respectively. Clearly

\[(5.4.5) \quad \sigma_i(T) = \sigma_i(\hat{T}) > 0, \quad \sigma_i(P) = \sigma_i(\hat{P}) > 0, \text{ for } i = 1, \ldots, l.\]

The equalities in (5.4.3) for \( k = 1, \ldots, l \) imply that \( \sigma_i(PT) = \sigma_i(P)\sigma_i(T) \) for \( i = 1, \ldots, l \). Let \( \hat{Q} := \hat{P}^T \in \mathcal{L}(V_l, PTV_l) \). Clearly \( \hat{Q} \) is the restriction of \( Q := PT \) to \( V_l \). Corollary 4.11.3 yields that \( \sigma_i(\hat{Q}) \leq \sigma_i(Q) \) for \( i = 1, \ldots, l \). Since \( \det \hat{Q} = \det \hat{P} \det \hat{T} \) we deduce that \( \prod_{i=1}^l \sigma_i(\hat{Q}) = \prod_{i=1}^l \sigma_i(\hat{P}) \prod_{i=1}^l \sigma_i(\hat{T}) \). The above arguments show that \( \prod_{i=1}^l \sigma_i(\hat{Q}) = \prod_{i=1}^l \sigma_i(Q) > 0 \). Corollary 4.11.3 yields that \( \sigma_i(\hat{Q}) = \sigma_i(Q) \). Hence we have equalities \( \prod_{i=1}^l \sigma_i(P\hat{Q}) = \prod_{i=1}^l \sigma_i(P)\sigma_i(\hat{T}) \) for \( i = 1, \ldots, l \). The induction hypothesis yields that there exist first \( l \)-right singular vectors of \( \hat{T}c_1, \ldots, c_{l-1} \), such that \( \frac{1}{\sigma_i(\hat{T})} \hat{T}c_1, \ldots, \frac{1}{\sigma_i(\hat{T})} \hat{T}c_{l-1} \) are the first \( l \)-right singular vectors of \( \hat{P} \). Complete \( c_1, \ldots, c_{l-1} \) to an orthonormal basis \( c_1, \ldots, c_l \) of \( V_l \). Then \( c_l \) is a right singular vector of \( \hat{T} \) corresponding to \( \sigma_l(\hat{T}) \). Since \( \hat{T}c_l \) is orthogonal to \( \hat{T}c_1, \ldots, \hat{T}c_{l-1} \), which are right singular vectors of \( \hat{P} \) it follows that \( \frac{1}{\sigma_l(\hat{T})} \hat{T}c_l \) is a right singular vector of \( \hat{P} \) corresponding to \( \sigma_l(\hat{T}) \).

Use (5.4.5) and the fact that \( \hat{T} \) and \( \hat{P} \) are the corresponding restrictions of \( T \) and \( P \) respectively to deduce the theorem. \( \square \)

In what follows we need to consider the half closed infinite interval \([−∞, ∞)\) which is a subset of \( \mathbb{R} \). Denote by \( [−∞, ∞)^n \subset [−∞, ∞)^n \) the set of \( x = (x_1, \ldots, x_n) \) where \( x_1 \geq \ldots \geq x_n \geq −∞ \).

We now extend the notions of majorization, Schur set, Schur order preserving function to subsets of \([−∞, ∞)^n \). Let \( x = (x_1, \ldots, x_n), y = (y_1, \ldots, y_n) \in [−∞, ∞)^n \). Then \( x \preceq y \), i.e. \( x \) is weakly majorized by \( y \), if the inequalities \( \sum_{i=1}^k x_i \leq \sum_{i=1}^k y_i \) hold for \( i = 1, \ldots, n \). \( x \prec y \), i.e. \( x \) is majorized by \( y \), if \( x \preceq y \) and \( \sum_{i=1}^k x_i = \sum_{i=1}^k y_i \). A set \( D \subset [−∞, ∞)^n \) is called a Schur set if for any \( y \in D \) and any \( x \prec y \) \( x \in D \).

Let \( I \subset [−∞, ∞) \) be an interval, which may be open, closed or half closed. Denote by \( I_0 \) the interior of \( I \). \( f : I \rightarrow \mathbb{R} \) is called continuous if the following conditions hold: First, \( f|I_0 \) is continuous. Second, if \( a \in [−∞, ∞) \cap I \) is an end point of \( I \) then \( f \) is continuous at \( a \) from the left or right respectively. Suppose that \( −∞ \in I \). Then \( f : I \rightarrow \mathbb{R} \) is called convex on \( I \) if \( f \) is continuous on \( I \) and a nondecreasing convex function on \( I_0 \). (See Problem 6 below.) \( f \) is called strictly convex on \( I \) if \( f \) continuous on \( I \) and strictly convex on \( I_0 \). If \( −∞ \in I \) then \( f \) is continuous on \( I \), and is an increasing strictly convex function on \( I_0 \). Note that the function \( e^x \) is a strictly convex function on \([−∞, ∞)\).

Let \( D \subset [−∞, ∞)^n \). Then \( f : D \rightarrow \mathbb{R} \) is continuous, if for any \( x \in D \) and any sequence of points \( x_k \in D \), with \( k \in \mathbb{N} \), the equality \( \lim_{k \rightarrow ∞} f(x_k) = \)
f(x) holds when \( \lim_{k \to \infty} x_k = x \). \( D \) is convex if for any \( x, y \in D \) the point \( tx + (1 - t)y \) is in \( D \) for any \( t \in (0, 1) \). For a convex \( D, f : D \to \mathbb{R} \) is convex if \( f \) is continuous and \( f(tx + (1 - t)y) \leq tf(x) + (1 - t)f(y) \) for any \( t \in (0, 1) \). For a Schur set \( D \subseteq [-\infty, \infty]^n, f : D \to \mathbb{R} \) is called Schur order preserving, strict Schur order preserving, strong Schur order preserving, strict strong Schur order preserving if \( f \) is a continuous function satisfying the properties described in the beginning of §4.8. It is straightforward to generalize the results on Schur order preserving functions established in §4.8 using Problem 7 below.

Let the assumptions of Theorem 5.4.4 hold. For any \( k \in \mathbb{N} \) let

\[
\sigma_k(T) := (\sigma_1(T), \ldots, \sigma_k(T)) \in \mathbb{R}_+^k, \\
\log \sigma_k := (\log \sigma_1(T), \ldots, \log \sigma_k(T)) \in [-\infty, \infty]^k.
\]

Theorem 5.4.4 yields

\[
\log \sigma_k(PT) \preceq \log \sigma_k(P) + \log \sigma_k(T) \text{ for any } k \in [1, \max(\text{rank } P, \text{rank } T)] \\
\log \sigma_k(PT) \prec \log \sigma_k(P) + \log \sigma_k(T) \text{ for } k > \max(\text{rank } P, \text{rank } T), \\
\log \sigma_k(PT) \prec \log \sigma_k(P) + \log \sigma_k(T) \text{ if } k = \text{rank } P = \text{rank } T = \text{rank } PT,
\]

(5.4.7)

See Problem 8 below.

**Theorem 5.4.6** Let \( U, V, W \) be inner product spaces. Assume that \( T \in \mathbb{L}(V, U), P \in \mathbb{L}(U, W) \) and \( l \in \mathbb{N} \).

1. Assume that \( D \subset [-\infty, \infty]^l \) is a strong Schur set containing

\[
\log \sigma_l(PT), \log \sigma_l(P) + \log \sigma_l(T). \text{ Let } h : D \to \mathbb{R} \text{ be a strong Schur order preserving function. Then } h(\log \sigma_l(PT)) \leq h(\log \sigma_l(P) + \log \sigma_l(T)). \text{ Suppose furthermore that } h \text{ is strict strong Schur order preserving. Then equality holds in the above inequality if and only if equality holds in (5.4.3) for } k = 1, \ldots, l.
\]

2. Assume that \( \log \sigma_l(PT) \prec \log \sigma_l(P) + \log \sigma_l(T) \), and \( D \subset [-\infty, \infty]^l \) is a Schur set containing \( \log \sigma_l(PT), \log \sigma_l(P) + \log \sigma_l(T) \). Let \( h : D \to \mathbb{R} \) be a Schur order preserving function. Then \( h(\log \sigma_l(PT)) \leq h(\log \sigma_l(PT) + \log \sigma_l(PT)) \). Suppose furthermore that \( h \) is strict Schur order preserving. Then equality holds in the above inequality if and only if equality holds in (5.4.3) for \( k = 1, \ldots, l - 1 \).

See Problem 9 below.
Corollary 5.4.7 Let $U, V, W$ be inner product spaces. Assume that $T \in L(V, U), P \in L(U, W)$ and $l \in \mathbb{N}$. Assume that $\log \sigma_1(PT) \prec \log \sigma_1(P) + \log \sigma_1(T)$, and $I \subset [-\infty, \infty)$ is an interval set containing $\log \sigma_1(P), \log \sigma_1(T), \log \sigma_1(PT)$. Let $h : I \to \mathbb{R}$ be a convex function. Then
\[
\sum_{i=1}^l h(\log \sigma_i(PT)) \leq \sum_{i=1}^l h(\log \sigma_i(P) + \log \sigma_i(T)).
\]

Corollary 5.4.8 Let $U, V, W$ be inner product spaces. Assume that $T \in L(V, U), P \in L(U, W)$ and $l \in \mathbb{N}$. Then for any $t > 0$
\[
\sum_{i=1}^l \sigma_i(PT)^t \leq \sum_{i=1}^l \sigma_i(P)^t \sigma_i(T)^t.
\]
Equality holds if and only if one has equality sign in (5.4.3) for $k = 1, \ldots, l$.

Proof. Observe that the function $h : [-\infty, \infty)^l \to \mathbb{R}$ given by $h((x_1, \ldots, x_l)) = \sum_{i=1}^l e^{tx_i}$ is strictly strongly Schur order preserving for any $t > 0$.

The following theorem improves the results of Theorem 4.11.12.

Theorem 5.4.9 Let $V$ be an $n$-dimensional IPS over $\mathbb{C}$ and assume that $T \in L(V)$. Let $\lambda_1(T), \ldots, \lambda_n(T) \in \mathbb{C}$ be the eigenvalues of $T$ counted with their multiplicities and arranged in order $|\lambda_1(T)| \geq \ldots \geq |\lambda_n(T)|$. Let $\lambda_a(T) := (|\lambda_1(T)|, \ldots, |\lambda_n(T)|)$ and $\lambda_{a,k}(T) := (|\lambda_1(T)|, \ldots, |\lambda_k(T)|)$ for $k = 1, \ldots, n$. Then
\[
\prod_{i=1}^l |\lambda_i(T)| \leq \prod_{i=1}^l \sigma_i(T) \quad \text{for } l = 1, \ldots, n-1, \quad \text{and} \quad \prod_{i=1}^n |\lambda_i(T)| = \prod_{i=1}^n \sigma_i(T).
\]
For $l = 1, \ldots, k \leq n$ equalities hold in the above inequalities if and only if the conditions 1 and 2 of Theorem 4.11.12 hold.

In particular $\log \lambda_{a,k}(T) \preceq \log \sigma_k(T)$ for $k = 1, \ldots, n-1$ and $\log \lambda_a(T) \prec \log \sigma(T)$.

Proof. By Theorem 4.11.12 $|\lambda_1(\wedge^l T)| \leq \sigma_1(\wedge^l T)$. Use Problem 8 below and Proposition 5.4.2 to deduce the inequalities in (5.4.10). The equality $\prod_{i=1}^n |\lambda_i(T)| = \prod_{i=1}^n \sigma_i(T)$ is equivalent to the identity $|\det T|^2 = |\det TT^*|$. 
Suppose that for \( l = 1, \ldots, k \leq n \) equalities hold in (5.4.10). Then \( |\lambda_i(T)| = \sigma_i(T) \) for \( i = 1, \ldots, k \). Hence equality holds in (4.11.14). Theorem 4.11.12 implies that conditions 1,2 hold. Vice versa, assume that the conditions 1,2 of Theorem 4.11.12 hold. Then from the proof of Theorem 4.11.12 it follows that \( |\lambda_i(T)| = \sigma_i(T) \) for \( i = 1, \ldots, k \). Hence for \( l = 1, \ldots, k \) equalities hold in (5.4.10).

\[ \Box \]

**Corollary 5.4.10** Let \( V \) be an \( n \)-dimensional IPS. Assume that \( T \in \text{L}(V) \).

1. Assume that \( k \in [n-1] \) and \( D \subset [-\infty, \infty)^k \) is a strong Schur set containing \( \log \sigma_k(T) \). Let \( h : D \to \mathbb{R} \) be a strong Schur order preserving function. Then \( h(\log \lambda_k(T)) \leq h(\log \sigma_k(T)) \). Suppose furthermore that \( h \) is strict strong Schur order preserving. Then equality holds in the above inequality if and only if equality holds in (5.4.10) for \( l = 1, \ldots, k \).

2. Let \( I \subset [-\infty, \infty) \) be an interval containing \( \log \sigma_1(T), \log \sigma_k(T), \log |\lambda_k(T)| \).
   Assume that \( f : I \to \mathbb{R} \) is a convex nondecreasing function. Then \( \sum_{i=1}^{k} f(\log |\lambda_i(T)|) \leq \sum_{i=1}^{k} f(\log |\sigma_i(T)|) \). If \( f \) is a strictly convex increasing function on \( I \) then equality holds if and only if equality holds in (5.4.10) for \( l = 1, \ldots, k \). In particular for any \( t > 0 \)

\[ (5.4.11) \quad \sum_{i=1}^{k} |\lambda_i(T)|^t \leq \sum_{i=1}^{k} \sigma_i(T)^t. \]

Equality holds if and only if equality holds in (5.4.10) for \( l = 1, \ldots, k \).

3. Assume that \( D \subset [-\infty, \infty)^n \) is a Schur set containing \( \log \sigma_n(T) \). Let \( h : D \to \mathbb{R} \) be a Schur order preserving function. Then \( h(\log \lambda_n(T)) \leq h(\log \sigma_n(T)) \). Suppose furthermore that \( h \) is strict Schur order preserving. Then equality holds in the above inequality if and only if equality holds \( T \) is a normal operator.

**Problems**

1. Let \( V_i \) be an \( n_i \)-dimensional vector space with the inner product \( \langle \cdot, \cdot \rangle_i \), for \( i = 1, \ldots, k \).
5.4. TENSOR PRODUCTS OF INNER PRODUCT SPACES

(a) Let $e_{i,1}, \ldots, e_{n,i}$ be an orthonormal basis of $V_i$ with respect to $\langle \cdot, \cdot \rangle_i$ for $i = 1, \ldots, k$. Let $\langle \cdot, \cdot \rangle$ be the inner product in $Y := \otimes_{i=1}^k V_i$ such that $\otimes_{i=1}^k e_{j,i}$ where $j_i = 1, \ldots, n_i$ is an orthonormal basis of $Y$. Show that (5.4.1) holds.

(b) Prove that there exists a unique inner product on $Y$ satisfying (5.4.1).

2. Prove Proposition 5.4.1.

3. Let $V$ be an $n$-dimensional IPS with an orthonormal basis $e_1, \ldots, e_n$.

Let $Y := \otimes_{i=1}^k V_i$, $V_i = \ldots = V_k = V$ be inner product spaces with the canonical inner product $\langle \cdot, \cdot \rangle_Y$. Show

(a) Let $k \in [n]$. Then the subspace $\wedge^k V$ of $Y$ has an orthonormal basis

$$\frac{1}{\sqrt{k!}} e_{i_1} \wedge \ldots \wedge e_{i_k}, 1 \leq i_1 < i_2 < \ldots < i_k \leq n.$$ 

(b) Let $k \in \mathbb{N}$. Then the subspace $\Sym^k V$ of $Y$ has an orthonormal basis $\alpha(i_1, \ldots, i_k)\Sym^k(e_{i_1}, \ldots, e_{i_k}), 1 \leq i_1 \leq \ldots \leq i_k \leq n$. The coefficient $\alpha(i_1, \ldots, i_k)$ is given as follows. Assume that $\bar{t}_1 = \ldots = \bar{t}_l = \bar{i}_1 < i_{l+1} = \ldots = i_{l+1+l} < \ldots < i_{l+1+\ldots+l} = i_{l+1+\ldots+l},$ where $l_1 + \ldots + l_r = k$. Then $\alpha(i_1, \ldots, i_k) = \frac{1}{\sqrt{E_{l_1, \ldots, l_r}}}.$

4. (a) Prove Proposition 5.4.2.

(b) Prove Corollary 5.4.3.

5. Let $U, V$ be inner product spaces of dimensions $n$ and $m$ respectively. Let $T \in L(V, U)$ and assume that we chose orthonormal bases $[c_1, \ldots, c_n], [d_1, \ldots, d_m]$ of $V, U$ respectively satisfying (4.10.5). Suppose furthermore that

$$\sigma_1(T) = \ldots = \sigma_{l_1}(T) > \sigma_{l_1+1}(T) = \ldots = \sigma_{l_2}(T) > \ldots >$$

$$\sigma_{l_{p-1}+1}(T) = \ldots = \sigma_{l_p}(T) > 0, 1 \leq l_1 < \ldots < l_p = \text{rank } T.$$ 

Let

$$V_i := \text{span } (c_{l_i+1}, \ldots, c_{l_i}), \quad i = 1, \ldots, p, \quad l_0 := 0.$$ 

(a) Let $k = l_i$ for some $i \in [1, p]$. Show that $\sigma_1(\wedge^k T) > \sigma_2(\wedge^k T)$. Furthermore the vector $c_1 \wedge \ldots \wedge c_k$ is a unique right singular vector, (up to a multiplication by scalar), of $\wedge^k T$ corresponding to $\sigma_1(\wedge^k T)$. Equivalently, the one dimensional subspace spanned by the the right singular vectors of $\wedge^k T$ is given by $\wedge^k \otimes_{i=1}^k V_i$. 

(b) Assume that $l_i - l_{i-1} \geq 2$ and $l_{i-1} < k < l_i$ for some $1 \leq i \leq p$. Show that

\[
\sigma_1(\wedge^k T) = \ldots = \sigma_{(l_i - l_{i-1} - 1)}^{(k-1)}(T) > \sigma_{(l_i - l_{i-1} - 1) + 1}^{(k-1)}(T).
\]

The subspace spanned by all right singular vectors of $\wedge^k T$ corresponding to $\sigma_1(\wedge^k T)$ is given by the subspace:

\[
\left( \bigwedge_{j=1}^{l_i-1} V_j \right) \bigwedge \left( \bigwedge_{j=1}^{k-l_i-1} V_j \right).
\]

6. Let $I := [-\infty, a) \subseteq \mathbb{R}$ and assume that $f : I \rightarrow \mathbb{R}$ is continuous. $f$ is called convex on $I$ if $f(tb + (1 - t)c) \leq tf(b) + (1 - t)f(c)$ for any $b, c \in I$ and $t \in (0, 1)$. We assume that $t(-\infty) = -\infty$ for any $t > 0$. Show that if $f$ is convex on $I$ if and only if $f$ is a convex nondecreasing bounded below function on $I_0$.

7. $D \subset [-\infty, \infty) \subseteq \mathbb{R}$ such that $D' := D \cap \mathbb{R}^n$ is nonempty. Assume that $f : D \rightarrow \mathbb{R}$ is continuous. Show

(a) $D$ is a Schur set if and only if $D'$ is a Schur set.

(b) $f$ is Schur order preserving if and only if $f|D'$ is Schur order preserving.

(c) $f$ is strict Schur order preserving if and only if $f|D'$ is strict Schur order preserving.

(d) $f$ is strong Schur order preserving if and only if $f|D'$ is strong Schur order preserving.

(e) $f$ is strict strong Schur order preserving if and only if $f|D'$ is strict strong Schur order preserving.

8. Let the assumptions of Theorem 5.4.4 hold. Assume that rank $P = \text{rank} T = \text{rank} PT$. Let $k = \text{rank} P$. Show that the arguments of the proof of Theorem 5.4.5 implies that $\prod_{i=1}^{k} \sigma_i(PT) = \prod_{i=1}^{k} \sigma_i(P)\sigma_i(T)$. Hence $\log \sigma_k(PT) \prec \log \sigma_k(P) + \log \sigma_k(T)$.

9. Prove Theorem 5.4.6 using the results of Section 4.8.

10. Show that under the assumptions of Theorem 4.11.8 one has the inequality $\sum_{i=1}^{l} \sigma_i(S^*T)^t \leq \sum_{i=1}^{l} \sigma_i(S)^t\sigma_i(T)^t$ for any $l \in \mathbb{N}$ and $t > 0$. (a) Let the assumptions of Theorem 5.4.9 hold. Show that (5.4.10) imply that $\lambda_i(T) = 0$ for $i > \text{rank} T$. 

5.5. MATRIX EXPONENTS

(b) Let \( V \) be a finite dimensional vector field over the algebraically closed field \( F \). Let \( T \in L(V) \). Show that the number of nonzero eigenvalues, counted with their multiplicities, does not exceed \( \text{rank} \, T \). (Hint: Use the Jordan canonical form of \( T \).)

5.5 Matrix exponents

For a matrix \( C \in \mathbb{C}^{n \times n} \) with all eigenvalues of \( C \) are in the disk \( |z - 1| < 1 \) we define

\[
\log C := \log(I + (C - I)) = \sum_{i=1}^{\infty} \frac{(-1)^{i-1}}{i} (C - I)^i,
\]

(5.5.1)

\[
C^z := e^{z \log C}, \quad \text{where } z \in \mathbb{C} \text{ and } \rho(C - I) < 1.
\]

(5.5.2)

(See §3.1.)

**Proposition 5.5.1** Let \( a > 0 \), \( A(t) : (-a, a) \to \mathbb{C}^{n \times n} \), assume that

\[
\lim_{t \to 0} A(t) = B.
\]

(5.5.3)

Then for any \( s \in \mathbb{C} \)

\[
\lim_{t \to 0} (I + A(t))^\frac{s}{t} = e^{sB}.
\]

(5.5.4)

**Proof.** The assumption (5.5.3) yields that \( B(t) := \frac{1}{t} A(t), t \neq 0, B(0) := B \) is continuous at \( t = 0 \). Hence \( \|B(t)\|_2 = \sigma_1(B(t)) \leq c \) for \( |t| \leq \delta' \). Let \( \delta := \min(\delta', \frac{1}{2c}) \). Denote \( C(t) = I + A(t) = I + tB(t) \). Hence

\[
\rho(C(t) - I) \leq \sigma_1(C(t) - I) = \|A(t)\|_2 \leq |t|c < \frac{1}{2} \text{ for } |t| < \delta.
\]

Assume that \( t \in (-\delta, \delta) \setminus \{0\} \). Use (5.5.1) to obtain

\[
\frac{s}{t} \log(I + A(t)) = s \sum_{i=1}^{\infty} \frac{(-t)^{i-1}}{i} B(t)^i = sB(t) + \sum_{i=2}^{\infty} \frac{s(-t)^{i-1}}{i} B(t)^i.
\]

Recall that

\[
\| \sum_{i=2}^{\infty} \frac{s(-t)^{i-1}}{i} B(t)^i \|_2 \leq \sum_{i=2}^{\infty} \| \frac{s(-t)^{i-1}}{i} B(t)^i \|_2 \leq \sum_{i=2}^{\infty} \frac{|s| |t|^{i-1} \|B(t)\|_2}{i} \leq \frac{|s| |t| \rho(B) |1 - |t||c}{|t|}.
\]
Hence
\[
\lim_{t \to 0} (I + A(t))^\frac{t}{s} = \exp(\lim_{t \to 0} \frac{1}{t} \log(I + A(t))) = e^{sB}.
\]

**Theorem 5.5.2** (The Lie-Trotter formula) Let \(A_1, \ldots, A_k \in \mathbb{C}^{n \times n}\). Then for any \(s \in \mathbb{C}\)

\[
\lim_{t \to 0} (e^{tA_1}e^{tA_2} \cdots e^{tA_k})^\frac{t}{s} = e^{s\sum_{i=1}^k A_i}.
\]

In particular

\[
\lim_{N \to \infty, N \in \mathbb{N}} (e^{\frac{1}{N} A_1}e^{\frac{1}{N} A_2} \cdots e^{\frac{1}{N} A_k})^N = e^{\sum_{i=1}^k A_i}.
\]

**Proof.** Clearly \(e^{tA_i} = I + tA_i + |t|^2O(1)\) for \(|t| \leq 1\). Hence

\[
A(t) := e^{tA_1}e^{tA_2} \cdots e^{tA_k} - I = t \sum_{i=1}^k A_i + |t|^2O(1).
\]

Therefore the condition (5.5.3) holds, where \(B = \sum_{i=1}^k A_i\). Apply (5.5.4) to deduce (5.5.5). Choose a sequence \(t_N = \frac{1}{N}\) for \(N = 1, 2, \ldots\), and \(s = 1\) in (5.5.5) to deduce (5.5.6). \(\square\)

**Proposition 5.5.3** Let \(V_i\) is an \(n_i\)-dimensional vector space for \(i = 1, \ldots, k\) over \(F = \mathbb{R}, \mathbb{C}\). Let \(Y := \otimes_{i=1}^k V_i\). Assume that \(A_i \in \text{L}(V_i), i = 1, \ldots, k\). Then

\[
\otimes_{i=1}^k e^{tA_i} = e^{t(A_1, \ldots, A_k)} \in \text{L}(\otimes_{i=1}^k V_i),
\]

where

\[
(A_1, \ldots, A_k) := \sum_{i=1}^k I_{n_1} \otimes \cdots \otimes I_{n_i-1} \otimes A_{n_i} \otimes I_{n_{i+1}} \otimes \cdots \otimes I_{n_k} \in \text{L}(\otimes_{i=1}^k V_i),
\]

for any \(t \in F\).

See Problem 1.

**Definition 5.5.4** Let \(V\) be an \(n\)-dimensional vector space over \(F\). Assume that \(A \in \text{L}(V)\). Denote by \(A_{\wedge^k}\) the restriction of \((A, \ldots, A)_{\otimes}\) to \(\wedge^k V\).

**Corollary 5.5.5** Let the assumptions of Definition 5.5.4 hold for \(F = \mathbb{R}, \mathbb{C}\). Then \(\wedge^k e^{tA} = e^{tA_{\wedge^k}}\) for any \(t \in F\).
Definition 5.5.6 A subspace \( U \subset H_n \) is called a commuting subspace if any two matrices \( A, B \in U \) commute.

Note that if \( A, B \in H_n \) then each eigenvalue of \( e^A e^B \) are positive. (See Problem 4.)

Recall that a function \( f : D \to \mathbb{R} \), where \( D \subset \mathbb{R}^N \) is a convex set is called affine if \( f \) and \( -f \) are convex functions on \( D \).

Theorem 5.5.7 Let

\[
(5.5.8) \quad f_k : H_n \times H_n \to \mathbb{R}, \quad f_k(A, B) := \sum_{i=1}^{k} \log \lambda_i(e^A e^B), \quad k = 1, \ldots, n.
\]

(The eigenvalues of \( e^A e^B \) are arranged in a decreasing order.) Then \( f_n(A, B) = \text{tr}(A+B) \) is an affine function on \( H_n \times H_n \). Assume that \( U, V \subset H_n \) be two computing subspaces. Then the functions \( f_k : U \times V \) are convex functions on \( U \times V \).

Proof. Clearly

\[
f_n(A, B) = \log(\det e^A e^B) = \log ((\det e^A)(\det e^B)) = \log \det e^A + \log \det e^B = \text{tr} A + \text{tr} B = \text{tr}(A + B).
\]

Hence \( f_n(A, B) \) is an affine function on \( H_n \times H_n \).

Assume that \( k \in [n-1] \). Since \( e^A e^B \) has positive eigenvalues for all pairs \( A, B \in H_n \) it follows that each \( f_k \) is a continuous function on \( U \times V \).

Hence it is enough to show that

\[
f_k(\frac{1}{2}(A_1 + A_2), \frac{1}{2}(B_1 + B_2)) \leq \frac{1}{2}(f_k(A_1, B_1) + f_k(A_2, B_2)),
\]

(5.5.9) for \( k = 1, \ldots, n - 1 \),

and for any \( A_1, A_2 \in U, B_1, B_2 \in V \). (See Problem 5.)

We first consider the case \( k = 1 \). Since \( A_1 A_2 = A_2 A_1, B_1 B_2 = B_2 B_1 \) it follows that

\[
e^{\frac{1}{2}(A_1 + A_2)} e^{\frac{1}{2}(B_1 + B_2)} e^{-\frac{1}{2}A_2} e^{\frac{1}{2}A_1} e^{\frac{1}{2}B_1} e^{\frac{1}{2}B_2} = e^{\frac{1}{2}(A_1 A_2)} e^{\frac{1}{2}(B_1 B_2)} e^{\frac{1}{2}A_2} e^{\frac{1}{2}B_2} e^{\frac{1}{2}A_1} e^{\frac{1}{2}B_1}.
\]

Observe next that

\[
e^{-\frac{1}{2}A_2} e^{\frac{1}{2}A_1} e^{\frac{1}{2}A_2} e^{\frac{1}{2}B_1} e^{\frac{1}{2}B_2} e^{\frac{1}{2}A_2} e^{\frac{1}{2}B_2} e^{\frac{1}{2}A_1} e^{\frac{1}{2}B_1} e^{\frac{1}{2}A_2} \rightarrow
\]

\[
f_1(\frac{1}{2}(A_1 + A_2), \frac{1}{2}(B_1 + B_2)) = \lambda_1(e^{\frac{1}{2}A_1} e^{\frac{1}{2}B_1} e^{\frac{1}{2}B_2} e^{\frac{1}{2}A_2}).
\]
Hence
\[
\lambda_1(e^{\frac{1}{2}A_1}e^{\frac{1}{2}B_1}e^{\frac{1}{2}B_2}e^{\frac{1}{2}A_2}) \leq \sigma_1(e^{\frac{1}{2}A_1}e^{\frac{1}{2}B_1}e^{\frac{1}{2}B_2}e^{\frac{1}{2}A_2}) \\
\sigma_1(e^{\frac{1}{2}A_1}e^{\frac{1}{2}B_1})\sigma_1(e^{\frac{1}{2}B_2}e^{\frac{1}{2}A_2}) = \\
\lambda_1(e^{\frac{1}{2}A_1}e^{\frac{1}{2}B_1}e^{\frac{1}{2}B_2}e^{\frac{1}{2}A_2}) = \\
\lambda_1(e^{\frac{1}{2}A_1}e^{\frac{1}{2}B_1})\lambda_1(e^{\frac{1}{2}B_2}e^{\frac{1}{2}A_2}) = \\
\lambda_1(e^{\frac{1}{2}A_1}e^{\frac{1}{2}B_1})\lambda_1(e^{\frac{1}{2}A_1}e^{\frac{1}{2}B_1}) = \\
(5.5.10) \lambda_1(e^{A_1}e^{B_1}) = \lambda_1(e^{A_1}e^{B_1}).
\]

This proves the convexity of \( f_k \).

We now show the convexity of \( f_k \). Use Problem 6 to deduce that we may assume that \( U = U(D_n(\mathbb{R}))U^* , V = V(D_n(\mathbb{R}))V^* \) for some \( U, V \in U(n) \). Let \( U_k, V_k \subset H_\mathbb{K} \) be two commuting subspaces defined in Problem 6(d). The above result imply that \( g : U_k \times V_k \to \mathbb{R} \) given by \( g(C, D) = \log(\langle e^C e^D \rangle) \) is convex. Hence
\[
g(\frac{1}{2}(A_1)_{\lambda^k} + (A_2)_{\lambda^k}, \frac{1}{2}(B_1)_{\lambda^k} + (B_2)_{\lambda^k}) \leq \\
\frac{1}{2}g((A_1)_{\lambda^k}, (B_1)_{\lambda^k}) + g((A_1)_{\lambda^k}, (B_1)_{\lambda^k}).
\]

The definitions of \( (A, \ldots, A)_{\wedge} \) and \( A_{\lambda^k} \) yield the equality \( \frac{1}{2}(A_{\lambda^k} + B_{\lambda^k}) = \\
(\frac{1}{2}(A + B))_{\lambda^k} \). Use Problem 3 to deduce that the convexity of \( g \) implies the convexity of \( f_k \).

**Theorem 5.5.8** Let \( A, B \in H_n, k \in [n] \). Assume that \( f_k(tA, tB), t \in \mathbb{R} \)

is defined as in (5.5.8). Then the function \( \frac{\log(e^{A+B})}{t} \) nondecreases on \((0, \infty)\). In particular

\[
\sum_{i=1}^k \lambda_i(A + B) \leq \sum_{i=1}^k \log \lambda_i(e^A e^B), \quad k = 1, \ldots, n,
\]

(5.5.12) \( \text{tr} e^{A+B} \leq \text{tr}(e^A e^B). \) (Golden-Thompson inequality)

Equality in (5.5.12) holds if and only if \( AB = BA \). Furthermore, for \( k \in [n - 1] \) equality holds in (5.5.11) if and only if the following condition hold: There exists a common invariant subspace \( W \subset C^n \) of \( A \) and \( B \) of dimension \( k \) which is spanned by the first \( k \)-eigenvectors of \( A + B \) and \( e^A e^B \) respectively.

**Proof.** Theorem 5.5.7 yields that \( g_k(t) := f_k(tA, tB) \) is convex on \( \mathbb{R} \). (Assume \( U = \text{span}(A), V = \text{span}(B) \) and \((t, \tau) \in \mathbb{R}^2 \) corresponds
Hence we have the equality \( k \sum_{i=1}^{n} \lambda_i(A + B) \) for each \( k \). Clearly if \( AB = BA \) then \( e^{tA}e^{tB} = e^{t(A+B)} \), hence we have equality in (5.5.12).

It is left to show the claim that equality in (5.5.12) implies that \( A \) and \( B \) commute. Since \( e^x \) is strictly convex it follows that equality in (5.5.12) yields equalities in (5.5.11). That is, \( \lambda(A+B) = \log \lambda(e^Ae^B) \). In particular, \( \lambda_1(A + B) = \log \lambda(e^Ae^B) \). Hence \( \frac{2k(t)}{t^2} \) is a constant function on \((0, 1] \) for \( k \in [n] \). Consider first the equality \( 2g_1(\frac{1}{2}) = g_1(1) \):

\[
\lambda_1(e^{\frac{1}{2}A}e^{\frac{1}{2}B})^2 = \lambda_1(e^Ae^B).
\]

Recall that

\[
\lambda_1(e^{\frac{1}{2}A}e^{\frac{1}{2}B})^2 \leq \sigma_1(e^{\frac{1}{2}A}e^{\frac{1}{2}B})^2 = \lambda_1(e^{\frac{1}{2}A}e^{\frac{1}{2}A}) = \lambda_1(e^Ae^B).
\]

Hence we have the equality \( \lambda_1(e^{\frac{1}{2}A}e^{\frac{1}{2}B}) = \sigma_1(e^{\frac{1}{2}A}e^{\frac{1}{2}B}) \). Similarly we conclude the equality

\[
(5.5.14) \quad \prod_{i=1}^{k} \lambda_i(e^{\frac{1}{2}A}e^{\frac{1}{2}B}) = \prod_{i=1}^{k} \sigma_i(e^{\frac{1}{2}A}e^{\frac{1}{2}B})
\]

for each \( k \in [n] \). Therefore \( \lambda_k(e^{\frac{1}{2}A}e^{\frac{1}{2}B}) = \sigma_k(e^{\frac{1}{2}A}e^{\frac{1}{2}B}) \) for each \( k \in [n] \).

Theorem 4.11.12 yields that \( e^{\frac{1}{2}A}e^{\frac{1}{2}B} \) is a normal matrix. Hence

\[
e^{\frac{1}{2}A}e^{\frac{1}{2}B} = (e^{\frac{1}{2}A}e^{\frac{1}{2}B})^* = e^{\frac{1}{2}B}e^{\frac{1}{2}A} = e^{\frac{1}{2}A}e^{\frac{1}{2}B}.
\]

So \( e^{\frac{1}{2}A} \) and \( e^{\frac{1}{2}B} \) commute. As both matrices are hermitian it follows that there exists an orthonormal basis \( x_1, \ldots, x_n \) which are eigenvectors of \( e^{\frac{1}{2}A} \) and \( e^{\frac{1}{2}B} \). Clearly, \( x_1, \ldots, x_n \) are eigenvectors of \( A \) and \( B \). Hence \( AB = BA \).

Assume now that equality holds in (5.5.11) for \( k = 1 \). Hence (5.5.14) holds for \( k = 1 \). Let \( F := e^{\frac{1}{2}A}, G := e^{\frac{1}{2}B} \). Let \( U, V \in \mathbb{C}^n \) be the invariant subspaces of \( FG \) and \( GF \) corresponding to \( \lambda_1(FG) = \lambda_1(GF) \) respectively. Since \( F, G \in \text{GL}(n, \mathbb{C}) \) it follows that \( GU = V, FV = U \). Assume that \( FGx = \lambda_1(FG)x \), where \( \|x\|_2 = 1 \). So

\[
\lambda_1(FG) = \|FGx\|_2 \leq \sigma_1(FG) = \lambda_1(FG).
\]
The arguments of the proof of Theorem 4.11.12 yield that \( GFx = (FG)^*x = \lambda_i(FG)x \). Hence \( U = V \). So \( FU = GU = U \). Let \( A_1, B_1, F_1, G_1, I_1 \) be the restrictions of \( A, B, F, G, I \) to \( U \). Note that \( F_1G_1 = G_1F_1 = \lambda_1(FG)I_1 \).

Since \( F_1, G_1 \) commute, it follows that \( U \) has an orthonormal basis \( x_1, \ldots, x_m \) consisting of eigenvectors of \( F_1, G_1 \) respectively. Hence \( x_1, \ldots, x_m \) are eigenvectors of \( A_1, B_1 \) respectively. Assume that

\[
Ax_i = \alpha_i x_i, \quad Bx_i = \beta_i x_i, \quad i = 1, \ldots, m.
\]

As \( F_1G_1 = \lambda_1(FG)I_1 \) it follows that \( \alpha_1 + \beta_1 = \gamma \) for \( i = 1, \ldots, m \). Furthermore, \( e^Ae^B|_U \) is \( e^I_1 \). So \( g_1(1) = \gamma = \lambda_1(A + B) \) and \( \lambda_1(e^Ae^B) = e^\gamma \). Let \( W = \text{span } (x_i) \). So \( W \) is an invariant 1-dimensional subspace of \( A \) and \( B \), such that it corresponds to the first eigenvalue of \( A + B \) and \( e^Ae^B \).

Assume now that equality holds in (5.5.11) for \( k \in [n-1] \setminus \{1\} \). As we showed above, this equality is equivalent to the equality (5.5.14). Let \( A_2 := A|_U, B_2 := B|_U \). Then (5.5.14) is equivalent to \( \lambda_1(e^{\frac{1}{2}A_2}e^{\frac{1}{2}B_2}) = \sigma_1(e^{\frac{1}{2}A_2}e^{\frac{1}{2}B_2}) \). Our results for the case \( k = 1 \) imply that \( A_2 \) and \( B_2 \) have a common eigenvector in \( C(U) \), which corresponds \( \lambda_1(A_2 + B_2) \) and \( \lambda_1(e^{A_2}e^{B_2}) \) respectively. This statement is equivalent to the existence of a common invariant subspace \( W \subset C^n \) of \( A \) and \( B \) of dimension \( k \) which is spanned by the first \( k \)-eigenvectors of \( A + B \) and \( e^Ae^B \) respectively.

Suppose finally that there exists a common invariant subspace \( W \subset C^n \) of \( A \) and \( B \) of dimension \( k \) which is spanned by the first \( k \)-eigenvectors of \( A + B \) and \( e^Ae^B \) respectively. Let \( A_1, B_1 \) be the restrictions of \( A, B \) to \( W \) respectively. Theorem 5.5.7 implies that \( \text{tr}(A_1 + B_1) = \sum_{i=1}^k \log \lambda_i(e^{A_1}e^{B_1}) \).

As \( W \) is spanned by the first \( k \)-eigenvectors of \( A + B \) and \( e^Ae^B \) respectively, it follows that

\[
\text{tr}(A_1 + B_1) = \sum_{i=1}^k \lambda_i(A + B), \quad \sum_{i=1}^k \log \lambda_i(e^{A_1}e^{B_1}) = \sum_{i=1}^k \log \lambda_i(e^{A}e^{B}).
\]

The proof of the theorem is completed.

Let

\[
(5.5.15) \quad C(t) := \frac{1}{t} \log e^{\frac{1}{2}tA}e^{tB}e^{\frac{1}{2}tA} \in \mathbf{H}_n, \quad t \in \mathbb{R} \setminus \{0\}.
\]

\( tC(t) \) is the unique hermitian logarithm of a positive definite hermitian matrix \( e^{\frac{1}{2}tA}e^{tB}e^{\frac{1}{2}tA} \), which is similar to \( e^{A}e^{B} \). Proposition 5.5.1 yields

\[
(5.5.16) \quad \lim_{t \to 0} C(t) = C(0) := A + B.
\]

(See Problem 11.) In what follows we give a complementary formula to (5.5.16).
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**Theorem 5.5.9** Let \( A, B \in \mathbb{H}_n \) and assume that \( C(t) \) is the hermitian matrix defined as (5.5.15). Then \( \sum_{k=1}^{n} \lambda_i(C(t)) \) are nondecreasing functions on \([0, \infty)\) for \( k = 1, \ldots, n \) satisfying

\[
(5.5.17) \quad \lambda_i(C(t)) \prec \lambda_i(A) + \lambda_i(B).
\]

Moreover there exists \( C \in \mathbb{H}_n \) such that

\[
(5.5.18) \quad \lim_{t \to \infty} C(t) = C,
\]

and \( C \) commutes with \( A \). Furthermore there exist two permutations \( \phi, \psi \) on \( \{1, \ldots, n\} \) such that

\[
(5.5.19) \quad \lambda_i(C) = \lambda_{\phi(i)}(A) + \lambda_{\psi(i)}(B), \quad i = 1, \ldots, n.
\]

**Proof.** Assume that \( t > 0 \) and let \( \lambda_i(t) = e^{t \lambda_i(C(t))}, i = 1, \ldots, n \) be the eigenvalues of \( G(t) := e^{\frac{t}{2}A} e^{\frac{t}{2}B} e^{\frac{t}{2}A} \). Clearly

\[
\lambda_i(t) = \| e^{\frac{t}{2}A} e^{\frac{t}{2}B} e^{\frac{t}{2}A} \|_2 \leq \| e^{\frac{t}{2}A} \|_2 \| e^{\frac{t}{2}B} \|_2 \| e^{\frac{t}{2}A} \|_2 = e^{t(\lambda_1(A) + \lambda_1(B))}.
\]

By considering \( \wedge_k G(t) \) we deduce

\[
\prod_{i=1}^{k} \lambda_i(t) \leq e^{t \sum_{i=1}^{k} \lambda_i(A) + \lambda_i(B)}, \quad k = 1, \ldots, n, \quad t > 0.
\]

Theorem 5.5.7 implies that for \( k = n \) equality holds. Hence (5.5.17) holds. Let \( g_k(t) \) be defined as in the proof of Theorem 5.5.8. Clearly \( \frac{\lambda_i(t)}{t} = \sum_{i=1}^{k} \lambda_i(C(t)) \). Since \( \frac{\lambda_i(t)}{t} \) is nondecreasing we deduce that \( \sum_{i=1}^{k} \lambda_i(C(t)) \) is nondecreasing on \([0, \infty)\). Furthermore (5.5.17) shows that \( \frac{\lambda_i(t)}{t} \) is bounded. Hence \( \lim_{t \to \infty} \frac{g_k(t)}{t} \) exists for each \( k = 1, \ldots, n \), which is equivalent to

\[
(5.5.20) \quad \lim_{t \to \infty} \lambda_i(C(t)) = \omega_i, \quad i = 1, \ldots, n.
\]

Let

\[
\omega_1 = \ldots = \omega_{n_1} > \omega_{n_1+1} = \ldots = \omega_{n_2} > \ldots > \omega_{n_{i-1}+1} = \ldots = \omega_{n_r}, \quad n_0 = 0 < n_1 < \ldots < n_r = n.
\]

Let \( \omega_0 := \omega_1 + 1, \omega_{n+1} = \omega_n - 1 \). Hence for \( t > T \) the open interval \( (\omega_{n_i+1} - \frac{n_i - n_{i-1}}{2}, \omega_i + \frac{n_i - n_{i-1}}{2}) \) contains exactly \( n_i - n_{i-1} \) eigenvalues of \( C(t) \) for \( i = 1, \ldots, r \). In what follows we assume that \( t > T \). Let \( P_1(t) \in \mathbb{H}_n \)
be the orthogonal projection on the eigenspace of $C(t)$ corresponding to the eigenvalues $\lambda_{n_i+1}(C(t)), \ldots, \lambda_{n_i}(C(t))$ for $i = 1, \ldots, r$. Observe that $P_i(t)$ is the orthogonal projection on the eigenspace of $G(t)$ the eigenspace corresponding to the eigenvalues $\lambda_{n_i+1}(t), \ldots, \lambda_{n_i}(t)$ for $i = 1, \ldots, r$. The equality (5.5.18) is equivalent to

$$\lim_{t \to \infty} P_i(t) = P_i, \quad i = 1, \ldots, r.$$  

The claim that $CA = AC$ is equivalent to the claim that $AP_i = P_i A$ for $i = 1, \ldots, r$.

We first show these claims for $i = 1$. Assume that the eigenvalues of $A$ and $B$ are of the form

$$\lambda_1(A) = \ldots = \lambda_{l_1}(A) = \alpha_1 > \lambda_{l_1+1}(A) = \ldots = \lambda_{l_2}(A) = \alpha_2 > \ldots > \lambda_{l_p-1}(A) = \ldots = \lambda_{l_p}(A) = \alpha_p,$$

$$\lambda_1(B) = \ldots = \lambda_{m_1}(B) = \beta_1 > \lambda_{m_1+1}(B) = \ldots = \lambda_{m_2}(B) = \beta_2 > \ldots > \lambda_{m_q-1}(B) = \ldots = \lambda_{m_q}(B) = \beta_q.$$  

(5.5.23)  

Note that if either $p = 1$ or $q = 1$, i.e. either $A$ or $B$ is of the form $aI$, then the theorem trivially holds. Assume that $p, q > 1$. Let $Q_i, R_j$ be the orthogonal projections on the eigenspaces of $A$ and $B$ corresponding to the eigenvalues $\alpha_i$ and $\beta_j$ respectively, for $i = 1, \ldots, p, j = 1, \ldots, q$. So

$$e^{\frac{1}{2}At} = \sum_{i=1}^{p} e^{\frac{1}{2}\alpha_i t} Q_i, \quad e^{Bt} = \sum_{j=1}^{q} e^{\beta_j t} R_j,$$

$$G(t) = \sum_{i_1=i_2=j=1}^{p,q} e^{\frac{1}{2}((\alpha_{i_1} + \alpha_{i_2}) + \beta_j) t} Q_{i_1} R_j Q_{i_2}.$$

Observe next that

$$\mathcal{K} := \{(i, j) \in \{1, \ldots, p\} \times \{1, \ldots, q\}, \ Q_i R_j \neq 0\},$$

$$I = \left(\sum_{i=1}^{p} Q_i\right)\left(\sum_{j=1}^{q} R_j\right) = \sum_{i,j=1}^{p,q} Q_i R_j = \sum_{(i,j) \in \mathcal{K}} Q_i R_j,$$

$$\text{rank} \ Q_i R_j = \text{rank} \ (Q_i R_j)^* = \text{rank} \ R_j Q_i = \text{rank} \ (Q_i R_j)(Q_i R_j)^* = \text{rank} \ Q_i R_j^2 Q_i,$$

$$Q_{i_1} R_j Q_{i_2} = (Q_{i_1} R_j)(R_j Q_{i_2}) \neq 0 \Rightarrow Q_{i_1} R_j Q_{i_2} \neq 0, \ Q_{i_2} R_j Q_{i_2} \neq 0.$$  
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(See Problem 14.) Let

$$\gamma_1 := \max_{(i,j) \in K} \alpha_i + \beta_j, \quad K_1 := \{(i, j) \in K, \alpha_i + \beta_j = \gamma_1\},$$

(5.5.24) $$n'_1 = \sum_{(i, j) \in K_1} \text{rank } Q_i R_j Q_i, \quad \gamma'_1 = \max_{(i, j) \in K \setminus K_1} \alpha_i + \beta_j.$$  

From the above equalities we deduce that $K_1 \neq \emptyset$. Assume that $(i, j), (i', j') \in K_1$ are distinct pairs. From the maximality of $\gamma_1$ and the definition of $K_1$ it follows that $i \neq i', j \neq j'$. Hence $Q_i R_j Q_i (Q_{i'} R_{j'} Q_{i'}) = 0$. Furthermore $\gamma'_1$ is well defined and $\gamma'_1 < \gamma_1$. Let

$$D_1(t) := \sum_{(i, j) \in K \setminus K_1} e^{(\alpha_i + \beta_j - \gamma'_1)t} Q_i R_j Q_i + \sum_{(i, j), (i', j') \in K, i \neq i'} e^{\frac{1}{2}(\alpha_i + \alpha_{i'} + 2\beta_j - 2\gamma'_1)t} Q_i R_j Q_{i'},$$

(5.5.25) $$D = \sum_{(i, j) \in K_1} Q_i R_j Q_i, \quad D(t) = D + D_1(t).$$  

Then $n'_1 = \text{rank } D$. (See Problem 15b). We claim that

(5.5.26) $$\omega_1 = \gamma_1, \quad n_1 = n'_1.$$  

From the above equalities and definitions we deduce $G(t) = e^{\gamma_1 t} D(t)$. Hence $\lambda_1(t) = e^{\gamma_1 t} \lambda_1(D(t))$. As each term $e^{\frac{1}{2}(\alpha_i + \alpha_{i'} + 2\beta_j - 2\gamma'_1)t}$ appearing in $D_1(t)$ is bounded above by $e^{-\frac{1}{2}(\gamma_1 - \gamma'_1)t}$ we deduce $D_1(t) = e^{\frac{1}{2}(\gamma_1 - \gamma'_1)t} D_2(t)$ and $\|D_2(t)\|_2 \leq K$. Hence $\lim_{t \to \infty} D(t) = D$. Since $\text{rank } D = n'_1$ we deduce that we have $\frac{1}{2} \lambda_1(D) < \lambda_1(D(t)) \leq 2 \lambda_1(D)$ for $i = 1, \ldots, n'_1$. If $n'_1 < n$ then from Theorem 4.4.6 we obtain that

$$\lambda_i(D(t)) = \lambda_i(D + D_1(t)) \leq \lambda_i(D) + \lambda_1(D_1(t)) = \lambda_1(D_1(t)) \leq e^{\frac{1}{2}(\gamma_1 - \gamma'_1)t} K,$$

for $i = n_1 + 1, \ldots, n$. Hence

$$\omega_1 = \gamma_1, \quad i = 1, \ldots, n'_1, \quad \omega_i \leq \frac{1}{2}(\gamma + \gamma'_1), \quad i = n'_1 + 1, \ldots, n,$$

which shows (5.5.26). Furthermore $\lim_{t \to \infty} P_i(t) = P_i$, where $P_i$ is the projection on $D_i^n$. Since $Q_i Q_{i'} = \delta_{i i'} Q_i$ it follows that $Q_{i'} D = D Q_{i'}$ for $i' = 1, \ldots, p$. Hence $AD = DA \Rightarrow AP_i = P_i A$. Furthermore $P_i C^n$ is a direct sum of the orthogonal subspaces $Q_i P_i Q_i C^n, (i, j) \in K_1$, which are the eigen-subspaces of $A$ corresponding to $\lambda_i(A)$ for $(i, j) \in K_1$.

We now define partially the permutations $\phi, \psi$. Assume that $K_1 = \{(i_1, j_1), \ldots, (i_o, j_o)\}$. Then $\omega_1 = \gamma_1 = \alpha_{i_k} + \beta_{j_k}$ for $k = 1, \ldots, o$. Let
$e_0 = 0$ and $e_k = e_{k-1} + \text{rank } Q_{k-1} R_k Q_k$ for $k = 1, \ldots, o$. Note that $e_o = n'_1$.

Define

$$\phi(s) = l_{k-1} + s - e_{k-1}, \quad \psi(s) = m_{k-1} + s - e_{k-1},$$

(5.5.27) for $s = e_{k-1} + 1, \ldots, e_k$, $k = 1, \ldots, o$.

Then $\omega_1 = \omega_k = \lambda_{\phi(s)}(A) + \lambda_{\psi(s)}(B)$ for $s = 1, \ldots, n_1$.

Next we consider the matrix

$$G_2 = \wedge^{n_1+1} G(t) = \wedge^{n_1+1} e^{1/2 A t} e^{1/2 B t} e^{1/2 A t} = e^{1/2 A_{n_1+1} t} e^{B_{n_1+1} t} e^{1/2 A_{n_1+1} t}.$$ 

So $\lambda_1(G_2(t)) = \prod_{i=1}^{n_1+1} \lambda_i(t)$ and more generally all the eigenvalues of $G_2(t)$ are for the form

$$\prod_{i=1}^{n_1+1} \lambda_i(t) \ldots \lambda_{j_{n_1+1}}(t), \quad 1 \leq j_1 < j_2 < \ldots < j_{n_1+1} \leq n.$$

Since we already showed that $\lim_{t \to \infty} \frac{\log \lambda_i(t)}{t} = \omega_i$ for $i = 1, \ldots, n$ we deduce that

$$\lim_{t \to \infty} \left( \prod_{i=1}^{n_1+1} \lambda_i(t) \ldots \lambda_{j_{n_1+1}}(t) \right)^{1/2} = e^{\sum_{i=1}^{n_1+1} \omega_i}.$$ 

Hence all the eigenvalues of $G_2(t)^{1/2}$ converge to the above values for all choices of $1 \leq j_1 < j_2 < \ldots < j_{n_1+1} \leq n$. The limit of the maximal eigenvalue of $G_2(t)^{1/2}$ is equal to $e^{\omega_1 + \ldots + \omega_{n_1} + \omega_i}$ for $i = n_1 + 1, \ldots, n_2$, which is of multiplicity $n_2 - n_1$. Let $P_{2,1}(t)$ be the projection on the eigenspace of $G_2(t)$ spanned by the first $n_2 - n_1$ eigenvalues of $G_2(t)$. Our results for $G(t)$ yield that $\lim_{t \to \infty} P_{2,1}(t) = P_{2,1}$, where $P_{2,1}$ is the projection on a direct sum of eigen-subspaces of $A_{n_1+1}$. Let $W_2(t) = P_1(t)C_n + P_2(t)C_n$ be a subspace of dimension $n_2$ spanned by the eigenvectors of $G(t)$ corresponding to $\lambda_1(t), \ldots, \lambda_{n_2}(t)$. Then $P_{2,1}(t) \wedge^{n_1+1} C_n$ is the subspace of the form $(A_{n_1} P_1(t)C_n) \wedge (P_2(t)C_n)$. Since $\lim_{t \to \infty} P_1(t)C_n = P_1 C_n$ and $\lim_{t \to \infty} P_{2,1}(t) \wedge^{n_1+1} C_n = P_{2,1} \wedge^{n_1+1} C_n$ we deduce that $\lim_{t \to \infty} P_2(t)C_n = W_2$ for some subspace of dimension $n_2 - n_1$ which is orthogonal to $P_1 C_n$. Let $P_2$ be the orthogonal projection on $W_2$. Hence $\lim_{t \to \infty} P_2(t) = P_2$.

(See for details Problem 12.)

We now show that that there exists two permutations $\phi, \psi$ on $\{1, \ldots, n\}$ satisfying (5.5.27) such that $\omega_i = \alpha_{\phi(i)} + \beta_{\psi(i)}$ for $i = n_1 + 1, \ldots, n_2$. Furthermore $AP_2 = P_2 A$. To do that we need to apply carefully our results for $\omega_1, \ldots, \omega_{n_1}$. The logarithm of the first $n_2 - n_1$ limit eigenvalues of $G_2(t)^{1/2}$ has to be of the form $\lambda_{\alpha}(A_{n_1+1}) + \lambda_{\beta}(B_{n_1+1})$. The values of indices $a$ and
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\[ b \text{ can be identified as follows. Recall that the indices } \phi(i), i = 1, \ldots, n_1 \text{ in } \omega_1 = \lambda_{\phi(i)}(A) + \lambda_{\psi(j)}(B) \text{ can be determined from the projection } P_1, \text{ where } P_1 \text{ is viewed as the sum of the projections on the orthogonal eigen-subspaces } Q_i R_j C^n, (i, j) \in K_1. \text{ Recall that } P_{2,1} \wedge^{n_2 + 1} C^n \text{ is of the form } \wedge^{n_1} (P_1 C^n) \wedge (P_2 C^n). \text{ Since } P_2 C^n \text{ is orthogonal to } P_1 C^n \text{ and } \wedge^{n_1} (P_1 C^n) \wedge (P_2 C^n) \text{ is an invariant subspace of } A_{n_1, n_2}, \text{ it follows that } P_2 C^n \text{ is an invariant subspace of } A. \text{ It is spanned by eigenvectors of } A, \text{ which are orthogonal to } P_1 C^n \text{ spanned by the eigenvectors corresponding } \lambda_{\phi(i)}(A), i = 1, \ldots, n_1. \text{ Hence the eigenvalues of the eigenvectors spanning } P_2 C^n \text{ are of the form } \lambda_k(A) \text{ for } k \in I_2, \text{ where } I_2 \subset \{1, \ldots, n\} \setminus \{\phi(1), \ldots, \phi(n_1)\} \text{ is a set of cardinality } n_2 - n_1. \text{ Therefore } P_2 Q_i = Q_i P_2, i = 1, \ldots, p, \text{ which implies that } P_2 A = A P_2.

\text{Note that } \lambda_{\omega}((A_{n_1, n_2})) = \sum_{j=1}^{n_1} \lambda_{\phi(j)}(A) + \lambda_k(A) \text{ for } k \in I_2. \text{ Since } G_1(t) = e^{\frac{1}{2} A t} e^{B t} e^{\frac{1}{2} A t} \text{ is similar to the matrix } H_1(t) := e^{\frac{1}{2} B t} e^{A t} e^{\frac{1}{2} A t} \text{ we can apply the same arguments of } H_2(t) := \wedge^{n_1 + 1} H_1(t). \text{ We conclude that there exists a set } J_2 \subset \{1, \ldots, n\} \setminus \{\psi(1), \ldots, \psi(n_1)\} \text{ is a set of cardinality } n_2 - n_1 \text{ such that } \lambda_{\phi}(B_{n_1, n_2}) = \sum_{i=1}^{n_1} \lambda_{\psi(j)}(B) + \lambda_k(B) \text{ for } k' \in J_2. \text{ Hence the logarithm of the limit value of the largest eigenvalue of } G_2(t) \text{ which is equal to } \omega_1 + \ldots + \omega_{n_1} + \omega_{n_1 + 1} \text{ is given by } n_2 - n_1 \text{ the sum of the pairs } \lambda_k(A_{n_1, n_2}) + \lambda_k(B_{n_1, n_2}). \text{ The pairing } (a, b) \text{ induces the pairing } (k, k') \text{ in } I_2 \times J_2. \text{ Choose any permutation } \phi \text{ such that } \psi(1), \ldots, \psi(n_1) \text{ defined as above and } \{\phi(n_1 + 1), \ldots, \phi(n_2)\} = J_2. \text{ We deduce the existence of a permutation } \psi, \text{ where } \psi(1), \ldots, \psi(n_1) \text{ be defined as above, } \{\psi(n_1 + 1), \ldots, \psi(n_2)\} = J_2, \text{ and } (\phi(i), \psi(i)) \text{ is the pairing } (k, k') \text{ for } i = n_1 + 1, \ldots, n_2. \text{ This shows that } \omega_i = \lambda_{\phi(i)}(A) + \lambda_{\psi(i)}(B) \text{ for } i = n_1 + 1, \ldots, n_2. \text{ By considering the matrices } \wedge^{n_1 + 1} G(t) \text{ for } i = 2, \ldots, r \text{ we deduce the theorem.} \]

Problems

1. Prove Proposition 5.5.3. (Hint: Show that the left-hand side of (5.5.7) is one parameter group in } t \text{ with the generator } (A_1, \ldots, A_k) \odot \).

2. Let the assumptions of Proposition 5.5.3 hold. Assume that \( \lambda(A_i) = (\lambda_1(A_i), \ldots, \lambda_{n_i}(A_i)) \text{ for } i = 1, \ldots, k. \) Show that the } n_1 \ldots n_k \text{ eigenvalues of } (A_1, \ldots, A_k) \odot \text{ are of the form } \sum_{j=1}^{n_i} \lambda_{(j)}(A_i), \text{ where } j_1 = 1, \ldots, n_i, i = 1, \ldots, k.

(Hint: Recall that the eigenvalues of } \odot_{i=1}^k e^{A_i} \text{ are of the form } \prod_{i=1}^k e^{\lambda_{(j)}(A_i)}.)
3. Let the assumptions of Definition 5.5.4 hold for $F = \mathbb{C}$. Assume that $\lambda(A) = (\lambda_1, \ldots, \lambda_n)$. Show that the $\binom{n}{k}$ eigenvalues of $A\wedge^k$ are $\lambda_{i_1} + \ldots + \lambda_{i_k}$ for all $1 \leq i_1 < \ldots < i_k \leq n$.

4. Let $A, B \in \mathbb{C}^{n \times n}$.
   (a) Show that $e^{A} e^{B}$ is similar $e^{\frac{1}{2} A} e^{\frac{1}{2} B}$.
   (b) Show that if $A, B \in \mathbb{H}_n$ then all the eigenvalues of $e^{A} e^{B}$ are real and positive.

5. Let $g \in C[a, b]$. Show that the following are equivalent
   (a) $g\left(\frac{1}{2}(x_1 + x_2)\right) \leq \frac{1}{2}(g(x_1) + g(x_2))$ for all $x_1, x_2 \in [a, b]$.
   (b) $g(t_1 x_1 + t_2 x_2) \leq t_1 g(x_1) + t_2 g(x_2)$ for all $t_1, t_2 \in [0, 1], t_1 + t_2 = 1$ and $x_1, x_2 \in [a, b]$.

   **Hint:** Fix $x_1, x_2 \in [a, b]$. First show that (a) $\Rightarrow$ (b) for any $t_1, t_2 \in [0, 1]$ which have finite binary expansions. Use the continuity to deduce that (a) $\Rightarrow$ (b).

6. (a) Let $D_n(\mathbb{R}) \subset \mathbb{H}_n$ be the subspace of diagonal matrices. Show that $D_n(\mathbb{R})$ is a maximal commuting subspace.
   (b) Let $U \subset \mathbb{H}_n$ be a commuting subspace. Show that there exists a unitary matrix $U \in \mathbb{U}(n)$ such that $U$ is a subspace of a maximal commuting subspace $UD_n(\mathbb{R})U^*$.
   (c) Show that a commuting subspace $U \subset \mathbb{H}_n$ is maximal if and only if $U$ contains $A$ with $n$ distinct eigenvalues.
   (d) Let $U \subset \mathbb{H}_n$ be a commuting subspace. Show that for each $k \in [n]$ the subspace $U_k := \text{span}(A_{i_k} : A \in U)$ is a commuting subspace of $\mathbb{H}_n$.

7. Let $A, B \in \mathbb{H}_n$ and assume that $f_k(A, B)$ is defined as in (5.5.8). Prove or give a counterexample to the following claim: The function $f_k : \mathbb{H}_n \times \mathbb{H}_n \rightarrow \mathbb{R}$ is a convex function for $k = 1, \ldots, n - 1$. (We suspect that the claim is false.)

8. Let $g : [0, \infty) \rightarrow \mathbb{R}$ be a continuous convex function. Show that if $g(0) = 0$ the the function $\frac{g(0)}{x} + g(0)$ nonincreasing on $(0, \infty)$. (Hint: Observe that $g(x) \leq \frac{x}{y} g(y) + (1 - \frac{x}{y})g(0)$ for any $0 < x < y$.)

9. (a) Show that one can assume in (5.5.5) that $t \in \mathbb{C}$.
   (b) Show that if $A, B \in \mathbb{H}_n$ then $\lim_{t \to 0} \frac{1}{t} \log \lambda_i(e^{tA}e^{tB}) = \lambda_i(A + B)$ for $i = 1, \ldots, n$. 
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10. Let $A, B \in H_n$. Prove that $\text{tr} e^{A+B} = \text{tr} e^{A} e^{B}$ implies that $AB = BA$ using the conditions for equalities in (5.5.11) stated in the last part of Theorem 5.5.8.

11. Let $C(t)$ be defined by (5.5.15).
   (a) Show that $C(-t) = C(t)$ for any $t \neq 0$.
   (b) Show the equality (5.5.16).

12. Let $V$ be an $n$-dimensional inner product space over $F = \mathbb{R}, \mathbb{C}$, with the inner product $\langle \cdot, \cdot \rangle$.

   (5.5.28) $S(U) := \{u \in U, \langle u, u \rangle = 1\}, \quad U$ is a subspace of $V$

   be the unit sphere in $U$. ($S(\{0\}) = \emptyset.$) For two subspaces of $U, W \subseteq V$ the distance $\text{dist}(U, V)$ is defined to be the Hausdorff distance between the unit spheres in $U, W$:

   $\text{dist}(U, V) := \max (\max_{u \in S(U)} \min_{v \in S(V)} ||u - v||, \max_{v \in S(V)} \min_{u \in S(U)} ||v - u||)$

   (5.5.29)

   $\text{dist}(\{0\}, \{0\}) = 0, \text{dist}(\{0\}, W) = \text{dist}(W, \{0\}) = 1$ if $\dim W \geq 1$.

   (a) Let $\dim U, \dim V \geq 1$. Show that $\text{dist}(U, V) \leq 2$. Equality holds if either $U \cap (V)^{\perp}$ or $U^{\perp} \cap V$ are nontrivial subspaces. In particular $\text{dist}(U, V) = 2$ if $\dim U \neq \dim V$.

   (b) Show that $\text{dist}$ is a metric on $\text{Gr}(V) := \bigcup_{m=0}^{n} \text{Gr}(m, V)$.

   (c) Show that $\text{Gr}(m, V)$ is a compact connected space with respect to the metric $\text{dist}(\cdot, \cdot)$ for $m = 0, 1, \ldots, n$. (I.e. for each sequence of $m$-dimensional subspaces $U_i, i \in \mathbb{N}$ one can choose a subsequence $i, j \in \mathbb{N}$ such that $U_i, j \in \mathbb{N}$ converges in the metric dist to $U \in \text{Gr}(m, V)$. Hint: Choose an orthonormal basis in each $U_i$.)

   (d) Show that $\text{Gr}(V)$ is a compact space with the metric dist.

   (e) Let $U_i, U_i \in \text{Gr}(m, V), i \in \mathbb{N}, 1 \leq m < n$. Let $P_i \in S(V)$ be the orthogonal projection on $U_i, U_i$ respectively. Show that $\lim_{i \to \infty} \text{dist}(U_i, U) = 0$ if and only if $\lim_{i \to \infty} P_i = P$.

   (f) Let $U_i \in \text{Gr}(m, V), W_i \in \text{Gr}(l, V), 1 \leq m, l$ and $U_i \perp W_i$ for $i \in \mathbb{N}$. Assume that $\lim_{i \to \infty} \text{dist}(U_i, U) = 0$ and $\text{dist}(\bigwedge^n U_i \bigwedge W_i, X) = 0$ for some subspaces $U \in \text{Gr}(m, V), X \in \text{Gr}(l, \bigwedge^{m+1} V)$. Show that there exists $W \in \text{Gr}(l, V)$ orthogonal to $U$ such that $\lim_{i \to \infty} \text{dist}(W_i, W) = 0$. 

13. Let \( V \) be an \( n \)-dimensional inner product space over \( \mathbb{F} = \mathbb{R}, \mathbb{C} \), with the inner product \( \langle \cdot, \cdot \rangle \). Let \( m \in [n-1] \cap \mathbb{N} \) and assume that \( U, W \in \text{Gr}(m, V) \). Choose orthonormal bases \( \{u_1, \ldots, u_m\}, \{w_1, \ldots, w_m\} \) in \( U, W \) respectively. Show

(a) \( \det (\langle u_i, w_j \rangle)_{i,j=1}^m = \det (\langle w_j, u_i \rangle)_{i,j=1}^m \).

(b) Let \( x_1, \ldots, x_m \) another orthonormal basis in \( U \), i.e.

\[
x_i = \sum_{k=1}^m q_{ki} u_k, i = 1, \ldots, m \text{ where } Q = (q_{ki}) \in \mathbb{F}^{m \times m} \text{ is orthogonal for } \mathbb{F} = \mathbb{R} \text{ and unitary for } \mathbb{F} = \mathbb{C}.
\]

Then \( \det (\langle x_i, w_j \rangle)_{i,j=1}^m = \det Q \det (\langle u_k, w_j \rangle)_{k,j=1}^m \).

(c) \( [U, W] := |\det (\langle u_i, w_j \rangle)_{i,j=1}^m| \) is independent of the choices of orthonormal bases in \( U, W \). Furthermore \( [U, W] = [W, U] \).

(d) Fix an orthonormal basis in \( \{w_1, \ldots, w_m\} \) in \( W \). Then there exists an orthonormal basis \( \{u_1, \ldots, u_m\} \) in \( U \) such that the matrix \( (\langle u_i, w_j \rangle)_{i,j=1}^m \) is upper triangular. \textbf{Hint}: Let \( W_i = \text{span} (w_{i+1}, \ldots, w_m) \) for \( i = 1, \ldots, m-1 \). Consider \( \text{span} (w_i)^\perp \cap U \) which has dimension \( m-1 \) at least. Let \( U_1 \) be an \( m-1 \)-dimensional subspace of \( \text{span} (w_i)^\perp \cap U \). Let \( u_1 \in S(U) \cap U_1^\perp \). Use \( U_1, V_1 \) to define an \( m-2 \)-dimensional subspace \( U_2 \subset U_1 \) and \( u_2 \in S(U_2) \cap U_2^\perp \) as above. Continue in this manner to find an orthonormal basis \( \{u_1, \ldots, u_m\} \).

(e) \( [U, W] \leq 1 \). \( ([U, W]) \text{ is called the cosine of the angle between } U, W. \)

(f) \( [U, V] = 0 \iff U^\perp \cap V \neq \{0\} \iff U \cap V^\perp \neq \{0\} \). \textbf{Hint}: Use (d) and induction.

14. Let \( V \) be an \( n \)-dimensional inner product space over \( \mathbb{F} = \mathbb{R}, \mathbb{C} \), with the inner product \( \langle \cdot, \cdot \rangle \). Let \( l, m \in [n] \cap \mathbb{N} \) and assume that \( U \in \text{Gr}(l, V), W \in \text{Gr}(m, V) \). Let \( P, Q \in S(V) \) be the orthogonal projections on \( U, W \) respectively. Show

(a) \( U + W = U \cap W \oplus (U \cap W)^\perp \oplus W \cap (U \cap W)^\perp \).

(b) \( \text{rank } PQ = \text{rank }QP = \text{rank }PQP = \text{rank }QPQ \).

(c) \( \text{rank } PQ = \dim W - \dim W \cap U^\perp, \text{rank }QP = \dim U - \dim U \cap W^\perp \).

15. Let \( V \) be an \( n \)-dimensional inner product space over \( \mathbb{F} = \mathbb{R}, \mathbb{C} \), with the inner product \( \langle \cdot, \cdot \rangle \). Assume that \( V = \bigoplus_{i=1}^p U_i = \bigoplus_{j=1}^q W_j \) be two decompositions of \( V \) to nontrivial orthogonal subspaces:

\[
\dim U_i = l_i - l_{i-1}, i = 1, \ldots, p, \quad \dim W_j = m_j - m_{j-1}, j = 1, \ldots, q, \\
0 = l_0 < l_1 < \ldots < l_p = n, \quad 0 = m_0 < m_1 < \ldots < m_q = n.
\]
Let $Q_i, R_j \in S(V)$ be the orthogonal projections on $U_i, W_j$, respectively for $i = 1, \ldots, p, j = 1, \ldots, q$. Let $n_{ij} := \text{rank } Q_i R_j, i = 1, \ldots, p, j = 1, \ldots, q$.

Denote $\mathcal{K} := \{(i, j) \in \{1, \ldots, p\} \times \{1, \ldots, q\} : Q_i R_j \neq 0\}$. For $i \in \{1, \ldots, p\}, j \in \{1, \ldots, q\}$ let

$\mathcal{J}_i := \{j' \in \{1, \ldots, q\}, (i, j') \in \mathcal{K}\}$, $\mathcal{I}_j := \{i' \in \{1, \ldots, p\}, (i', j) \in \mathcal{K}\}$.

Show

(a) $Q_i = \sum_{j \in \mathcal{J}_i} Q_i R_j$, $i = 1, \ldots, p$.
(b) Let $(i_1, j_1), \ldots, (i_s, j_s) \in \mathcal{K}$ and assume that $i_a \neq i_b, j_a \neq j_b$. Then

\[
\text{rank } \sum_{a=1}^s \sum_{a=1}^s Q_{i_a} R_{j_a} Q_{i_a} R_{j_a} = \text{rank } \left( \sum_{a=1}^s Q_{i_a} R_{j_a} \right) \left( \sum_{a=1}^s Q_{i_a} R_{j_a} \right)^*.
\]

(c) $\text{rank } P_i \leq \sum_{j \in \mathcal{J}_i} n_{ij}$, where strict inequality may hold.
(d) $U_i = \sum_{j \in \mathcal{J}_i} U_{ij}$, where $U_{ij} := P_i W_j$, $\dim U_{ij} = n_{ij}$ for $i = 1, \ldots, p, j = 1, \ldots, q$.
(e) $Q_j = \sum_{i \in \mathcal{I}_j} P_i Q_{j_i}$, $j = 1, \ldots, q$.
(f) $\text{rank } Q_j \leq \sum_{i \in \mathcal{I}_j} n_{ij}$, where strict inequality may hold.
(g) $W_j = \sum_{i \in \mathcal{I}_j} W_{ji}$, where $W_{ji} = Q_j U_i$, $\dim W_{ji} = n_{ij}$ for $j = 1, \ldots, q, i = 1, \ldots, p$.

5.6 Historical remarks

§5.1 and §5.2 are standard. The results of §5.3 are taken from Brualdi-Friedland-Pothen [BFP95]. The first part of §5.4 is standard. The second part of §5.4, which starts from Theorem 5.4.6, continues our results from Chapter 4. The results of §5.5 are well known to the experts. Identity 5.5.6 is called the Lie-Trotter formula. Theorem 5.5.7 is taken from Cohen-Friedland-Kato-Kelly [CFKK82]. Inequality (5.5.12) is called Golden-Thompson inequality [Gol57, Tho65]. See also [Pet88, So92]. Theorem 5.5.9 is taken from Friedland-So [FrS94] and Friedland-Porta [FrP04].
Chapter 6

Nonnegative matrices

6.1 Graphs

6.1.1 Undirected graphs

An undirected graph is denoted by \( G = (V,E) \). It consists of vertices \( v \in V \),
and edges which are unordered set of pairs \((u,v)\), where \( u, v \in V \), and \( u \neq v \),
which are called edges of \( G \). \( u \) and \( v \) are called the end points of \((u,v)\).
The set of edges in \( G \) is denoted by \( E \). Let \( n = |V| \) be the cardinality of \( V \), i.e. \( V \) has \( n \) vertices. It is useful to identify \( V \) with \([n]\). For example,
the graph \( G = ([4], \{(1,2), (1,4), (2,3), (2,4), (3,4)\}) \) has 4 vertices and 5 edges.

In what follows we assume that \( G = (V,E) \) unless stated otherwise. A graph \( H = (W,F) \) is called a subgraph of \( G = (V,E) \) if \( W \) is a subset
of \( V \) and any edge in \( F \) is an edge in \( E \). Given a subset \( W \) of \( V \) then
\( E(W) = \{(u,v) \in E, u, v \in W\} \) is the set of edges in \( G \) induced by \( W \). The graph \( G(W) := (W,E(W)) \) is call the subgraph induced by \( W \). Given a subset \( F \) of \( E \), then \( V(F) \) is the set of vertices which are end points of \( F \).
The graph \( G(F) = (V(F), F) \) is called the subgraph induced by \( F \).

The degree of \( v \), denoted by \( \deg v \) is the number of edges that has \( v \) as
its vertex. Since each edge has two different vertices

\[
\sum_{v \in V} \deg v = 2 \# E,
\]

where \( \# E \) is the number of edges in \( E \). \( v \in V \) is called an isolated vertex
if \( \deg v = 0 \). Note that \( V(E) \) is the set of nonisolated vertices in \( G \), and
\( G(E) = (V(E), E) \) the subgraph of \( G \) obtained by deleting isolated vertices
in \( G \).
The complete graph on \(n\) vertices is the graph with all possible edges. It is denoted by \(K_n = ([n], \mathcal{E}_n)\), where \(\mathcal{E}_n = \{(1, 2), \ldots, (1, n), (2, 3), \ldots, (n - 1, n)\}\). For example, \(K_3\) is called a triangle. Note that for any graph on \(n\) vertices \(G = ([n], E)\) is a subgraph of \(K_n\), obtained by erasing some of edges in \(K_n\), but not the vertices! I.e. \(E \subset \mathcal{E}_n\).

\(G = (V, E)\) is called bipartite if \(V\) is a union of two disjoint sets of vertices \(V_1 \cup V_2\) so that each edge in \(E\) connects some vertex in \(V_1\) to some vertex in \(E_2\). Thus \(E \subset V_1 \times V_2 := \{(v, w), v \in V_1, w \in V_2\}\). So any bipartite graph \(D = (V_1 \cup V_2, E)\) is a subgraph of the complete bipartite graph \(K_{V_1, V_2} := (V_1 \cup V_2, V_1 \times V_2)\). For positive integers \(l, m\) the complete bipartite graph on \(l, m\) vertices is denoted by \(K_{l, m} := ([l], [m], [l] \times [m])\). Note that \(K_{l, m}\) has \(l + m\) vertices and \(lm\) edges.

**6.1.2 Directed graphs**

A directed graph, abbreviated as digraph, is denoted by \(D = (V, E)\). \(V\) is the set of vertices and \(E\) is the set of directed edges, abbreviated as diedges, in \(G\). So \(E\) is a subset of \(V \times V = \{(v, w), v, w \in V\}\). Thus \((v, w) \in E\) is a directed edge from \(v\) to \(W\). For example, the graph \(D = ([4], \{(1, 2), (2, 1), (2, 3), (2, 4), (3, 3), (3, 4), (4, 1)\})\) has 4 vertices and 7 diedges.

The diedge \((v, v) \in E\) is called a loop, or selfloop.

\[\text{deg}_\text{in} v := \# \{(w, v) \in E\}, \quad \text{deg}_\text{out} v := \# \{(v, w) \in E\},\]

the number of diedges to \(v\) and out of \(v\) in \(D\). \(\text{deg}_\text{in}, \text{deg}_\text{out}\) are called the in or out degrees. Clearly we have the analog of (6.1.1)

\[
\sum_{v \in V} \text{deg}_\text{in} v = \sum_{v \in V} \text{deg}_\text{out} v = \# E,
\]

A subdigraph \(H = (W, F)\) of \(D = (V, E)\) and the induced subdigraphs \(D(W) = (W, E(W)), D(F) = (V(F), F)\) are defined as in §6.1.1. \(v \in V\) is called isolated if \(\text{deg}_\text{in}(v) = \text{deg}_\text{out}(v) = 0\).

**6.1.3 Multigraphs and multidigraphs**

A multigraph \(G = (V, E)\) has undirected edges, which may be multiple, and may have multiple loops. A multidigraph \(D = (V, E)\) may have multiple diedges.

Each multidigraph \(D = (V, E)\) induces an undirected multigraph \(G(D) = (V, E')\), where each diedge \((u, v) \in E\) is viewed as undirected edge \((u, v) \in E'\). (Each loop \((u, u) \in E\) will appear twice in \(E'\).) Vice versa, a multigraph
6.1. GRAPHS

\( G = (V, E') \) induces a multidigraph \( D(G) = (V, E) \), where each undirected edge \((u, v)\) induces diedges \((u, v)\) and \((v, u)\), when \( u \neq v \). The loop \((u, u)\) appears \( p \) times in \( D(G) \) if it appears \( p \) times in \( G \).

Most of the following notions are the same for graphs, digraphs, multi-graphs or multidigraphs, unless stated otherwise. We state these notions for directed multidigraphs \( D = (V, E) \) mostly.

**Definition 6.1.1**

1. A walk in \( D = (V, E) \) a given by \( v_0v_1 \ldots v_p \), where \( (v_{i-1}, v_i) \in E \) for \( i = 1, \ldots, p \). One views it as a walk that starts at \( v_0 \) and ends at \( v_p \).

The length of the walk \( p \), is the number of edges in the walk.

2. A path is a walk where \( v_i \neq v_j \) for \( i \neq j \).

3. A closed walk is where \( v_p = v_0 \).

4. A cycle is a closed walk where \( v_i \neq v_j \) for \( 0 \leq i < j < p \). A loop \((v, v)\) \( \in E \) is considered a cycle of length 1. Note that a closed walk \( v \ldots v \) where \( v \neq w \), is considered as a cycle of length 2 in a digraph, but not a cycle in undirected multigraph!

5. \( D \) is called a diforest if \( D \) does not have cycles. (A multigraph with no cycles is called forest.)

6. Let \( D = (V, E) \) be a diforest. Then the height of \( v \in V \), denoted by \( \text{height}(v) \), is the length of the longest path ending at \( v \).

7. Two vertices \( v, w \in V, v \neq w \) are called strongly connected if there exist two walks in \( D \), the first starts at \( v \) and ends in \( w \), and the second starts in \( w \) and ends in \( v \). For multigraphs \( G = (V, E) \) the corresponding notion is \( u, v \) are connected.

8. A multidigraph \( D = ([n], E) \) is called strongly connected if either \( n = 1 \) and \((1, 1) \in E\), or \( n > 1 \) and any two vertices in \( D \) are strongly connected.

9. A multigraph \( G = (V, E) \) is called connected if either \( n = 1 \), or \( n > 1 \) and any two vertices in \( G \) are connected. (Note that a simple graph on one vertex \( G = ([1], \emptyset) \) is considered connected. The induced directed graph \( D(G) = G \) is not strongly connected.)

10. Assume that a multidigraph \( D = (V, E) \) is strongly connected. Then \( D \) is called primitive if there exists \( k \geq 1 \) such that for any two vertices \( u, v \in V \) there exists a walk of length \( k \) which connects \( u \) and \( v \). For a primitive multidigraph \( D \), the minimal such \( k \) is called the
index of primitivity, and denoted by \( \text{indprim}(D) \). A strongly connected multidigraph which is not primitive is called imprimitive.

11. For \( W \subset V \), the multidisubgraph \( D(W) = (W, E(W)) \) is called a strongly connected component of \( D \) if \( D(W) \) is strongly connected, and for any \( W \supseteq U \subset V \) the induced subgraph \( D(U) = (U, E(U)) \) is not strongly connected.

12. For \( W \subset V \), the subgraph \( G(W) = (W, E(W)) \) of multigraph \( G = (V, E) \), is called a connected component of \( G \) if \( G(W) \) is connected, and for any \( W \supseteq U \subset V \) the induced subgraph \( G(U) = (U, E(U)) \) is not connected.

13. A forest \( G = (V, E) \) is called a tree if it is connected.

14. A diforest \( D = (V, E) \) is called a ditree if the induced multigraph \( G(D) \) is a tree.

15. Let \( D = (V, E) \) be a multidigraph. The reduced (simple) digraph \( D_r = (V_r, E_r) \) is defined as follows. Let \( D(V_i), i = 1, \ldots, k \) be all strongly connected components of \( D \). Let \( V_0 = V \setminus (\bigcup_{i=1}^{k} V_i) \) be all vertices in \( D \) which do not belong to any of strongly connected components of \( D \). (It is possible that either \( V_0 \) is an empty set or \( k = 0 \), i.e. \( D \) does not have connected components, and the two conditions are mutually exclusive.) Then \( V_r = (\bigcup_{v \in V_0} \{v\}) \cup \bigcup_{i=1}^{k} \{V_i\} \), i.e. \( V_r \) is the set of all vertices in \( V \) which do not belong to any connected component and the new \( k \) vertices named \( \{V_1\}, \ldots, \{V_k\} \). A vertex \( u' \in V_r \) is viewed as either a set consisting of one vertex \( v \in V_0 \) or the set \( V_i \) for some \( i = 1, \ldots, k \). Then \( E_r \) does not contain loops. Furthermore \( (s, t) \in E_r \), if there exists an edge from \( (u, v) \in E \), where \( u \) and \( v \) are in the set of vertices represented by \( s \) and \( t \) in \( V \), respectively.

16. Two multidigraphs \( D_1 = (V_1, E_1), D_2 = (V_2, E_2) \) are called isomorphic if there exists a bijection \( \phi : V_1 \to V_2 \) which induces a bijection \( \phi : E_1 \to E_2 \). That is if \( (u_1, v_1) \in E_1 \) is a diedge of multiplicity \( k \) in \( E_1 \) then \( (\phi(u_1), \phi(v_1)) \in E_2 \) is a diedge of multiplicity \( k \) and vice versa.

**Proposition 6.1.2** Let \( G = (V, E) \) be a multigraph. Then \( G \) is a disjoint union of its connected components. That is, there is a unique decomposition of \( V \) to \( \bigcup_{i=1}^{k} V_i \), up to relabeling of \( V_1, \ldots, V_k \), such that the following conditions hold:

1. \( V_1, \ldots, V_k \) are nonempty and mutually disjoint.
2. Each $G(V_i) = (V_i, E(V_i))$ is a connected component of $G$.

3. $E = \cup_{i=1}^k V_i$.

**Proof.** We introduce the following relation $\sim$ on $V$. First, we assume that $v \sim v$ for each $v \in V$. Second, for $v, w \in V, v \neq w$ we say that $v \sim w$ if $v$ is connected to $w$. It is straightforward to show that $\sim$ is an equivalence relation. Let $V_1, \ldots, V_k$ be the equivalence classes in $V$. That is, $v, w \in V_i$ if and only if $v$ and $w$ are connected. The rest of the proposition follows straightforward.

**Proposition 6.1.3** Let $D = (E, V)$ be a multidigraph. Then the reduced digraph $D_r$ is a diforest.

See Problem 6 for proof.

**Proposition 6.1.4** Let $D = (V, E)$ be a multidigraph. Then $D$ is diforest if and only if it is isomorphic to a digraph $D_1 = ([n], E_1)$ such that if $(i, j) \in E_1$ then $i < j$.

**Proof.** Clearly, $D_1$ can not have a cycle. So if $D$ is isomorphic to $D_1$ then $D$ is a diforest. Assume now that $D = (V, E)$ is a diforest. Let $V_i$ be all vertices in $V$ having height $i$ for $i = 0, \ldots, k \geq 0$, where $k$ is the maximal height of all vertices in $D$. Observe that from the definition of height it follows that if $(u, v) \in D$, where $u \in V_i, w \in V_j$ then $i < j$. Rename the vertices of $V$ such that $V_i = \{n_i + 1, \ldots, n_i + 1\}$ where $0 = n_0 < n_1 < \ldots < n_{k+1} = n := \#V$. Then one obtains the isomorphic graph $D_1 = ([n], E_1)$, such that if $(i, j) \in E_1$ then $i < j$.

**Theorem 6.1.5** Let $D = (V, E)$ be as strongly connected multidigraph. Assume that $\#V > 1$. Let $\ell$ be the g.c.d, (the greatest common divisor), of lengths of all cycles in $D$. Then exactly one of the following conditions hold.

1. $\ell = 1$. Then $D$ is primitive. Let $s$ be the length of the shortest cycle in $D$. Then $\text{indprim}(D) \leq \#V + s(\#V - 2)$.

2. $\ell > 1$. Then $D$ is imprimitive. Furthermore, it is possible to divide $V$ to $\ell$ disjoint nonempty subsets $V_1, \ldots, V_\ell$ such $E \subset \cup_{i=1}^{\ell} V_i \times V_{i+1}$, where $V_{\ell+1} := V_1$.

Define $D_i = (V_i, E_i)$ to be the following digraph. $(v, w) \in E_i$ if there is a path or cycle of length $\ell$ from $v$ to $w$ in $D$, for $i = 1, \ldots, \ell$. Then each $D_i$ is strongly connected and primitive.
The proof of this theorem is given in 6.3. If $D$ is a strongly connected imprimitive multidigraph, then $\ell > 1$ given in (2) is called the index of imprimitivity of $D$.

### 6.1.4 Matrices and graphs

Denote by $\mathbb{R}_+ \supset \mathbb{Z}_+$ the set of nonnegative real numbers and nonnegative integers respectively. Let $S \subseteq \mathbb{C}$. By $S_n(S) \subseteq S^{n \times n}$ denote the set of all symmetric matrices $A = [a_{ij}]$, $a_{ij} = a_{ji}$ with entries in $S$. Assume that $0 \notin S$. Then by $S_{n,0}(S) \subset S_n(S)$ the subset of all symmetric matrices with entries in $S$ and zero diagonal. Denote by $1 = (1, \ldots, 1)^\top \in \mathbb{R}^n$ the vector of length $n$ whose all coordinates are 1. For any $t \in \mathbb{R}$, we let \( \text{sign } t = 0 \) if $t = 0$ and \( \text{sign } t = \frac{1}{t} \) if $t \neq 0$. For $A \in \mathbb{R}^{m \times n}$ we denote $A \geq 0, A \geq 0, A > 0$ if $A$ is a nonnegative matrix, a nonnegative nonzero matrix, and a positive matrix respectively. For $A, B \in \mathbb{R}^{m \times n}$ we denote $B \geq A, B \geq A, B > A$ if $B - A \geq 0, B - A \geq 0, B - A > 0$.

Let $D = (V, E)$ be a multidigraph. Assume that $|V| = n$ and label the vertices of $V$ as $1, \ldots, n$. We have a bijection $\phi_1 : V \to [n]$. This bijection induces an isomorphic graph $D_1 = ([n], E_1)$. With $D_1$ we associate the following matrix $A(D_1) = [a_{ij}]_{i,j=1}^n \in Z^{n \times n}_+$. Then $a_{ij}$ is the number of directed edges from the vertex $i$ to the vertex $j$. (If $a_{ij} = 0$ then there are no diedges from $i$ to $j$.) When no confusion arises we let $A(D) := A(D_1)$, and we call $A(D)$ the adjacency matrix of $D$. Note that a different bijection $\phi_2 : V \to [n]$ gives rise to a different $A(D_2)$, where $A(D_2) = P^\top A(D_1) P$ for some permutation matrix $P \in P_n$. See Problem 9.

If $D$ is a simple digraph then $A(D) \in \{0, 1\}^{n \times n}$. If $D$ is a multidigraph, then $a_{ij} \in \mathbb{Z}_+$ is the number of diedges from $i$ to $j$. Hence $A(G) \in Z^{n \times n}_+$. If $G$ is a multigraph then $A(G) = A(D(G)) \in S_n(\mathbb{Z}_+)$. If $G$ is a simple graph then $A(G) \in S_{n,0}(\{0, 1\})$.

**Proposition 6.1.6** Let $D = (V, E)$ be a multidigraph on $n$ vertices. Let $A(D)$ be a representation matrix of $D$. For an integer $k \geq 1$ let $A(D)^k = [a_{ij}^{(k)}] \in Z^{n \times n}_+$. Then $a_{ij}^{(k)}$ is the number of walks of length $k$ from the vertex $i$ to the vertex $j$. In particular, $1^\top A 1$ and $\text{tr } A$ are the total number of walks and the total number of closed walks of length $k$ in $D$.

**Proof.** For $k = 1$ the proposition is obvious. Assume that $k > 1$. Recall that

\[
(6.1.3) \quad a_{ij}^{(k)} = \sum_{i_1, \ldots, i_{k-1} \in [n]} a_{ii_1} a_{i_1i_2} \ldots a_{i_{k-1}j}.
\]
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The summand \( a_{i_1i_2\ldots i_{k-1}j} \) gives the number of walks of the form \( i_0i_1i_2\ldots i_{k-1}i_k \), where \( i_0 = i, i_k = j \). Indeed if one of the terms in this product is zero, i.e. the is no diedge \((i_p, i_{p+1})\) then the product is zero. Otherwise each positive integer \( a_{i_p, i_{p+1}} \) counts the number of diedges \((i_p, i_{p+1})\). Hence \( a_{i_1i_2\ldots i_{k-1}j} \) is the number of walks of the form \( i_0i_1i_2\ldots i_{k-1}i_k \).

The total number of walks from \( i = i_0 \) to \( j = i_k \) of length \( k \) is the sum given by (6.1.3). To find out the total number of walks in \( D \) of length \( k \) is

\[
\sum_{i=j=1}^{n} a_{i}^{(k)} = 1^T A1. 
\]

The total number of closed walks in \( D \) of length \( k \) is

\[
\sum_{i=1}^{k} a_{ij}^{(k)} = \text{tr} A(D)^k. 
\]

With a multibipartite graph \( G = (V_1 \cup V_2, E) \), where \( \#V_1 = m, \#V_2 = n \), we associate a representation matrix \( B(G) = [b_{ij}]_{i,j=1}^{m,n} \) as follows. Let \( \psi_1 : V_1 \to [m], \phi_1 : V_2 \to [m] \) be bijections. This bijection induces an isomorphic graph \( D_1 = ([m] \cup [n], E_1) \). Then \( b_{ij} \) is the number of edges connecting \( i \in [m] \) to \( j \in [n] \) in \( D_1 \).

A nonnegative matrix \( A = [a_{ij}]_{i,j=1}^{n,n} \in \mathbb{R}^{n \times n} \) induces the following digraph \( D(A) = ([n], E) \). The diedge \((i, j)\) is in \( E \) if and only if \( a_{ij} > 0 \). Note that of \( A(D(A)) = [\text{sign } a_{ij}] \in \{0, 1\}^{n \times n} \). We have the following definitions.

**Definition 6.1.7**

1. \( A = [a_{ij}] \in \mathbb{R}^{n \times n} \) is combinatorially symmetric if \( \text{sign } a_{ij} = \text{sign } a_{ji} \) for \( i, j = 1, \ldots, n \).

2. Assume that \( A \in \mathbb{R}^{n \times n}_+ \). Then \( A \) is irreducible if \( D(A) \) is strongly connected. Otherwise \( A \) is called reducible.

3. \( A \in \mathbb{R}^{n \times n}_+ \) is primitive if \( A^k \) is a positive matrix for some integer \( k \geq 1 \).

4. Assume that \( A \in \mathbb{R}^{n \times n}_+ \) is primitive. Then the smallest positive integer \( k \) such that \( A^k > 0 \) is called the index of primitivity of \( A \), and is denoted by \( \text{indprim}(A) \).

5. \( A \in \mathbb{R}^{n \times n}_+ \) is imprimitive if \( A \) is irreducible but not primitive.

**Proposition 6.1.8** Let \( D = ([n], E) \) be a multidigraph. Then \( D \) is strongly connected if and only if \( (I + A(D))^{n-1} > 0 \). In particular, a nonnegative matrix \( A \in \mathbb{R}^{n \times n}_+ \) is irreducible if and only if \( (I + A)^{n-1} > 0 \).

**Proof.** Apply the Newton binomial theorem for \((1+t)^{n-1}\) to the matrix.
Recall that all the binomial coefficients \( \binom{n-1}{p} \) are positive for \( p = 0, \ldots, n-1 \). Assume first that \( (I + A(D))^{n-1} > 0 \). That is for any \( i, j \in [n] \) the \((i, j)\) entry of \((I + A(D))^{n-1}\) is positive. Hence the \((i, j)\) entry of \( A(D)^p \) is positive for some \( p = p(i, j) \). Let \( i \neq j \). Since \( A(D)^0 = I \), we deduce that \( p(i, j) > 0 \). Use Proposition 6.1.6 to deduce that there is a walk of length \( p \) from the vertex \( i \) to the vertex \( j \).

Suppose that \( D \) is strongly connected. Then for each \( i \neq j \) we must have a path of length \( p \in [1, n-1] \) which connects \( i \) and \( j \), see Problem 1. Hence all off-diagonal entries of \((I + A(D))^{n-1}\) are positive. Clearly, \((I + A(D))^{n-1} \geq I \). Hence \((I + A(D))^{n-1} > 0 \).

Let \( A \in \mathbb{R}^{n \times n}_+ \). Then the \((i, j)\) entry of \((I + A)^{n-1}\) is positive if and only if the \((i, j)\) entry of \((I + A(D(A)))^{n-1}\) is positive. Hence \( A \) is irreducible if and only if \((I + A)^{n-1} > 0 \). \( \Box \)

**Problems**

1. Assume \( v_1 \ldots v_p \) is a walk in multidigraph \( D = (V, E) \). Show that it is possible to subdivide this walk to walks \( v_{n_{i-1}} + 1 \ldots v_{n_i}, i = 1, \ldots, q \), where \( n_0 = 0 < n_1 < \ldots < n_q = p \), and each walk is either a cycle, or a maximal path.

   Erase all cycles in \( v_1 \ldots v_p \) and apply the above statement to the new walk. Conclude that a walk can be “decomposed” to a union of cycles and at most one path.

2. Let \( D \) be a multidigraph. Assume that there exists a walk from \( v \) to \( w \). Show that

   (a) if \( v \neq w \) then there exists a path from \( v \) to \( w \) of length \#V - 1 at most;

   (b) if \( v = w \) there exists a cycle which contains \( v \), of length \#V at most.
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3. Let $G = (V,E)$ be a multigraph. Show that the following are equivalent.
   (a) $G$ is bipartite;
   (b) all cycles in $G$ have even length.

4. Assume that $G = (V,E)$ is a connected multigraph. Show that the following are equivalent.
   (a) $G$ is imprimitive;
   (b) $G$ is bipartite.

5. Let $D = (V,E)$ be a multidigraph. Assume that the reduced graph $D_r$ of $D$ has two vertices. List all possible $D_r$ up to the isomorphism, and describe the structure of all possible corresponding $D$.

6. Prove Proposition 6.1.3.

7. Let $A(D) \in \mathbb{Z}_+^{n \times n}$ be the representation matrix of the multidigraph $D = ([n], E)$. Show that $A(D) + A(D)^T$ is the representation matrix of the multigraph $G(D) = ([n], E')$ induced by $D$.

8. Let $G = ([n], E')$ be a multigraph, with the representation matrix $A(G) \in S_n(\mathbb{Z}_+)$. Show that $A(G)$ is the representation matrix of the induced multidigraph $D(G)$. In particular, if $G$ is a (simple) graph, then $D(G)$ is a (simple) digraph with no loops.

9. Let $D = (V,E), D_1 = (V_1, E_1)$ be two multidigraphs with the same number of vertices. Show that $D$ and $D_1$ are isomorphic if and only if $A(D_1) = P^T A(D) P$ for some permutation matrix.

10. Let $G = (V_1 \cup V_2, E)$ be a bipartite multigraph. Assume that $\#V_1 = m, \#V_2 = n$ and $B(G) \in \mathbb{Z}_+^{m \times n}$ is a representation matrix of $G$. Show that a full representation matrix of $G$ is of the form $A(G) = \begin{bmatrix} 0_{m \times m} & B(G) \\ B(G)^T & 0_{n \times n} \end{bmatrix}$.

6.2 Perron-Frobenius theorem

The aim of this section to prove the Perron-Frobenius theorem.

Theorem 6.2.1 Let $A \in \mathbb{R}_+^{n \times n}$ be an irreducible matrix. Assume that $n > 1$. Then

1. The spectral radius of $A$, $\rho(A)$, is a positive eigenvalue of $A$. 

2. $\rho(A)$ is an algebraically simple eigenvalue of $A$.

3. To $\rho(A)$ corresponds a positive eigenvector $0 < u \in \mathbb{R}^n$, i.e. $Au = \rho(A)u$. ($u$ is called the Perron-Frobenius vector of $A$.)

4. All other eigenvalues of $\lambda$ of $A$ satisfy the inequality $|\lambda| < \rho(A)$ if and only if $A$ is primitive, i.e. $A^k > 0$ for some integer $k \geq 1$.

5. Assume that $A$ is imprimitive, i.e. not primitive. Then there exists exactly $h-1 \geq 1$ distinct eigenvalues $\lambda_1, \ldots, \lambda_{h-1}$ different from $\rho(A)$ and satisfying $|\lambda_i| = \rho(A)$. Furthermore, the following conditions hold.

(a) $\lambda_i$ is an algebraically simple eigenvalue of $A$ for $i = 1, \ldots, h-1$.

(b) The complex numbers $\frac{\lambda}{\rho(A)^i}, i = 1, \ldots, h-1$ and 1 are all $h$ roots of unity, i.e. $\lambda_i = \rho(A)e^{\frac{2\pi i}{h}i}$ for $i = 1, \ldots, h-1$. Furthermore, if $Az_i = \lambda_i z_i, z_i \neq 0$ then $|z_i| = u > 0$, the Perron-Frobenius eigenvector $u$ given in 3.

(c) Let $\zeta$ be any $h$-root of 1, i.e. $\zeta^h = 1$. Then the matrix $\zeta A$ is similar to $A$. Hence, if $\lambda$ is an eigenvalue of $A$ then $\zeta \lambda$ is an eigenvalue of $A$ having the same algebraic and geometric multiplicity as $\lambda$.

(d) There exists a permutation matrix $P \in \mathcal{P}_n$ such that $P^T A P = B$ has a block $h$-circulant form

\[
B = \begin{bmatrix}
0 & B_{12} & 0 & 0 & \ldots & 0 & 0 \\
0 & 0 & B_{23} & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \ldots & 0 & B_{(h-1)h} \\
B_{h1} & 0 & 0 & 0 & \vdots & 0 & 0
\end{bmatrix},
\]

$B_{i(i+1)} \in \mathbb{R}^{n_i \times n_{i+1}}, i = 1, \ldots, h, B_{h(h+1)} = B_{h1}, n_{h+1} = n_1 + n_2 + \ldots + n_h = n$.

Furthermore, the diagonal blocks of $B^h$ are all irreducible primitive matrices, i.e.

(6.2.1)

$C_i := B_{i(i+1)} \cdots B_{(h-1)h} B_{h1} \cdots B_{(i-1)i} \in \mathbb{R}_{\geq 0}^{n_i \times n_i}, i = 1, \ldots, h,$

are irreducible and primitive.
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Note that the 1×1 zero matrix is irreducible. Hence Theorem 1 excludes the case \( n = 1 \).

Our proof follows closely the proof of H. Wielandt [Wie50]. For a non-negative matrix \( A = [a_{ij}] \in \mathbb{R}^{n \times n} \) define

\[
(6.2.2) \quad r(x) := \min_{i,x_i > 0} \frac{(Ax)_i}{x_i}, \text{ where } x = (x_1, \ldots, x_n)^\top \geq 0.
\]

It is straightforward to show, e.g. Problem 1, that

\[
(6.2.3) \quad r(x) = \max_{s \geq 0} \{s x \leq Ax\}.
\]

**Theorem 6.2.2** *(Wielandt’s characterization)* Let \( n > 1 \) and \( A = [a_{ij}] \in \mathbb{R}^{n \times n} \) be irreducible. Then

\[
(6.2.4) \quad \max_{x \geq 0} r(x) = \max_{x \in \Pi_n} \min_{i,x_i > 0} (Ax)_i = \rho(A) > 0.
\]

The maximum in the above characterization is achieved exactly for all \( x > 0 \) of the form \( x = au \), where \( a > 0 \) and \( u = (u_1, \ldots, u_n)^\top > 0 \) is the unique positive probability vector satisfying \( Au = \rho(A)u \). Moreover, \( \rho(A) \) is a geometrically simple eigenvalue.

**Proof.** Let \( r(A) := \sup_{x \geq 0} r(x) \). So \( r(A) \geq r(1) = \min_{i} \sum_{j=1} a_{ij} \). Since an irreducible \( A \) can not have a zero row, e.g. Problem 2, it follows that \( r(A) \geq r(1) > 0 \). Clearly, for any \( x \geq 0 \) and \( a > 0 \) we have \( r(ax) = r(x) \). Hence

\[
(6.2.5) \quad r(A) = \sup_{x \geq 0} r(x) = \sup_{x \in \Pi_n} r(x).
\]

Since \( A \) is irreducible, \( (I + A)^{n-1} > 0 \). Hence for any \( x \in \Pi_n \) \( y = (I + A)^{n-1}x > 0 \). (See Problem 3a.) As \( r(y) \) is a continuous function on \( (I + A)^{n-1} \Pi_n \), and \( \Pi_n \) is a compact set, it follows that \( r(y) \) achieves its maximum on \( (I + A)^{n-1} \Pi_n \)

\[
r_1(A) := \max_{y \in (I + A)^{n-1} \Pi_n} r(y), \text{ for some } v \in (I + A)^{n-1} \Pi_n.
\]

\( r(A) \) is defined as the supremum of \( r(x) \) on the set of all \( x \geq 0 \) it follows that \( r(A) \geq r_1(A) \). We now show the reversed inequality \( r(A) \leq r_1(A) \) which is equivalent to \( r(x) \leq r_1(A) \) for any \( x \geq 0 \).

One has the basic inequality

\[
(6.2.6) \quad r(x) \leq r((I + A)^{n-1}x), \text{ for any } x \geq 0, \text{ with equality iff } Ax = r(x)x.
\]
see Problem 3d. For \( x \in H_n \) we have \( r(x) \leq r((I + A)^{n-1}x) \leq r_1(A) \). In view of (6.2.5) we have \( r(A) \leq r_1(A) \). Hence \( r(A) = r_1(A) \).

Suppose that \( r(x) = r(A), x \geq 0 \). Then the definition of \( r(A) \) (6.2.5) and (6.2.6) yields that \( r(x) = r((I + A)^{n-1}x) \). The equality case in (6.2.6) yields that \( Ax = r(A)x \). Hence \( (1 + r(A))^{n-1}x = (I + A)^{n-1}x > 0 \), which yields that \( x \) is a positive eigenvector corresponding to the eigenvalue \( r(A) \). So \( x = au, a > 0 \) for the corresponding probability eigenvector \( u = (u_1, \ldots, u_n)^T, Au = r(A)u \).

Suppose that \( r(z) = r(A) \) for some vector \( z = (z_1, \ldots, z_n)^T \geq 0 \). So \( z > 0 \) and \( Az = r(A)z \). Let \( b = \min_i \frac{z_i}{\|z\|} \). We claim that \( z = bu \). Otherwise \( w := z - bu \geq 0 \), \( w \) has at least one coordinate equal to zero, and \( Aw = r(A)w \). So \( r(w) = r(A) \). This is impossible since we showed above that \( w > 0! \) Hence \( z = bu \). Assume now that \( y \in \mathbb{R}^n \) is an eigenvector of \( A \) corresponding to \( r(A) \). So \( Ay = r(A)y \). There exists a big positive number \( c \) such that \( z = y + cu > 0 \). Clearly \( Az = r(A)z \). Hence \( r(z) = r(A) \) and we showed above that \( z = bu \). So \( y = (b - c)u \). Hence \( r(A) \) is a geometrically simple eigenvalue of \( A \).

We now show that \( r(A) = \rho(A) \). Let \( \lambda \neq r(A) \) be another eigenvalue of \( A \), which may be complex valued. Then

\[
(\lambda z)_i = \lambda z_i = (Az)_i = \sum_{j=1}^n a_{ij}z_j, \quad i = 1, \ldots, n,
\]

where \( 0 \neq z = (z_1, \ldots, z_n)^T \in \mathbb{C}^n \) is the corresponding eigenvector of \( A \). Take the absolute values in the above equality, and use the triangle inequality, and the fact that \( A \) is nonnegative matrix to obtain

\[
|\lambda| |z_i| \leq \sum_{j=1}^n |a_{ij}| |z_j|, \quad i = 1, \ldots, n.
\]

Let \( |z| := (|z_1|, \ldots, |z_n|)^T \geq 0 \). Then the above inequality is equivalent to \( |\lambda| |z| \leq |A| |z| \). Use (6.2.3) to deduce that \( |\lambda| \leq r(|z|) \). Since \( r(|z|) \leq r(A) \) we deduce that \( |\lambda| \leq r(A) \). Hence \( \rho(A) = r(A) \), which yields (6.2.4). \( \square \)

**Lemma 6.2.3** Let \( A \in \mathbb{R}^{n \times n}_+ \) be an irreducible matrix. Then \( \rho(A) \) is an algebraically simple eigenvalue.

**Proof.** Clearly, we may assume that \( n > 1 \). Theorem 6.2.2 implies that \( \rho(A) \) is geometrically simple, i.e. \( \nu \rho(A)I - A = 1 \). Hence rank \( (\rho(A)I - A) = n - 1 \). Hence \( \text{adj} (\rho(A)I - A) = tvv^T \), where \( Au = \rho(A)u, A^Tv = \)
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\[ \rho(A)v, u, v > 0 \text{ and } 0 \neq t \in \mathbb{R}. \text{ Note that } uv^T \text{ is a positive matrix, hence } \text{tr } uv^T = v^T u > 0. \text{ Since } \]

\[ (\det (\lambda I - A))^t (\lambda = \rho(A)) = \text{tr } \text{adj } (\rho(A)I - A) = t(v^T u) \neq 0, \]

we deduce that \( \rho(A) \) is a simple root of the characteristic polynomial of \( A \).

As usual, denote by \( S^1 := \{ z \in \mathbb{C}, |z| = 1 \} \) the unit circle in the complex plane.

**Lemma 6.2.4** Let \( A \in \mathbb{R}^{n \times n} \) be irreducible, \( C \in \mathbb{C}^{n \times n} \). Assume that \( |C| \leq A \). Then \( \rho(C) \leq \rho(A) \). Equality holds, i.e. there exists \( \lambda \in \text{spec } C \), such that \( \lambda = \zeta \rho(A) \) for some \( \zeta \in S^1 \), if and only if there exists a complex diagonal matrix \( D \in \mathbb{C}^{n \times n} \), whose diagonal entries are equal to 1, such that \( C = \zeta DAD^{-1} \). The matrix \( D \) is unique up to a multiplication by \( t \in S^1 \).

**Proof.** We can assume that \( n > 1 \). Assume that \( A = [a_{ij}], C = [c_{ij}] \). Let \( z = (z_1, \ldots, z_n)^T \neq 0 \) be an eigenvector of \( C \) corresponding to an eigenvalue \( \lambda \), i.e. \( \lambda z = Cz \). The arguments of the proof of Theorem 6.2.2 yield that \( |\lambda| |z| \leq |C| |z| \). Hence \( |\lambda| |z| \leq |A| |z| \), which implies that \( |\lambda| \leq r(z) \leq r(A) = \rho(A) \).

Suppose that \( \rho(C) = \rho(A) \). So there exists \( \lambda \in \text{spec } C \), such that \( |\lambda| = \rho(A) \). So \( \lambda = \zeta \rho(A) \) for some \( \zeta \in S^1 \). Furthermore, for the corresponding eigenvector \( z \) we have the equalities

\[ |\lambda| |z| = |Cz| = |C| |z| = A|z| = r(A)|z|. \]

Theorem 6.2.2 yields that \( |z| \) is a positive vector. Let \( z_i = d_i |z_i|, |d_i| = 1 \) for \( i = 1, \ldots, n \). The equality \( |Cz| = |C| |z| = A|z| \) combined with the triangle inequality and \( |C| \leq A \), yields first that \( |C| = A \). Furthermore for each fixed \( i \) the nonzero complex numbers \( c_{1i}z_1, \ldots, c_{ni}z_n \) have the same argument, i.e. \( c_{ij} = \zeta c_{i,j}d_j \) for \( j = 1, \ldots, n \) and some complex number \( \zeta_j \), where \( |\zeta_j| = 1 \). Recall that \( \lambda z_i = (Cz)_i \). Hence \( \zeta_i = \zeta d_i \) for \( i = 1, \ldots, n \). Thus \( C = \zeta DAD^{-1} \), where \( D = \text{diag}(d_1, \ldots, d_n) \). It is straightforward to see that \( D \) is unique up to \( tD \) for any \( t \in S^1 \).

Suppose now that for \( D = \text{diag}(d_1, \ldots, d_n) \), where \( |d_1| = \ldots = |d_n| = 1 \) and \( |C| = 1 \) we have that \( C = \zeta DAD^{-1} \). Then \( \lambda_i(C) = \zeta \lambda_i(A) \) for \( i = 1, \ldots, n \). So \( \rho(C) = \rho(A) \). Furthermore \( c_{ij} = \zeta d_i d_j, i, j = 1, \ldots, n \). So \( |C| = A \). \( \square \)

**Lemma 6.2.5** Let \( \zeta_1, \ldots, \zeta_h \in S^1 \) be \( h \) distinct complex numbers which form a multiplicative semi-group, i.e. for any integers \( i, j \in [1, h] \) \( \zeta_i \zeta_j \in \{ \zeta_1, \ldots, \zeta_h \} \). Then the set \( \{ \zeta_1, \ldots, \zeta_h \} \) is the set, (the group), of all \( h \) roots of \( 1: e^{\frac{2\pi i j}{h}}, i = 1, \ldots, h \).
Proof. Let \( \zeta \in \mathcal{T} := \{ \zeta_1, \ldots, \zeta_h \} \). Consider the sequence \( \zeta^i, i = 1, \ldots \). Since \( \zeta^{i+1} = \zeta^i \) for \( i = 1, \ldots \), and \( \mathcal{T} \) is a semigroup, it follows that each \( \zeta^i \) is in \( \mathcal{T} \). Since \( \mathcal{T} \) is a finite set, we must have two positive integers such that \( \zeta^k = \zeta^l \) for \( k < l \). Assume that \( k \) and \( l \) are the smallest possible positive integers. So \( \zeta^p = 1 \), where \( p = l - k \geq 1 \), and \( \mathcal{T}_p := \{ \zeta, \zeta^2, \ldots, \zeta^{p-1}, \zeta^p = 1 \} \) are all \( p \) roots of 1. \( \zeta \) is called a \( p \)-primitive root of 1. I.e. \( \zeta = e^{2\pi i/p} \), where \( p_1 \) is an positive integer less than \( p \). Furthermore \( p_1 \) and \( p \) are coprime, which is denoted by \( (p_1, p) = 1 \). Note that \( \zeta^j \in \mathcal{T} \) for any integer \( i \).

Next we choose \( \zeta \in \mathcal{T} \), such that \( \zeta \) is a primitive \( p \)-root of 1 of the maximal possible order. We claim that \( p = h \), which is equivalent to the equality \( \mathcal{T} = \mathcal{T}_p \). Assume to the contrary that \( \mathcal{T}_p \not\subset \mathcal{T} \). Let \( \eta \in \mathcal{T}\setminus\mathcal{T}_p \). The previous arguments show that \( \eta = \) is a \( q \)-primitive root of 1. So \( \mathcal{T}_q \subset \mathcal{T} \), and \( \mathcal{T}_q \not\subset \mathcal{T}_p \). So \( q \) can not divide \( p \). Also the maximality of \( p \) yields that \( q \leq p \). Let \( (p, q) = r \) be the g.c.d., the greatest common divisor of \( p \) and \( q \). So \( 1 \leq r < q \). Recall that Euclid algorithm, which is applied to the division of \( p \) by \( q \) with a residue, yields that there exists two integers \( i, j \) such that \( ip + jq = r \). Let \( l := \frac{pq}{r} > p \) be the least common multiplier of \( p \) and \( q \). Observe that \( \zeta^l = e^{2\pi i/p} \in \mathcal{T}_p \), \( \eta^l = e^{2\pi i/q} \in \mathcal{T}_q \). So

\[
\xi := (\eta^l)^j(\zeta^l)^i = e^{2\pi i((ip+jq)/pq)} = e^{2\pi i/p} \in \mathcal{T}.
\]

As \( \xi \) is an \( l \)-primitive root of 1, we obtain a contradiction to the maximality of \( p \). So \( p = h \) and \( \mathcal{T} \) is the set of all \( h \)-roots of unity. \( \square \)

**Lemma 6.2.6** Let \( A \in \mathbb{R}^{n \times n} \) be irreducible, and assume that for a positive integer \( h \geq 2 \), \( A \) has \( h - 1 \) distinct eigenvalues \( \lambda_1, \ldots, \lambda_{h-1} \), which are distinct from \( \rho(A) \), such that \( |\lambda_1| = \cdots = |\lambda_{h-1}| = \rho(A) \). Then the conditions \((5a-5c)\) of Theorem 6.2.1 hold. Moreover, \( P \top AP = B \), where \( B \) is of the form given in \((5d)\) and \( P \) is a permutation matrix.

**Proof.** Assume that \( \zeta_i := \frac{\lambda_i}{\rho(A)} \in S^1 \) for \( i = 1, \ldots, h - 1 \) and \( \zeta_h = 1 \). Apply Lemma 6.2.4 to \( C = A \) and \( \lambda = \zeta_i \rho(A) \) to deduce that \( A = \zeta_i D_i A D_i^{-1} \) where \( D_i \) is a diagonal matrix such that \( |D_i| = I \) for \( i = 1, \ldots, h \). Hence, if \( \lambda \) is an eigenvalue of \( A \) then \( \zeta_i \lambda \) is an eigenvalue of \( A \), with an algebraic and geometrical multiplicity as \( \lambda \). In particular, since \( \rho(A) \) is an algebraically simple eigenvalue of \( A \), \( \lambda_i = \zeta_i \rho(A) \) is an algebraically simple of \( A \) for \( i = 1, \ldots, h - 1 \). This establish \((5a)\).

Let \( \mathcal{T} = \{ \zeta_1, \ldots, \zeta_h \} \). Note that

\[
A = \zeta_i D_i A D_i^{-1} = \zeta_i D_i (\zeta_j D_j A D_j^{-1}) D_i^{-1} = (\zeta_i \zeta_j)(D_i D_j)A(D_i D_j)^{-1}.
\]
So $\zeta_i \zeta_j \rho(A)$ is an eigenvalue of $A$. Hence $\zeta_i \zeta_j \in \mathcal{T}$, i.e. $\mathcal{T}$ is a semigroup. Lemma 6.2.5 yields that $\{\zeta_1, \ldots, \zeta_n\}$ are all $h$ roots of $1$. Note that if $Az_i = \lambda_i z_i, z_i \neq 0$, then $z_i = tD_i u$ for some $0 \neq t \in \mathbb{C}$, where $u > 0$ is the Perron-Frobenius vector given in Theorem 6.2.1. This establish (5b) of Theorem 6.2.1.

Let $\zeta = e^{\frac{2\pi i}{h}} \in \mathcal{T}$. Then $A = \zeta D A D^{-1}$, where $D$ is a diagonal matrix $D = (d_1, \ldots, d_n), |D| = I$. Since $D$ can be replaced by $d_1 D$, we can assume that $d_1 = 1$. (6.2.7) yields that $A = \zeta^h D^h A D^{-h} = I A I^{-1}$. Lemma 6.2.4 yields that $D^h = \text{diag}(d_1^h, \ldots, d_n^h) = tI$. Since $d_1 = 1$ it follows that $D^h = I$. So all the diagonal entries of $D$ are $h$-roots of unity. Let $P \in \mathcal{P}_n$ be a permutation matrix such that the diagonal matrix $E = P^T D P$ is of the following block diagonal form

$$E = I_{n_1} \oplus \mu_1 I_{n_2} \oplus \ldots \oplus \mu_{l-1} I_{n_1}, \quad \mu_i = \frac{\zeta^{i-1}}{\mu_{j-1}},$$

$i = 1, \ldots, l-1, 1 \leq k_1 < k_2 < \ldots < k_{l-1} \leq h - 1$.

Note that $l \leq h$ and equality holds if and only if $k_i = i$. Let $\mu_0 = 1$.

Let $B = P^T A P$. Partition $B$ to a block matrix $[B_{ij}]_{i,j=1}^l$ where $B_{ij} \in \mathbb{R}_{+}^{n_i \times n_j}$ for $i, j = 1, \ldots, l$. Then the equality $A = \zeta D A D^{-1}$ yields $B = \zeta E B E^{-1}$. The structure of $B$ and $E$ implies the equalities

$$B_{ij} = \zeta^{\frac{\mu_{i-1}}{\mu_{j-1}}} B_{ij}, \quad i, j = 1, \ldots, l.$$ 

Since all the entries of $B_{ij}$ are nonnegative we obtain that $B_{ij} = 0$ if $\zeta^{\frac{\mu_{i-1}}{\mu_{j-1}}} \neq 1$. Hence $B_{ii} = 0$ for $i = 1, \ldots, l$. Since $B$ is irreducible it follows that not all $B_{i1}, \ldots, B_{il}$ are zero matrices for each $i = 1, \ldots, l$. First start with $i = 1$. Since $\mu_1 = 1$ and $j_1 \geq 1$ it follows that $\mu_j \neq \zeta$ for $j > 1$. So $B_{1j} = 0$ for $j = 1, \ldots, l$. Hence $B_{12} \neq 0$, which implies that $\mu_2 = \zeta$, i.e. $k_1 = 1$. Now let $i = 2$ and consider $j = 1, \ldots, l$. As $k_i \in [k_{i-1} + 1, h - 1]$ for $i > 1$, it follows that $B_{2j} = 0$ for $j \neq 3$. Hence $B_{23} \neq 0$ which yields that $k_2 = 2$. Applying these arguments for $i = 3, \ldots, l-1$ we deduce that $B_{ij} = 0$ for $j \neq i + 1, B_{i(i+1)} \neq 0, k_i = i$ for $i = 1, \ldots, l-1$. It is left to consider $i = l$. Note that

$$\frac{\zeta^{\mu_{l-1}}}{\mu_{j-1}} = \frac{\zeta^l}{\zeta^l} = \zeta^{l-(j-1)},$$

which is different from $1$ for $j \in [2, l]$.

Hence $B_{1j} = 0$ for $j > 1$. Since $B$ is irreducible, $B_{11} \neq 0$. So $\zeta^l = 1$. Since $l \leq h$ we deduce that $l = h$. Hence $B$ has the block form given in (5d).

**Proposition 6.2.7** Let $A \in \mathbb{R}_{+}^{n \times n}$ be irreducible. Suppose that $0 \leq w \in \mathbb{R}_{+}^n$ is an eigenvector of $A$, i.e. $Aw = \lambda w$. Then $\lambda = \rho(A)$ and $w > 0$. 

Proof. Let \( v > 0 \) be the Perron-Frobenius vector of \( A^T \), i.e. \( A^T v = \rho(A)v \). Then

\[
v^T A w = v^T (\lambda w) = \rho(A) v^T w \Rightarrow (\rho(A) - \lambda) v^T w = 0.
\]

If \( \rho(A) \neq \lambda \) we deduce that \( v^T w = 0 \), which is impossible, since \( v > 0 \) and \( w \geq 0 \). Hence \( \lambda = \rho(A) \). Then \( w \) is the Perron-Frobenius eigenvector and \( w > 0 \).

Lemma 6.2.8 Let \( A \in \mathbb{R}^{n \times n}_+ \) be irreducible. Then \( A \) is primitive if and only if one of the following conditions hold:

1. \( n = 1 \) and \( A > 0 \).

2. \( n > 1 \) and each eigenvalue \( \lambda \) of \( A \) different from \( \rho(A) \) satisfies the inequality \( |\lambda| < \rho(A) \). I.e. condition (4) of Theorem 6.2.2 holds.

Proof. If \( n = 1 \) then \( A \) is primitive if and only if \( A > 0 \). Assume now that \( n > 1 \). So \( \rho(A) > 0 \). By considering \( B = \frac{1}{\rho(A)} A \), it is enough to consider the case \( \rho(A) = 1 \). Assume first that if \( \lambda \neq 1 \) is an eigenvalue of \( A \) then \( |\lambda| < 1 \). Theorem 6.2.2 implies \( A u = u, A^T w = w \) for some \( u, w > 0 \). So \( v^T u > 0 \). Let \( v := (w^T u)^{-1} w \). Then \( A^T v = v \) and \( v^T u = 1 \). The results of §3.3 yield that \( \lim_{k \to \infty} A^k = uv^T > 0 \). So there exists integer \( k_0 \geq 1 \), such that \( A^k > 0 \) for \( k \geq k_0 \), i.e. \( A \) is primitive.

Assume now \( A \) is has exactly \( h > 1 \) distinct eigenvalues \( \lambda \) satisfying \( |\lambda| = 1 \). Lemma 6.2.6 implies that there exists a permutation matrix \( P \) such that \( B = P^T A P \) is of the form (5d) of Theorem 6.2.1. Note that \( B^h \) is a block diagonal matrix. Hence \( B^{hj} = (B^h)^j \) is a block diagonal matrix for \( j = 1, \ldots, \ldots \). Hence, \( B^{hj} \) is never a positive matrix, so \( A^{hj} \) is never a positive matrix. In view of Problem 4, \( A \) is not primitive.

Lemma 6.2.9 Let \( B \in \mathbb{R}^{n \times n}_+ \) be an irreducible, imprimitive matrix, having \( h > 1 \) distinct eigenvalues \( \lambda \) satisfying \( |\lambda| = \rho(B) \). Suppose furthermore that \( B \) has the form (5d) of Theorem 6.2.1. Then \( B^h \) is a block diagonal matrix, where each diagonal block is an irreducible primitive matrix whose spectral radius is \( \rho(B)^h \). In particular, the last claim of (5d) of Theorem 6.2.1 holds.

Proof. Let \( D(B) = ([n], E) \) be the digraph associated with \( B \). Let \( p_0 = 0, p_1 = p_0 + n_1, \ldots, p_h = p_{h-1} + n_h = n \). Denote \( V_i = \{p_{i-1} + 1, \ldots, p_i\} \) for \( i = 1, \ldots, h \), and let \( V_{h+1} := V_1 \). So \( [n] = \bigcup_{i=1}^h V_i \). The form of \( B \) implies that \( E \subset \bigcup_{i=1}^h V_i \times V_{i+1} \). Thus, any walk that connects vertices
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\( j, k \in V_i \) must be divisible by \( h \). Observe next that \( B^h = \text{diag}(C_1, \ldots, C_h) \), where

\[ C_i = \begin{cases} \{ c_{i}^{(j)} \}_{j=1}^{n_i} & \text{if } c_{i}^{(j)} > 0 \\ \{ c_{i}^{(j)} \}_{j=1}^{n_i} & \text{if } c_{i}^{(j)} < 0 \end{cases} \]

are defined in (6.2.1). Let \( D(C_i) = (V_i, E_i) \) be the digraph associated with \( C_i \) for \( i = 1, \ldots, h \). Then there exists a path of length \( h \) from \( j \) to \( k \) in \( V_i \) if and only if \( c_{i}^{(j)} > 0 \).

Since \( B \) is irreducible, \( D(B) \) is strongly connected. Hence, each \( D(C_i) \) is strongly connected. Thus, each \( C_i \) is irreducible.

Recall that \( Bu = \rho(B)u \) for the Perron-Frobenius vector \( u^T = (u_1^T, \ldots, u_n^T) > 0 \), \( u_i \in \mathbb{R}_{+}^n, i = 1, \ldots, h \). Thus, \( B^h u = \rho(B)^h u \), which implies that \( C_i u_i = \rho(B)^h u_i, i = 1, \ldots, h \). Since \( u_i > 0 \) Proposition 6.2.7 yields that \( \rho(C_i) = \rho(B)^h, i = 1, \ldots, h \). Recall that the eigenvalues of \( B^h \) are the \( h \) power of the eigenvalues of \( B \), i.e. \( \lambda_i(B^h) = \lambda_i(B)^h \) for \( i = 1, \ldots, n \). Furthermore, \( B \) has \( h \) simple eigenvalues \( \rho(B)e^{\frac{2\pi i k}{h}}, i = 1, \ldots, h \) with \( |\lambda| = \rho(B) \), and all other eigenvalues satisfy \( |\lambda| < \rho(B) \).

Hence \( B^h \) has one eigenvalues \( \rho(B)^h \) of an algebraic multiplicity \( h \) and all other eigenvalues \( \mu \) satisfy \( |\mu| < \rho(B)^h \).

Since \( B^h = \text{diag}(C_1, \ldots, C_h) \), we deduce that the eigenvalues of \( B^h \) are the eigenvalues of \( C_1, \ldots, C_h \). As \( C_i \) is irreducible and \( \rho(C_i) = \rho(B)^h \), we deduce that all other eigenvalues \( \mu \) of \( C_i \) satisfy \( |\mu| < \rho(C_i) \). Lemma 6.2.8 yields that \( C_i \) is primitive. \( \square \)

Problems

1. Prove equality (6.2.3).

2. Show that if \( n > 1 \) and \( A \in \mathbb{R}_{+}^{n \times n} \) is irreducible then \( A \) does not have a zero row or column.

3. Assume that \( A \in \mathbb{R}_{+}^{n \times n} \) is irreducible. Show

   (a) For each \( x \in \Pi_n \) the vector \( (I + A)^{n-1}x \) is positive.

   (b) The set \( (I + A)^{n-1} \Pi_n := \{ y = (I + A)^{n-1}x, x \in \Pi_n \} \) is a compact set of positive vectors.

   (c) Show that \( r(y) \) is a continuous function on \( (I + A)^{n-1} \Pi_n \).

   (d) Show (6.2.6). Hint: use that \( (A+I)^{n-1}(Ax-r(x)x) \) is a positive vector, unless \( Ax = r(x)x \).

4. Assume that \( A \in \mathbb{R}_{+}^{n \times n} \) is irreducible. Show the following are equivalent

   (a) \( A \) is primitive.

   (b) There exists a positive integer \( k_0 \) such that for any integer \( k \geq k_0 \)

       \( A^k > 0 \).
5. Let $D = ([h], E)$ be the cycle $1 \to 2 \to \ldots \to h - 1 \to h \to 1$.

(a) Show that representation matrix $A(D)$ is a permutation matrix, which has the form of $B$ given in (5d) of Theorem 6.2.1, where each nonzero block is $1 \times 1$ matrix $[1]$. $A(D)$ is called a circulant matrix.

(b) Find all the eigenvalues and the corresponding eigenvectors of $A(D)$.

6. Let the assumptions of Lemma 6.2.9. Assume the notation of the proof of Lemma 6.2.9.

(a) Show that the length of any closed walk in $D(B)$ is divisible by $h$.

(b) Show that a length of any walk from a vertex in $V_i$ to a vertex $V_j$, such that $1 \leq i < j \leq h$, minus $j - i$ is divisible by $h$.

(c) What can you say on a length of any walk from a vertex in $V_i$ to a vertex $V_j$, such that $1 \leq j < i \leq h$?

(d) Show that each $C_i$ is irreducible.

7. Let $D = (V, E)$ be a digraph and assume that $V$ is a disjoint union of $h$ nonempty sets $V_1, \ldots, V_h$. Denote $V_{h+1} := V_1$. Assume that $E \subset \bigcup_{i=1}^{h} V_i \times V_{i+1}$. Let $D_i = (V_i, E_i)$ be the following digraph. The diedge $(v, w) \in E_i$, if there is a path of length $h$ in $D$ from $v$ to $w$ in $D$.

(a) Show that $D$ is strongly connected if and only if $D_i$ is strongly connected for $i = 1, \ldots, h$.

(b) Assume that $D$ is strongly connected. Let $1 \leq i < j \leq h$. Then $D_i$ is primitive if and only if $D_j$ is primitive.

8. Let $B \in \mathbb{R}^{n \times n}_+$ be a block matrix of the form given in (5d) of Theorem 6.2.1.

(a) Show that $B^h$ is a block diagonal matrix $\text{diag}(C_1, \ldots, C_h)$, where $C_i$ is given (6.2.1).

(b) Show that $B$ is irreducible if and only if $C_i$ is irreducible for $i = 1, \ldots, h$.

(c) Assume that $B$ is irreducible.

i. Let $1 \leq i < j \leq h$. Then $C_i$ is primitive if and only if $C_j$ is primitive.
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ii. $B$ has $h$ distinct eigenvalues on the circle $|z| = \rho(B)$ if and only if some $C_i$ is primitive.

9. Assume the assumptions of Lemma 6.2.6. Let $A \mathbf{u} = \rho(A) \mathbf{u}$, $\mathbf{u} = (u_1, \ldots, u_n)^\top > 0$. Assume that $\eta$ is an $h$-root of unity, and suppose that $A \mathbf{z} = \eta \mathbf{z}$, $\mathbf{z} = (z_1, \ldots, z_n)$, such that $|z| = \mathbf{u}$. Assume that $z_i = u_i$ for a given $i \in [n]$. (This is always possible by considering $\frac{z_i}{|z_i|}$.) Show $z_j = \eta^{k(j)} u_j$, for a suitable integer $k(j)$, for $j = 1, \ldots, n$.

Furthermore, given an integer $k$ then there exists $j \in [n]$ such that $z_j = \eta^k u_j$.

**Hint:** Use the proof of Lemma 6.2.6.

10. Let $B \in \mathbb{R}^{n \times n}_+$ be an irreducible block matrix of the form given in (5d) of Theorem 6.2.1. Let $C_1, \ldots, C_h$ be defined in (6.2.1). Suppose that $B$ has more than $h$ distinct eigenvalues on the circle $|z| = \rho(B)$. Then TFAE

(a) $B$ has $qh$ eigenvalues the circle $|z| = \rho(B)$, for some $q > 1$.

(b) Each $C_i$ has $q > 1$ distinct eigenvalues on $|z| = \rho(C_i) = \rho(B)^h$.

(c) Some $C_i$ has $q > 1$ distinct eigenvalues on $|z| = \rho(C_i) = \rho(B)^h$.

(d) Let $D(B) = ([n], E)$ and $V_i = \{p_{i-1} + 1, \ldots, p_i\}$ for $i = 1, \ldots, h$ be defined as in the proof of Lemma 6.2.9. Then each $V_i$ is a disjoint union of $q$ nonempty sets $W_i, W_{i+h}, \ldots, W_{i+(q-1)h}$ for $i = 1, \ldots, h$, such that $E \subseteq \bigcup_{j=1}^{qh} W_j \times W_{j+1}$, where $W_{qh+1} := W_1$. Let $H_j = (W_j, F_j)$, $F_j \subseteq W_j \times W_j$ be the following digraph.

The digraph $(v, w)$ is in $F_j$, if and only if there is a path of length $qh$ in $D(B)$ from $v$ to $w$ in $W_j$. Then each digraph $H_j$ is strongly connected and primitive.

**Hint:** Use the structure of the eigenvalues $\lambda$ of $B$ on the circle $|\lambda| = \rho(B)$, and the corresponding eigenvector $\mathbf{z}$ to $\lambda$ given in (5b) of Theorem 6.2.1.

11. For $A \in \mathbb{R}^{n \times n}_+$ and $\mathbf{0} < \mathbf{x} = (x_1, \ldots, x_n)^\top \in \mathbb{R}^n$, let $R(\mathbf{x}) = \max_{i \in [n]} \frac{(A\mathbf{x})_i}{x_i}$.

Assume that $A$ is irreducible. Show that $\inf_{\mathbf{x} > \mathbf{0}} R(\mathbf{x}) = \rho(A)$. I.e.

\[(6.2.8) \min_{\mathbf{x} > (x_1, \ldots, x_n) > 0} \max_{i \in [n]} \frac{(A\mathbf{x})_i}{x_i} = \rho(A).\]

Furthermore, $R(\mathbf{x}) = \rho(A)$ if and only if $A\mathbf{x} = \rho(A)\mathbf{x}$.

**Hint:** Mimic the proof of Theorem 6.2.2.

12. Let $n > 1$ and $D = ([n], E)$ be a strongly connected digraph. Show
(a) If \( D \) has exactly one cycle, it must be a Hamiltonian cycle, i.e. the length of this cycle is \( n \). Then \( D \) is not primitive.

(b) Suppose that \( D \) has exactly two directed cycles. Then the shortest cycle has length \( n - 1 \) if and only if it is possible to rename the vertices so that the shortest cycle is of the form \( 1 \to 2 \to \ldots \to n - 1 \to 1 \) and the second cycle is a Hamiltonian cycle \( 1 \to 2 \to \ldots \to n - 1 \to n \to 1 \). In this case \( D \) is primitive. Moreover \( A(D)^k > 0 \) if and only if \( k \geq n^2 - 2n + 2 \).

(c) Assume that \( D \) is primitive. Show that the shortest cycle of \( D \) has at most length \( n - 1 \).

### 6.3 Index of primitivity

**Theorem 6.3.1** Let \( A \in \mathbb{R}^{n \times n}_+ \) be a primitive matrix. Let \( s \geq 1 \) be the length of the shortest cycle in the digraph \( D(A) = ([n],E) \). Then \( A^{s(n-2)+n} > 0 \). In particular \( A^{(n-1)^2+1} > 0 \).

**Proof.** For \( n = 1 \) we have that \( s = 1 \) and the theorem is trivial. Assume that \( n > 1 \). Note that since \( A \) is primitive \( s \leq n - 1 \). (See Problem 6.2.12c.)

Suppose first that \( s = 1 \). So \( D(A) \) contains a loop. Relabel the vertices of \( D(A) \) to assume that \((1,1) \in E \). I.e. we can assume that \( A = [a_{ij}] \) and \( a_{11} > 0 \). Recall that from 1 to \( j > 1 \) there exists a path of length \( 1 \leq l(j) \leq n - 1 \). By looping at 1 first \( n - 1 - l(j) \) times we deduce the existence of a walk of length \( n - 1 \) from 1 to \( j > 1 \). Clearly, there exists a walk of length \( n - 1 \) from 1 to 1: \( 1 \to 1 \to \ldots \to 1 \). Similarly, for each \( j > 1 \) there exists a walk of length \( n - 1 \) from \( j \) to 1. Hence, the first row and the column of \( A^{n-1} \) is positive. Thus, \( A^{(n-1)^2} = A^{n-1}A^{n-1} \) is a positive matrix.

Assume now that \( s \geq 2 \). Relabel the vertices of \( D(A) \) such that one has the cycle on vertices \( c := \{1, 2, \ldots, s\} \): \( 1 \to \ldots \to s \to 1 \). Then the first \( s \) diagonal entries of \( A^s \) are positive. Since \( A \) was primitive, Lemma 6.2.8 implies that \( A^s \) is primitive. Our previous arguments show that \( (A^s)^{n-1} \) has the first \( s \) rows and columns positive. Let

\[
A^{n-s} = \begin{bmatrix}
F_{11} & F_{12} \\
F_{21} & F_{22}
\end{bmatrix}, F_{11} \in \mathbb{R}^{s \times s}_+, F_{12}, F_{21}, F_{22} \in \mathbb{R}^{s \times (n-s)}, F_{22} \in \mathbb{R}^{(n-s) \times (n-s)}.
\]

Clearly, \( F_{11} \geq ([a_{ij}]_{i,j=1}^{s})^{n-s} \). Since \( D(A) \) contains a cycle of length \( s \) on \([s] \) it follows that each row and column of \( F_{11} \) is not zero. Clearly,

\[
A^{s(n-2)+n} = A^{(n-s)}A^{s(n-1)}.
\]
Hence the first $s$ rows of $A^{s(n-2)+n}$ are positive. We claim that each row of $F_{21}$ is nonzero. Indeed, take the shortest walk from $j \in U := \{s+1, \ldots, n\}$ to the set of vertices $V := [s]$. This shortest walk is a path which can contain at most $n - s$ vertices in $U$, before it ends in $i \in V$. Hence the length of this path is $m(j) \leq n - s$. After that continue take a walk on the cycle $c$ of length $n - s - m(j)$, to deduce that there is a walk of length $n - s$ from $j$ to $V$. Hence the $j - s$ row of $F_{21}$ is nonzero. Use (6.3.1) and the fact that the first $s$ rows of $(A^s)^{n-1}$ positive to deduce that $A^s(n-2)+n > 0$.

**Proof of Theorem 6.1.5.** Problem 6.1.1 yields that the length $L$ of any closed walk in $D$ is a sum of lengths of a number of cycles in $D$. Hence $\ell$ divides $L$. Assume that $D$ is primitive, i.e. $A^k > 0$ for any $k \geq k_0$. Hence for each $k \geq k_0$ there exists a closed walk in $D$ of length $k$. Therefore $\ell = 1$.

Suppose now that $D = (V, E)$ is imprimitive, i.e. $A(D)$ is imprimitive. (5d) of Theorem 6.2.1 yields that there $V$ decomposes to a nonempty disjoint sets $V_1, \ldots, V_h$, where $h > 1$. Moreover $E \subset \bigcup_{i=1}^{h} V_i \times V_{i+1}$, where $V_{h+1} = V_1$. So any closed walk must be divisible by $h > 1$. In particular, the length of each cycle is divisible by $h$. Thus $\ell \geq h > 1$. Hence $D$ is primitive if and only if $\ell = 1$. Suppose that $D$ is primitive. Theorem 6.3.1 yields that $A(D)^{s(n-2)+n} > 0$, where $s$ is the length of the shortest cycle. This proves part 1 of Theorem 6.1.5.

Assume now that $D$ is imprimitive. So $A(D)$ has $h > 1$ distinct eigenvalues of modulus $\rho(A(D))$. Relabel the vertices of $D$ so that $A(D)$ is of the form $B$ given in (5d) of Theorem 6.2.1. As we pointed out, each cycle in $D$ is divisible by $h$. It is left to show that the $\ell = h$. Let $D_i = (V_i, E_i)$ be defined as in the proof of Lemma 6.2.9. It is straightforward to see that each cycle in $D_i$ corresponds of length $L$ to a cycle in $D$ of length $hL$. Since $C_i$ is primitive, it follows from the first part of the proof, that the g.c.d of lengths of all cycles in $C_i$ is 1. Hence, the g.c.d. of lengths of the corresponding cycles in $D$ is $h$.

**Problems**
1. Show that the matrix
\[
A := \begin{bmatrix}
0 & 1 & 0 & \ldots & 0 \\
0 & 0 & 1 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & 1 \\
1 & 1 & 0 & \ldots & 0
\end{bmatrix}
\]
is a primitive matrix such that \(A^{(n-1)^2}\) is not a positive matrix. I.e., the last part of Theorem 6.3.1 is sharp [Wie50].

2. Let \(A \in \mathbb{R}^{n \times n}_+\) be irreducible. Assume that \(A\) has \(d \in [n]\) positive diagonal elements. Show that \(A^{2n-d-1} > 0\). ([HoV58])

### 6.4 Reducible matrices

**Theorem 6.4.1** Let \(A \in \mathbb{R}^{n \times n}_+\). Then \(\rho(A)\), the spectral radius of \(A\), is an eigenvalue of \(A\). There exists a probability vector \(x \in \Pi_n\) such that \(Ax = \rho(A)x\).

**Proof.** Let \(J_n \in \{1\}^{n \times n}\) be a matrix whose entries are 1. For \(\varepsilon > 0\) let \(A(\varepsilon) = A + \varepsilon J_n\). Then \(A(\varepsilon) > 0\). Hence,

\[
(6.4.1) \quad \rho(A(\varepsilon)) \in \text{spec } (A(\varepsilon)) \text{ and } A(\varepsilon)x(\varepsilon), \ 0 < x(\varepsilon) \in \Pi_n \text{ for } \varepsilon > 0.
\]

Since the coefficients of the characteristic polynomial of \(A(\varepsilon)\) are polynomial in \(\varepsilon\), it follows that the eigenvalues of \(A(\varepsilon)\) are continuous function of \(\varepsilon\).

Hence

\[
\lim_{\varepsilon \to 0} \text{spec } (A(\varepsilon)) = \text{spec } A, \quad \lim_{\varepsilon \to 0} \rho(A(\varepsilon)) = \rho(A).
\]

Combine that with (6.4.1) to deduce that \(\rho(A) \in \text{spec } A\). Choose \(\varepsilon_k = \frac{1}{k}, k = 1, \ldots\). Since \(\Pi_n\) is a compact set, there exists a subsequence \(1 \leq k_1 < k_2 < \ldots\) such that \(\lim_{j \to \infty} x(\varepsilon_{k_j}) = x \in \Pi_n\). The second equality of (6.4.1) yields that \(Ax = \rho(A)x\). \(\square\)

It is easy to have examples where \(\rho(A) = 0\) for some \(A \in \mathbb{R}^{n \times n}_+\), and \(\rho(A)\) is not a geometrically simple eigenvalue. (I.e. the Jordan canonical form of \(A\) contains a Jordan block of order greater than one with the eigenvalue \(\rho(A)\).)

**Proposition 6.4.2** Let \(A \in \mathbb{R}^{n \times n}_+\).

1. Assume that \(C \in \mathbb{R}^{n \times n}_+\) and \(A \geq C\). Then \(\rho(A) \geq \rho(C)\). If either \(A\) or \(C\) are irreducible then \(\rho(A) = \rho(C)\) if and only if \(A = C\).
2. Assume that \( B \in \mathbb{R}^{m \times m}, 1 \leq m < n \) is a principle submatrix of \( A \), obtained by deleting \( n - m \) rows and columns of \( A \) from a subset \( J \subset [n] \) of cardinality \( n - m \). Then \( \rho(B) \leq \rho(A) \). If \( A \) is irreducible then \( \rho(B) < \rho(A) \).

**Proof.** 1. Suppose first that \( A \) is irreducible. Then Lemma 6.2.4 yields that \( \rho(A) \geq \rho(C) \). Equality holds if and only if \( A = C \). Suppose next that \( C \) is irreducible. Then \( A \) is irreducible. Hence \( \rho(A) \geq \rho(C) \), and equality holds if and only if \( C = A \).

Assume now that \( A \) is reducible. Let \( A(\varepsilon), C(\varepsilon) \) be defined as in the proof of Theorem 6.4.1. For \( \varepsilon > 0 \) the above arguments show that \( \rho(A(\varepsilon)) \geq \rho(C(\varepsilon)) \). Letting \( \varepsilon \downarrow 0 \) we deduce that \( \rho(A) \geq \rho(C) \).

2. By considering a matrix \( A_1 = PAP^T \) for a corresponding \( P \in \mathcal{P}_n \) we may assume that \( A_1 = \begin{pmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{pmatrix} \), where \( B = A_{11} \). Clearly, \( \rho(A_1) = \rho(A) \), and \( A_1 \) is irreducible if and only if \( A \) is irreducible. Let \( C = \begin{pmatrix} B & 0_{m \times (n-m)} \\ 0_{(n-m) \times m} & 0_{(n-m) \times (n-m)} \end{pmatrix} \). Then \( A_1 \geq C \). Part 1. yields that \( \rho(A) = \rho(A_1) \geq \rho(C) \). Suppose that \( A_1 \) is irreducible. Since \( C \) is reducible, \( A_1 \neq C \). Hence \( \rho(C) < \rho(A_1) = \rho(A) \).

**Lemma 6.4.3** Let \( A \in \mathbb{R}_+^{n \times n} \). Assume that \( t > \rho(A) \). Then \( (tI - A)^{-1} \geq 0 \). Furthermore, \( (tI - A)^{-1} > 0 \) if and only if \( A \) is irreducible.

**Proof.** Since \( t > \rho(A) \) it follows that \( \det(tI - A) \neq 0 \). (Actually, \( \det(tI - A) > 0 \). See Problem 1.) So \( (tI - A)^{-1} \) exists and \( (tI - A)^{-1} = \frac{1}{t} (I - \frac{1}{t} A)^{-1} \). Since \( \rho(A) < 1 \) we have the the Neumann series [Neu77] (3.4.14):

\[
(6.4.2) \quad (tI - A)^{-1} = \sum_{k=0}^{\infty} \frac{1}{tk+1} A^k, \quad \text{for } |t| > \rho(A).
\]

Since \( A^k \geq 0 \) we deduce that \( (tI - A)^{-1} \geq 0 \). Let \( A^k = [a_{ij}^{(k)}] \). The the \((i,j)\) entry of \((tI - A)^{-1}\) is positive, if and only if \( a_{ij}^{(k)} > 0 \) for some \( k = k(i,j) \). This shows that \((tI - A)^{-1} > 0\) if and only if \( A \) is irreducible. \(\Box\)

**Theorem 6.4.4** Let \( A \in \mathbb{R}_+^{n \times n} \) be a nonnegative matrix. Then there exists a permutation matrix \( P \in \mathcal{P}_n \) such that \( B = PAP^T \) has the Frobenius
normal form:

\[(6.4.3) \quad B = \begin{bmatrix}
B_{11} & B_{12} & \cdots & B_{1t} & B_{1(t+1)} & \cdots & B_{1(t+f)} \\
0 & B_{22} & \cdots & B_{2t} & B_{2(t+1)} & \cdots & B_{2(t+f)} \\
0 & 0 & \cdots & B_{tt} & B_{t(t+1)} & \cdots & B_{t(t+f)} \\
0 & 0 & \cdots & 0 & B_{(t+1)(t+1)} & \cdots & 0 \\
0 & 0 & \cdots & 0 & 0 & \cdots & 0 \\
\end{bmatrix}.
\]

Each $B_{ij}$ is irreducible, and the submatrix $B' := [B_{ij}]_{i,j=t+1}^{t+f}$ is block diagonal. If $t = 0$ then $B$ is a block diagonal. If $t \geq 1$ then for each $i = 1, \ldots, t$ not all the matrices $B_{i(t+1)}, \ldots, B_{i(t+f)}$ are zero matrices.

**Proof.** Let $D_r = (W, F)$ be the reduced graph of $D(A) = ([n], E)$. Then $D_r$ is a diforest. Let $\ell \geq 1$ be the length of the longest path in the digraph $D_r$. For a given vertex $w \in W$ let $\ell(w)$ be the length of the longest path in $D_r$ from $w$. So $\ell(w) \in [0, \ell]$. For $j \in \{0, \ldots, \ell\}$ denote by $W_j$ the set of all vertices in $W$ such that $\ell(w) = j$. Since $D_r$ is diforest, it follows that $W_1, \ldots, W_0$ is a decomposition of $W$ into nonempty sets. Note if there is a dieedge in $D_r$ from $W_i$ to $W_j$ then $i > j$. Also we have always at least one dieedge from $W_0$ to $W_{i-1}$ for $i = \ell, \ldots, 1$, if $\ell > 0$.

Assume that $\#W_j = m_{1+j-i}$ for $j = 0, \ldots, \ell$. Let $M_0 = 0$ and $M_j = \sum_{i=1}^{j} m_i$ for $j = 1, \ldots, \ell$. Then we name the vertices of $W_j$ as $\{M_{\ell-j} + 1, \ldots, M_{\ell-j} + m_{1+j-i}\}$ for $j = 0, \ldots, \ell$. Let $f := \#W_0 = m_{t+1}$ and $t := \#(\bigcup_{j=1}^{t} W_j) = \sum_{i=1}^{t} m_i$. Note that $f \geq 1$ and $t = 0$ if and only if $\ell = 0$. Hence the representation matrix $A(D_r)$ is strictly upper triangular. Furthermore the last $f$ rows of $A(D_r)$ are zero rows.

Recall that each vertex in $W$ corresponds to a maximally strongly connected component of $D(A)$. That is, to each $i \in W = [t + f]$ one has a nonempty subset $V_i \subset [n]$, which correspond to the maximal connected component of $D(A)$. Let $n_i := \#V_i$ for $i = 1, \ldots, t + f$. Let $N_0 = 0$ and $N_i = \sum_{j=1}^{t} n_j, i = 1, \ldots, t + s$. Rename vertices of $D(A)$ to satisfy $V_i = \{N_{i-1} + 1, \ldots, N_{i-1} + n_i\}$. Then $PAP^T$ is of the form (6.4.3). Furthermore, the digraph induced by $B_{ii}$ is a strongly connected component of $D(A)$. Hence $B_{ii}$ is irreducible. Note $B_{ij} = 0$, for $j > i$ if and only if there is no dieedge from the vertex $i$ to the vertex $j$ in $D_r$. Recall that for $i \leq t$, the vertex $i$ represents a vertex in $W_k$, for some $k \geq 1$. Hence, for
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\( i \leq t \) there exists \( j > i \) such that \( B_{ij} \neq 0. \)

**Theorem 6.4.5** Let \( A \in \mathbb{R}^{n \times n} \). Then there exists a positive eigenvector \( x > 0 \) such that \( Ax = rx \) if and only if the following conditions hold: Let \( B \) be the Frobenius normal form of \( A \) given in Theorem 6.4.4. Then

1. \( \rho(B_{(t+1)(t+1)}) = \ldots = \rho(B_{(t+f)(t+f)}) = r; \)
2. \( \rho(B_{ii}) < r \) for \( i = 1, \ldots, t; \)
3. \( r = \rho(A). \)

**Proof.** Clearly, \( A \) has a positive eigenvector corresponding to \( r \), if and only if \( B \) has a positive eigenvector corresponding to \( r \). Thus we may assume that \( A = B \). Suppose first that \( Bx = rx \) for \( x > 0 \). Let \( x^T = (u_1^T, \ldots, u_{t+f}^T) \), where \( 0 < u_i \in \mathbb{R}^n \) for \( i = 1, \ldots, t + f \). Since \( B' = [B_{ii}]_{ii = i+1}^{t+f} \) is a block diagonal matrix we deduce that \( B_{ii}u_i = ru_i \) for \( i = t+1, \ldots, t+f \). Proposition 6.2.7 yields the equality \( r = \rho(B_{(t+1)(t+1)}) = \ldots = \rho(B_{(t+f)(t+f)}) \). Hence 1. holds. Furthermore,

\[
(6.4.4) \quad B_{ii}u_i + \sum_{j=i+1}^{t+f} B_{ij}u_j = ru_i, \quad i = 1, \ldots, t.
\]

Since for each \( i \in [t] \) there exists an integer \( j(i) \in \{i + 1, \ldots, t + f\} \) such that \( B_{ij} \geq 0 \) we deduce that \( B_{ii}u_i \leq ru_i \) for each \( i \in [1, t] \). Use Problem 6.2.11 to deduce that \( \rho(B_{ii}) < r \) for \( i \in [t] \). Hence 2. holds. As \( B \) is block upper triangular then \( \rho(B) = \max_{i \in [t+f]} \rho(B_{ii}) = r \). Hence 3. holds.

Assume now that 1.-3. hold. Consider the equality (6.4.4) for \( i = t \). Rewrite it as

\[
v_t = \sum_{j=t+1}^{t+f} B_{tj}u_j = (rI - B_{tt})u_t.
\]

Since some \( B_{tj} \geq 0 \) it follows that \( v_t \geq 0 \). As \( r > \rho(B_{tt}) \) and \( B_{tt} \) is irreducible, Lemma 6.4.3 implies that \( (rI - B_{tt})^{-1} v_t > 0 \). Thus we showed that there exists \( u_t > 0 \) so that equality (6.4.4) holds for \( i = t \). Suppose we already showed that there exists \( u_t, \ldots, u_k > 0 \) such that (6.4.4) holds for \( i = t, t-1, \ldots, k \). Consider the equality (6.4.4) for \( i = k-1 \). Viewing this equality as a system of equations in \( u_{k-1} \), the above arguments show the existence of unique solution \( u_{k-1} > 0 \). Let \( x^T = (u_1^T, \ldots, u_{t+f}^T) \). Then \( Bx = rx \). \( \square \)
Corollary 6.4.6 Let \( A \in \mathbb{R}^{n \times n}_+ \). Then \( Ax = \rho(A)x, A^\top y = \rho(A)y \), where \( x, y > 0 \) if and only if:

1. The Frobenius normal form of \( A \), given by (6.4.3), is block diagonal, i.e. \( t = 0 \).
2. \( \rho(B_{11}) = \ldots = \rho(B_{ff}) \).

Theorem 6.4.7 Let \( A \in \mathbb{R}^{n \times n}_+ \). Assume that \( Ax = x \) for some \( x > 0 \).

Let \( B = [B_{ij}]_{i,j=1}^{t+f} \) be the Frobenius normal form of \( A \) given by (6.4.3). Denote \( B_k = [B^{(k)}_{ij}]_{i,j=1}^{t+f} \) for \( k = 1, 2, \ldots \). Then the block matrix form of \( B_k \) is of the form (6.4.3). Furthermore, the following conditions hold.

1. \( \lim_{k \to \infty} B^{(k)}_{ij} = 0 \) for \( i,j = 1, \ldots, t \).
2. \( A_k, k = 1, 2, \ldots, \) converge to a limit if and only if the matrices \( B_{ii} \) are primitive for \( i = t+1, \ldots, t+f \).
3. Assume that \( B_{ii} \) are primitive and \( B_{ii}u_i, v_i^\top \) for \( i = t+1, \ldots, t+f \). Then \( \lim_{k \to \infty} B^k = E \) of the form (6.4.3). Furthermore

   (a) \( E \) is a nonnegative projection, i.e \( E^2 = E \).
   (b) \( E_{ii} = u_i, v_i^\top \) for \( i = t+1, \ldots, t+f \), and \( E_{ij} = 0 \) for \( i, j = 1, \ldots, t \).
   (c) Let

   \[
   (6.4.5) \quad E = \begin{bmatrix} 0 & \tilde{E}_{12} \\ 0 & \tilde{E}_{22} \end{bmatrix}, \quad \tilde{E}_{12} = \begin{bmatrix} E^{(t+1)(t+1)}_{(t+1)} & \ldots & E^{(t+f)(t+f)}_{(t+f)} \end{bmatrix}, \quad \tilde{E}_{22} = \text{diag}(E^{(t+1)(t+1)}_{(t+1)} \ldots E^{(t+f)(t+f)}_{(t+f)}).
   \]

   Then \( \tilde{E}_{12} \tilde{E}_{22} = \tilde{E}_{12} \). In particular, each row \( r \) in a matrix \( E_{ij} \) where \( i \in [t] \) and \( j \in \{t+1, \ldots, t+f\} \), is of the form \( c_{r,ij} v_j^\top \) for some \( c_{r,ij} \geq 0 \) for \( j = t+1, \ldots, t+f \). Moreover, there exists \( j = j(r) > t \), such that \( c_{r,ij} > 0 \).

Proof. Since \( B \) is a block upper triangular, it follows that \( B^k \) is block upper triangular. Let \( B = \begin{bmatrix} B_{11} & B_{12} \\ 0 & B_{22} \end{bmatrix} \). Assume that \( B_{22} \) is block diagonal \( \text{diag}(B^{(t+1)(t+1)}_{(t+1)} \ldots B^{(t+f)(t+f)}_{(t+f)}) \). Hence \( \rho(B^{(t+i)(t+i)}) = 1 \) for
we have that

Furthermore, \( k \) is of the form (6.4.3). As \( \rho(B_{ii}) = 1 \) Theorem 3.3.2 yields that \( \lim_{k \to \infty} B_{ii}^k = 0 \). This implies 1.

Clearly, \( A^k, k = 1, 2, \ldots \) converges if and only if the sequence \( B^k, k = 1, 2, \ldots \) converges. Assume first that the second sequence converges. Assume that each \( \tilde{B}_{ii}^k, k = 1, 2, \ldots \), converge for \( i = [t + 1, t + f] \). Theorem 3.3.2 yields that the only eigenvalue of \( B_{ii} \) on the unit circle is 1. Since \( B_{ii} \) is irreducible and \( \rho(B_{ii}) = 1 \) for \( i \in [t + 1, t + f] \) we deduce that each \( B_{ii} \) is primitive.

Assume now that each \( B_{ii} \) is primitive. Hence, the algebraic multiplicity of the eigenvalue of 1 of \( B \) is \( f \). We claim that the geometric multiplicity of 1 is also \( f \). Let \( u_{t+1}, \ldots, u_{t+f} \) be defined as in 3. For any \( a_{t+1}, \ldots, a_{t+f} > 0 \) we have that \( B_{ii}(a_i u_i) = a_i u_i \) for \( i = t+1, \ldots, t+f \). From the proof of Theorem 6.4.5 it follows that \( B \) has a positive eigenvector \( x, Bx = x \), such that \( x^T = (x_1^T, \ldots, x_{t-1}^T, a_{t+1} u_{t+1}, \ldots, a_{t+f} u_{t+f}), x_i \in \mathbb{R}^+, i = 1, \ldots, t \). Hence the subspace of eigenvectors of \( B \) corresponding to the eigenvalue 1 has dimension \( f \) at least \( f \). Since the algebraic multiplicity of 1 is \( f \) it follows that the geometric multiplicity of 1 is \( f \). As all other eigenvalues \( \lambda \) of \( B \) satisfy \( |\lambda| < 1 \) Theorem 3.3.2 yields that \( \lim_{k \to \infty} B^k = E \). This implies 2. Furthermore, \( E \geq 0 \) is a projection. This shows 3a.

Assume that \( i \in \{t+1, \ldots, t+f\} \). As \( B_{ii} \) is primitive and \( \rho(B_{ii}) = 1 \) Theorem 3.3.2 yields \( \lim_{k \to \infty} B_{ii}^k = E_{ii} \). \( E_{ii} \geq 0 \) is a projection with only one eigenvalue equal to 1, which is simple. So rank \( E_{ii} \) is 1. Clearly \( E_{ii} u_i = u_i E_{ii}^T v_i = v_i \). Hence \( E_{ii} = t_i u_i v_i^T \). As \( E_{ii}^2 = E_{ii} \) we deduce \( t_i^2 = t_i \), i.e. \( t_i \in \{0, 1\} \). Since rank \( E_{ii} = 1 \) it follows that \( t_i = 1 \). 1. yields that \( E_{ij} = 0 \) for \( i, j \in [t] \). This shows 3b.

Let \( i \in [t] \). Recall that \( E_{ij} = 0 \) for \( j \in [t] \). Since \( Ex = x \) it follows that \( \sum_{j=t+1}^{t+f} E_{ij} u_j = u_i \). Hence for each \( i \in [t] \) and a given row \( r \) in matrices \( E_{it+1}, \ldots, E_{it+f} \), there exists \( j = j(r) > t \), such that \( E_{ij} \) has a positive element in row \( r \). Assume that \( E \) is of the form (6.4.5). As \( E^2 = E \) we deduce that \( E_{12} E_{22} = E_{12} \). As each row of \( E_{12} \) nonnegative and nonzero, it follows that each row of \( E_{12} \) is a nonnegative eigenvector of \( E_{22} \) corresponding to the eigenvalue 1. This shows 3c.

The following result characterize nonnegative projections:
Theorem 6.4.8 Let \( F \in \mathbb{R}^{n \times n} \) be a projection, i.e. \( F^2 = F \). Then \( F \) is permutationally similar to a nonnegative projection \( G \), i.e. \( G = PFP^\top \) for some \( P \in \mathcal{P}_n \), which has one of the following forms:

1. \( G_0 = 0_{n \times n} \).
2. (a) \( G_1 = \text{diag}(\mathbf{u}_1\mathbf{v}_1^\top, \ldots, \mathbf{u}_t\mathbf{v}_t^\top) \), where \( 0 < \mathbf{u}_i, \mathbf{v}_i \in \mathbb{R}^n_+, \mathbf{v}_i^\top\mathbf{u}_i = 1, i = 1, \ldots, t \).
   (b) \( G_2 = \begin{bmatrix} 0 & R \\ 0 & G_1 \end{bmatrix} \), where \( G_1 \in \mathbb{R}^{m \times m}, m \in [n-1] \), is of the form given in 2(a), and each \( k \)-row of \( R \) is of the form \( (r_{k1}\mathbf{v}_1^\top, \ldots, r_{kt}\mathbf{v}_t^\top) \), where \( (r_{k1}, \ldots, r_{kt}) \geq 0^\top \).
   (c) \( G_3 = \left[ \begin{array}{cc} T & H \\ 0 & 0 \end{array} \right] \), where \( T \in \mathbb{R}^{m \times m}, m \in [n-1] \), has the form either 2(a) or 2(b), and each column of \( H \) is either a zero vector or a nonnegative eigenvector of \( T \) corresponding to the eigenvalue 1.

Proof. If \( F = 0 \) then we have the case 1. Assume that \( F \neq 0 \). Since \( FF = F \) it follows that each column of \( F \) is either zero or a nonnegative eigenvector of \( F \) corresponding to the eigenvalue 1.

Assume first that \( F \) does not have a zero row. Let \( \mathbf{x} \) be the sum of all columns of \( F \). Then \( \mathbf{x} > 0 \) and \( FX = \mathbf{x} \). Hence \( F \) satisfies the assumption of Theorem 6.4.7. Let \( G = PFP^\top \) be the Frobenius normal form of \( F \). Clearly, \( G^k = G \). Hence \( G = E \), where \( E \) is the projection given in Theorem 6.4.7. If \( t = 0 \) then we have the case 2(a). If \( t \geq 1 \) then \( G \) has the form 2(b).

Assume now that \( F \) has exactly \( n - m \) zero rows for some \( m \in [n-1] \). Let \( F_1 = P_1FP_1^\top \) such that the last \( n - m \) rows of \( F_1 \) are zero for some \( P_1 \in \mathcal{P}_n \). Let \( \mathbf{x} \) be the sum of all columns of \( P_1 \). Then \( \mathbf{x}^\top = (\mathbf{x}_1^\top, 0_{n-m}^\top) \), \( 0 < \mathbf{x}_1 \in \mathbb{R}^m_+ \) and \( F_1\mathbf{x} = \mathbf{x} \). Let \( F_1 = \begin{bmatrix} F_{11} & F_{12} \\ 0 & 0 \end{bmatrix} \). Then

\[
F_{11}\mathbf{x}_1 = \mathbf{x}_1, \quad F_{11}^2 = F_{11}, \quad F_{11}F_{12} = F_{12}.
\]

Hence \( F_{11} \) satisfies the assumption of Theorem 6.4.7. Let \( G_3 = P_2F_1P_2^\top \), where \( P_2 \in \mathcal{P}_n \) is a permutation that acts as identity on the last \( n - m \) coordinates of a vector \( \mathbf{y} \), such that \( T \) is the Frobenius normal form of \( F_{11} \). Hence \( T \) has the form either 2(a) or 2(b). Furthermore \( TH = H \). Let \( \mathbf{y} \) be a column of \( H \). Then \( Ty = \mathbf{y} \). Hence either \( \mathbf{y} = 0 \) or \( \mathbf{y} \) is a nonnegative eigenvector of \( T \) corresponding to the eigenvalue 1. \( \square \)
Theorem 6.4.9 Let $A \in \mathbb{R}^{n \times n}_+$. Then
\[
(6.4.7) \quad \rho(A) = \limsup_{m \to \infty} (\text{tr} A^m)^{\frac{1}{m}}.
\]

Proof. Clearly, for any $B \in \mathbb{C}^{n \times n}$, $|\text{tr} B| = \left|\sum_{i=1}^{n} \lambda_i(B)\right|$. Hence $|\text{tr} B| \leq n \rho(B)$. Therefore, $\text{tr} A^m = |\text{tr} A^m| \leq n \rho(A)^m$. Thus, 
\[
(\text{tr} A^m)^{\frac{1}{m}} \leq n^{\frac{1}{m}} \rho(A).
\]
Therefore, $\limsup_{m \to \infty} (\text{tr} A^m)^{\frac{1}{m}} \leq \rho(A)$. It is left to show the opposite inequality.

Assume first that $A$ is an irreducible and primitive. Let $A u = \rho(A) u$, $A^\top v = \rho(A) v$, $0 < u, v$, $v^\top u = 1$. Theorem 6.4.7 yields that $\lim_{m \to \infty} \frac{1}{\rho(A)^m} A^m u = v^\top$. Hence for $m > M$ we have:
\[
\text{tr} A^m \geq \rho(A)^m \frac{1}{2} \text{tr} uv^\top = \frac{\rho(A)^m}{2} \Rightarrow \lim_{m \to \infty} (\text{tr} A^m)^{\frac{1}{m}} \geq \rho(A).
\]
Assume that $A$ is an irreducible and imprimitive. If $A$ is a $1 \times 1$ zero matrix, then (6.4.7) trivially holds. Assume that $n > 1$. Without loss of generality we can assume that $A$ is of the form given in Theorem 6.2.1 part 5d. Then $A^h = \text{diag}(B_1, \ldots, B_h)$, where each $B_j$ is primitive and $\rho(B_j) = \rho(A)^h$, see Lemma 6.2.9. So $\text{tr} A^h = \sum_{j=1}^{h} \text{tr} B^h_j$. Since each $B_j$ is primitive and irreducible, we deduce from the previous arguments that $\lim_{m \to \infty} (\text{tr} A^h)^{\frac{1}{h}} = \rho(A)$. Hence (6.4.7) holds in this case too.

Assume now that $A$ is not irreducible. Without loss of generality we can assume that $A$ is in the Frobenius form (6.4.3). Then there exists $i \in [t+f]$ such that $\rho(A) = \rho(B_{ii})$. Clearly
\[
(\text{tr} A^m)^{\frac{1}{m}} = (\sum_{j=1}^{t+f} \text{tr} B_{jj}^m)^{\frac{1}{m}} \geq (\text{tr} B_{ii}^m)^{\frac{1}{m}} \Rightarrow \limsup_{m \to \infty} (\text{tr} A^m)^{\frac{1}{m}} \geq \limsup_{m \to \infty} (\text{tr} B_{ii}^m)^{\frac{1}{m}} = \rho(B_{ii}) = \rho(A).
\]

Problems

1. Let $A \in \mathbb{R}^{n \times n}$. Show that $\det((I - A)) > 0$ for $t > \rho(A)$.

6.5 Stochastic matrices and Markov Chains

Definition 6.5.1 A matrix $S$ is called a stochastic matrix if $S \in \mathbb{R}^{n \times n}_+$, for some integer $n \geq 1$, and $S \mathbf{1} = \mathbf{1}$. Denote by $\mathcal{S}_n \subset \mathbb{R}^{n \times n}_+$ the set of $n \times n$ stochastic matrices.
Note that $A \in \mathbb{R}^{n \times n}$ is a stochastic matrix, if and only if each row of $A$ is a probability vector. Furthermore, $S_n$ is compact semigroup with respect to the product of matrices, see Problem 1.

**Definition 6.5.2** Let $A \in S_n$.

1. Let $B$ be the Frobenius normal form of $A$ given by (6.4.3). Denote by $V_1, \ldots, V_{t+f}$ the partition of $[n]$ corresponding the partition of $B$. $i \in V_j$ is called a final state if $j \in \{t + 1, \ldots, t + f\}$ and a transient state if $j \in [t]$. $V_{t+1}, \ldots, V_{t+f}$ and $V_1, \ldots, V_t$ are called the final and the transient classes of $A$ respectively.

2. $\pi \in \Pi_n$ is called a stationary distribution of $A$ if $\pi^\top A = \pi^\top$.

**Theorem 6.5.3** Let $A$ be a stochastic matrix. Then

1. $\rho(A) = 1$.

2. The algebraic multiplicity of the eigenvalue 1 is equal to $f$: the number of final classes of $A$. The geometric multiplicity of 1 is $f$.

3. The set of stationary distributions of $A$ is a convex set spanned by the stationary distributions corresponding to the final classes of $A$. In particular, the stationary distribution is unique, if and only if $f = 1$.

4. Assume that $\lambda$ is an eigenvalue of $S$ such that $|\lambda| = 1$ and $\lambda \neq 1$. Then

   (a) $\lambda$ is an $m$-th root of unity, where $m$ divides the cardinality of some final class of $A$.

   (b) All other $m$-th roots if unity are eigenvalues of $A$.

   (c) Let $m(\lambda)$ be the algebraic multiplicity of $\lambda$. Then $m(\lambda) \leq f$. Furthermore, the geometric multiplicity of $\lambda$ is $m(\lambda)$.

**Proof.** In what follows we apply Theorem 6.4.5. As $A 1 = 1$ it follows that $\rho(A) = 1$.

Assume that $B$ is the Frobenius normal of $A$ given by (6.4.3). Since $B$ is stochastic and similar to $A$ by a permutation matrix, it is enough to prove the other statements of the theorem for $A = B$. Recall that $\rho(B_{ii}) < 1$ for $i \in [t]$ and $\rho(B_{ii}) = 1$ for $i = t + 1, \ldots, t + f$. As each $B_{ii}$ is irreducible it follows that 1 is a simple eigenvalue of $B_{ii}$ for $i = t + 1, \ldots, t + f$. Hence the algebraic multiplicity of $\lambda = 1$ is $f$.

Recall that the geometric multiplicity $\lambda$ of an eigenvalue $\lambda$ of $B$ is equal to the geometric multiplicity of $\lambda$ in $B^\top$. (It is equal to the number of
Jordan blocks corresponding to \( \lambda \) in the Jordan canonical form of \( B \).) Recall that \( B_{ii} \in \mathbb{R}^{n_i \times n_i} \) is irreducible for \( i \in \{t+1, \ldots, t+f\} \). Hence \( B_{ii} \) has a unique stationary distribution \( \pi_i \in \Pi_{n_i} \) for \( i > t \). Let

\[
(6.5.1) \quad x_i := (0^\top_{n_i}, \ldots, 0^\top_{n_{t-i}}, \pi_i^\top, 0_{n_{t-i+1}}, \ldots, 0_{n_{t+f}}^\top)^\top, \quad i = t+1, \ldots, t+f.
\]

Then \( x_i \) is a stationary distribution of \( B \). We call \( x_i \) the stationary distribution of \( B \), or \( B \), induced by the final class \( V_i \). Clearly, \( x_{t+1}, \ldots, x_{t+f} \) are \( f \) linearly independent eigenvectors of \( B^\top \) corresponding to \( \lambda = 1 \). Hence the geometric multiplicity of \( \lambda = 1 \).

Assume that \( \pi \) is a stationary distribution of \( B \). So \( B^\top \pi = \pi \). Hence 
\[
\pi = \sum_{i=t+1}^{f} c_i x_i.
\]
Since \( \pi \in \Pi_n \) and \( x_{t+1}, \ldots, x_{t+f} \) are of the form (6.5.1) it follows that \( c_i \geq 0 \) for \( i = t+1, \ldots, t+f \) and \( c_{t+1} + \cdots + c_{t+f} = 1 \).

That is, \( \pi \) is in the convex set spanned by stationary distributions of \( B \) corresponding to final classes of \( B \). Vice versa, if \( \pi \) is in the convex set spanned by stationary distributions of \( B \) corresponding to final classes of \( B \) then \( \pi \) is a stationary distribution of \( B \).

Assume that \( \lambda \) is an eigenvalue of \( B \), such that \( |\lambda| = 1 \) and \( \lambda \neq 1 \). Hence \( \lambda \) is an eigenvalue of some \( B_{ii} \in \mathbb{R}^{n_i \times n_i} \) for \( i \in \{t+1, \ldots, t+f\} \). Since \( B_{ii} \) is an irreducible stochastic matrix Perron-Frobenius theorem yield that that all eigenvalues of \( B_{ii} \) are \( n_i \)-th roots of unity, where \( m \) divides \( n_i = \#V_i \).

Furthermore, \( \lambda \) is a simple eigenvalue of \( B_{ii} \). Hence \( m(\lambda) \leq f \). The proof that \( m(\lambda) \) is the geometric multiplicity of \( \lambda \) is similar to the proof that the geometric multiplicity of \( \lambda = 1 \) is \( f \).

The following lemma is straightforward, see Problem 2.

**Lemma 6.5.4** Let \( A \in \mathbb{R}^{n \times n}_+ \). Then \( A = DSD^{-1} \) for some \( S \in S_n \) and a diagonal matrix \( D \in \mathbb{R}^{n \times n}_+ \) with positive diagonal entries if and only if \( Ax = x \) for some positive \( x \in \mathbb{R}^n \).

**Definition 6.5.5** Let \( S \in S_n \) be irreducible. We will assume the normalization that the eigenvector of \( S \) and \( S^\top \) corresponding to the eigenvalue 1 are of the form \( 1 = 1_n \in \mathbb{R}^n_+ \) and \( \pi \in \Pi_n \), the stationary distribution of \( A \) respectively, unless stated otherwise.

Theorem 6.4.7 yields:

**Theorem 6.5.6** Let \( A \in S_n \). Denote by \( B = [B_{ij}]_{i,j=1}^{t+f} \) the Frobenius normal form of \( A \) given by (6.4.3). Then \( B, B_{(t+1)(t+1)}, \ldots, B_{(t+f)(t+f)} \) are stochastic. The sequence \( A^k, k \in \mathbb{N} \) converges if and only if \( B_{(t+1)(t+1)}, \ldots, B_{(t+f)(t+f)} \) are primitive. Assume that \( B_{(t+1)(t+1)}, \ldots, B_{(t+f)(t+f)} \) are primitive. Then \( \lim_{k \to \infty} B^k = E \), where \( E \) is stochastic matrix satisfying the conditions 3 of Theorem 6.4.7. Furthermore, in condition 3(b) we can assume that \( u_i = 1_{n_i}, v_i \in \Pi_{n_i} \) for \( i = t+1, \ldots, t+f \).
Clearly, \( \pi_{\text{diag}(A)} \) is a diagonal matrix, called the stochastic matrix induced by \( C \). Assume that \( r_i(C) > 0 \) for \( i \in [n] \). Then \( A := R(C)^{-1}C \) is a stochastic matrix, called the Frobenius normal form of \( A \) is a stationary distribution of stochastic \( C \).

\[ 1 \] a symmetrically induced stochastic matrix. Let \( \pi_{\text{diag}(A)} \) be the unique stationary distribution of \( B_{i\bar{i}} \). Then a nonnegative symmetric matrix \( C_1 \) induces \( A_1 \) if and only if \( C_1 = \text{diag}(a_1 D(\pi_1) B_{11}, \ldots, a_f D(\pi_f) B_{ff}) \) for some \( a_1, \ldots, a_f > 0 \).

4. \( A \) is symmetrically induced if and only if the following conditions hold:

There exists a positive stationary distribution \( \pi = (\pi_1, \ldots, \pi_n)^T \) of \( A \) such that \( \pi_{a_{ij}} = \pi_{a_{ji}} \) for all \( i, j \in [n] \).

\[ \text{Proof.} \] 1. is straightforward. 2. Assume that \( C \) is symmetric with no zero row. So the sum of the \( i \)-th column is \( r_i(C) \). Hence

\[ \gamma 1^\top C = \pi(C)^\top = \pi(C)A, \quad \gamma := \frac{1}{\sum_{i=1}^n r_i(C)}. \]

3. Assume that \( A \) is induced by a symmetric \( C \). Then \( D(A) = D(C) \).

Clearly, \( D(A) \) is combinatorially symmetric. \( D(C) \) induces a simple graph \( G(C) \), where we ignore the loops. So \( G(C) \) is a union of \( f \) connected simple graphs. This shows that the Frobenius normal form of \( A \) is \( B = \text{diag}(B_{11}, \ldots, B_{ff}) \), where each \( B_{i\bar{i}} \) is irreducible and combinatorially symmetric. Without loss of generality we may assume that \( A = B \). Then \( C = \text{diag}(C_1, \ldots, C_f) \) and \( C_i = [c_{pq,ij}]_{p=1}^{n_i} \) induces \( B_{i\bar{i}} \in S_{n_i} \) for \( i \in [f] \).

Let \( \pi(C_i) = (\pi_{1,i}, \ldots, \pi_{n_i,i})^T \) be the unique stationary distribution of \( B_{i\bar{i}} \) as...
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given in 2. Then \( D(\pi_1)B_{ii} = \gamma C_i \). Suppose that \( F_i = [f_{pq,i}]_{p,q=1}^{n_i} \in \mathbb{R}^{n_i \times n_i} \) is a symmetric matrix that induces \( B_{ii} \). 1. yields that there exists diagonal matrix \( D_i = \text{diag}(d_{1,i},...,d_{n_i,i}) \) with positive diagonal entries so that \( F_i = D_i \gamma D(\pi_1)B_{ii} = D_i C_i \). It is left to show that \( d_{1,i} = \ldots = d_{n_i,i} \). Suppose that \( c_{pq,i} > 0 \) for \( p \neq q \). Since \( F_i \) is symmetric it follows that \( d_{p,i} = d_{q,i} \). As the induced simple graph \( G(C_i) \) is connected it follows that \( d_{1,i} = \ldots = d_{n_i,i} = b_i \). Suppose that a symmetric \( F \) induces \( A \). Then \( F = \text{diag}(F_1,...,F_s) \). The previous argument shows that \( F_i = b_i C_i \) for some \( b_i > 0 \). Hence \( F = \text{diag}(a_1 \gamma C_1,...,a_f \gamma C_f) \) as claimed.

4. Assume that \( A \) is induced by a symmetric \( C \). Then \( A_1 = P A P^\top = \text{diag}(B_{11},...,B_{ff}) \) for some permutation matrix \( P \), and \( D(\pi(B_{ij}))B_{ij} \) are symmetric for \( i \in [f] \). 2. shows that \( \pi(C) \) is a positive stationary distribution of \( A \). Part 3. of Theorem 6.5.3 yields that \( \pi(C) = (\pi_1,\ldots,\pi_n)^\top = (c_1 \pi(B_{11})^\top,...,c_f \pi(B_{ff})^\top)^\top \) for some \( c_1,...,c_f > 0 \), which satisfy \( \sum_{f=1}^{f} c_i = 1 \). Since each \( D(\pi(B_{ij}))B_{ij} \) is symmetric it follows that \( \pi_p a_{pq} = \pi_q a_{qp} \) if \( p,q \in V_i \), where \( V_i \subset [n] \) induces the finite class corresponding to \( B_{ii} \). If \( p \) and \( q \) belong to different finite classes then \( a_{pq} = a_{qp} = 0 \). Hence the conditions of 4. hold.

Assume now that the conditions 4) hold. So \( C = D(\pi)A \) is a symmetric matrix. Clearly, \( C \) induces \( A \).

We now recall the classical connection between the stochastic matrices and Markov chains. To each probability vector \( \pi = (\pi_1,\ldots,\pi_n)^\top \in \Pi_n \) we associated a random variable \( X \), which takes values in the set \([n]\), such that \( P(X = i) = \pi_i \) for \( i = 1,\ldots,n \). Then \( \pi(X) := \pi \) is called the distribution of \( X \).

Assume that we are given a sequence of random variables \( X_0,X_1,\ldots \) each taking values in the set \([n]\). Let \( s_{ij}^{(k)} \) be the conditional probability of \( X_k = j \) given that \( X_{k-1} = i \):

\[
(6.5.2) \quad s_{ij}^{(k)} := P(X_k = j | X_{k-1} = i), \quad i,j = 1,\ldots,n, \quad k = 1,\ldots
\]

Clearly, \( S_k = [s_{ij}^{(k)}]_{i,j=1}^{n} \) is a stochastic matrix for \( k = 1,\ldots \).

**Definition 6.5.9** Let \( X_0,X_1,\ldots \) be a sequence of random variables taking values in \([n]\). Then

1. \( X_0,X_1,\ldots \) is called a homogeneous Markov chain if

\[
P(X_k = j_k | X_{k-1} = j_{k-1},\ldots,X_0 = j_0) = P(X_1 = j_k | X_0 = j_{k-1})
\]

for \( k = 1,2,\ldots \).
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2. $X_0, X_1, \ldots$ is called a nonhomogeneous Markov chain if
   \[ P(X_k = j_k | X_{k-1} = j_{k-1}, \ldots, X_0 = j_0) = P(X_k = j_k | X_{k-1} = j_{k-1}) \]
   for $k = 1, 2, \ldots$. (Note that a homogeneous Markov chain is a special case of nonhomogeneous Markov chain.)

3. A nonhomogeneous Markov chain is called reversible if there exists $\pi = (\pi_1, \ldots, \pi_n) \in \Pi_n$ such that
   \[ \pi_i P(X_k = j | X_{k-1} = i) = \pi_j P(X_k = i | X_{k-1} = j) \]
   for $k = 1, 2, \ldots$.

4. Assume that $X_0, X_1, \ldots$ is a nonhomogeneous Markov chain. $\pi \in \Pi_n$ is called a stationary distribution if the assumption that $\pi(X_0) = \pi$ yields that $\pi(X_k) = \pi$ for $k \in \mathbb{N}$. Markov chain is said to have a limiting distribution if the limit $\pi_\infty := \lim_{k \to \infty} \pi(X_k)$ exists for some $\pi(X_0)$. If $\pi_\infty$ exists for each $\pi(X_0) \in \Pi_n$ and does not depend on $\pi(X_0)$ then $\pi_\infty$ is called the unique limiting distribution of the Markov chain.

The following lemma is straightforward, see Problem 4.

**Lemma 6.5.10** Let $X_0, X_1, \ldots$ be a sequence of random variables taking values in $[n]$. Let $\pi_k := \pi(X_k)$ be the distribution of $X_k$ for $k = 0, 1, \ldots$. Assume that $X_0, X_1, \ldots$ is a nonhomogeneous Markov chain. Then

1. $\pi_k^T = \pi_0^T S_1 \cdots S_k$ for $k = 1, \ldots$, where $S_k$ are defined by (6.5.2).
2. If $X_0, X_1, \ldots$ is a homogeneous Markov process, i.e. $S_k = S, k = 1, 2, \ldots$, then $\pi_k^T = \pi_0^T S^k$ for $k = 1, \ldots$.
3. Assume that $X_0, X_1, \ldots$ is a reversible Markov chain with respect to $\pi$. Then $\pi$ is a stationary distribution of $S_k$ for $k = 1, \ldots$. Furthermore $\pi_i s_{ij}^{(k)} = \pi_j s_{ji}^{(k)}$ for $i, j \in [n]$ and $k \in \mathbb{N}$.

**Theorem 6.5.11** Let $X_0, X_1, \ldots$, be a homogeneous Markov chain on $[n]$, given by a stochastic matrix $S = [s_{ij}] \in S_n$. Let $D(S)$ and $D_r(S)$ be the digraph and the reduced digraph corresponding to $S$. Label the vertices of the reduced graph $D_r(S)$ by $\{1, \ldots, t + f\}$. Let $V_1, \ldots, V_{t+f}$ be the decomposition of $[n]$ to the strongly connected components of the digraph $D(S)$. Assume that $B = PSP^T, P \in \mathcal{P}_n$ is given by the form (6.4.3). The vertices, (states), in $\cup_{i=1}^t V_i$ are called the transient vertices, (states). (Note that if $t = 0$ then no transient vertices exist.) The sets $V_1, \ldots, V_t$ are called
the transient classes. The vertices, (states), in $\bigcup_{i=t+1}^{f+1} V_i$ are called the final vertices, (states). $V_{t+1}, \ldots, V_{t+f}$ are called the final classes. Furthermore the following conditions hold.

1. The Markov chain is reversible if and only if $B_{ii}$ is symmetrically induced for some $i \in \{t+1, \ldots, t+f\}$.

2. The Markov chain is reversible with respect to a positive distribution if and only if $A$ is symmetrically induced.

3. For each $i \in \bigcup_{j=1}^{f} V_j$ $\lim_{k \to \infty} P(X_k = i) = 0$.

4. Any stationary distribution $\pi$ of $S$ is a limiting distribution for $\pi(X_0) = \pi$.

5. The set of limiting distributions of the Markov chain is the set of stationary distributions.

6. For each $\pi(X_0)$ the limiting distribution exists if and only if each $B_{ii}$ is primitive for $i = t + 1, \ldots, t + f$.

7. The Markov chain has a unique limiting distribution if and only if $f = 1$ and $B_{(t+1)(t+1)}$ is primitive.

**Proof.** Without loss of generality we may assume that $S = B$. Assume that the Markov chain is reversible with respect $\pi = (\pi_1, \ldots, \pi_n) \in \Pi_n$. Lemma 6.5.10 yields that $\pi$ is a stationary distribution of $B$. Theorem 6.5.3 claims that $\pi$ is supported on the final classes $V_{t+1}, \ldots, V_{t+f}$. Suppose that the support of $\pi$ is on $V_{t+i_1}, \ldots, V_{t+i_u}$ for $1 \leq i_1 < \ldots < i_u \leq f$, i.e. $\pi_i = 0$ for $i \in [n] \setminus \bigcup_{j=1}^{f} V_{t+i_j}$. The proof of Theorem 6.5.3 yields that $\pi_i > 0$ if $i \in V_{t+i_j}$ for $j \in [f]$. Let $B' = \left[ b'_{ij} \right]_{i,j=1}^{n} = \text{diag}(B_{(t+i_1)(t+i_1)}, \ldots, B_{(t+i_u)(t+i_u)})$ and let $\pi' = (\pi'_1, \ldots, \pi'_n)^T$ be the restriction of $\pi$ to $\bigcup_{j=1}^{f} V_{t+i_j}$. Then $D(\pi') B'$ is symmetric. Hence $B'$ is symmetrically induced. In particular, each $B_{(t+i_j)(t+i_j)}$ is symmetrically induced.

Vice versa, assume that $B_{(t+i)(t+i)}$ is symmetrically induced for some $i \in [f]$. Let $\pi$ be the stationary distribution of $B$ supported on $V_{t+i}$. It is straightforward to show that $B$ is reversible with respect to $\pi$. This shows 1.

Suppose that the Markov chain is reversible with respect to a positive distribution. Hence $D(\pi) A$ is symmetric and $A$ is symmetrically induced. Vice versa, if $A$ is induced by a symmetric $C$ then $\pi(C)$ is a positive stationary distribution of $A$. This shows 2.
Let $\pi(X_k)^T = \pi_k^T = (\pi_{1,k}, \ldots, \pi_{t,k,f,k})$ for $k = 0, 1, \ldots$. From the proof of Theorem 6.4.7 we deduce that

$$\pi_{i,k} = \sum_{j=1}^{t} \pi_{j,0} B_{j|i}^{(k)}, \text{ for } i = 1, \ldots, t.$$ 

In view of part 1 of Theorem 6.4.7 we deduce that $\lim_{k \to \infty} \pi_{i,k} = 0$ for $i = 1, \ldots, t$. This proves part 3.

4. follows from Lemma 6.5.10.

Clearly, any limit distribution is a stationary distribution. Combine that with 4. to deduce 5.

Suppose that $\pi_0^T = (\pi_{1,0}, \ldots, \pi_{t,0}^T)$ is supported only on $V_{t+i}$ for some $i \in [f]$. That is $\pi_{j,0} = 0$ if $j \not\in V_{t+i}$. Then each $\pi_k$ is supported on $V_{t+i}$. Furthermore, $\pi_{t+i,k} = \pi_{t+i,0}^{(k)} B_{t+i}(t+i)$. Assume that $B_{t+i}(t+i)$ is imprimitive. Choose $\pi_{t+i,0}$ to have one nonzero coordinate to be 1 and all other coordinates to be zero. Assuming that $B_{t+i}(t+i)$ has the form given in 5d of Theorem 6.2.1, we see that there no is limit distribution. Hence, to have the limit distribution for each $\pi_0$ we must assume that $B_{t+i}(t+i)$ is primitive for $i = 1, \ldots, f$.

Assume that $B_{t+i}(t+i)$ is primitive for $i = 1, \ldots, f$. Then Theorem 6.5.6 implies that $\pi_\infty^T = \pi_0^T E$, where $E = \lim_{k \to \infty} B^k$ is the stochastic projection. This establishes 6.

As we pointed out before if we assume that $\pi_0$ is supported only on $V_{t+i}$ then the limit probability is also supported on $V_{t+i}$. Hence, to have a unique stationary distribution we must have that $f = 1$.

Assume that $f = 1$. Then $\lim_{k \to \infty} B_{t+i}(t+i) = 1_{t+i}, \pi_{t+i}^T$. Observe that the limit probability is $\pi_0^T E = (\pi_0^T E) E$. Since $\pi_0^T E$ is supported only on $V_{t+1}$ it follows that $\pi_0^T E^2 = (0^T, \ldots, 0^T, \pi_{t+1})$, which is independent of $\pi_0$. This shows 7. □

The proof of the above theorem yields the well known result.

**Corollary 6.5.12** Let $X_0, X_1, \ldots$, be a homogeneous Markov chain on $[n]$, given by a primitive stochastic matrix $S = [s_{ij}] \in S_n$. Assume that $\pi \in \Pi_n$ is the unique stationary distribution of $S$. Then this Markov chain has a unique limiting distribution equal to $\pi$.

A stronger result is proven in [Fri06].

**Theorem 6.5.13** Let $X_0, X_1, \ldots$, be a nonhomogeneous Markov chain on $[n]$, given by the sequence of stochastic matrices $S_1, S_2, \ldots$, defined in (6.5.2). Assume that $\lim_{k \to \infty} S_k = S$, where $S$ is a primitive stochastic
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matrix with a stationary distribution \( \pi \). Then the given nonhomogeneous Markov chain has a unique limiting distribution equal to \( \pi \).

We close this section with Google’s Page Ranking. Let \( n \) be the current number of Web pages. (Currently around a few billions.) Then \( S = [s_{ij}] \in S_n \) is defined as follows. Let \( A(i) \subseteq [n] \) be the set of all pages accessible from the Web page \( i \). Assume first that \( i \) is a dangling Web page, i.e. \( A(i) = \emptyset \). Then \( s_{ij} = \frac{1}{n} \) for \( j = 1, \ldots, n \). Assume now that \( n_i = \#A(i) \geq 1 \). Then \( s_{ij} = \frac{1}{n_i} \) if \( j \in A(i) \) and otherwise \( s_{ij} = 0 \). Let \( 0 < \omega \in \Pi_n, t \in (0,1) \). Then the Google positive stochastic matrix is given by

\[
G = tS + (1 - t)1\omega^\top.
\]

It is rumored that \( t \sim 0.85 \). Then the stationary distribution corresponding to \( G \) is given by \( G^\top \pi = \pi \in \Pi_n \). The coordinates of \( \pi = (\pi_1, \ldots, \pi_n)^\top \) constitute Google’s popularity score of each Web page. I.e. if \( \pi_i > \pi_j \), then Web page \( i \) is more popular than Web page \( j \).

A reasonable choice of \( \omega \) would be the stationary distribution of yesterday Google stochastic matrix. To find the stationary distribution \( \pi \) one can iterate several times the equality

\[
\pi_k^\top = \pi_{k-1}^\top G, \quad k = 1, \ldots, N.
\]

Then \( \pi_N \) would be a good approximation of \( \pi \). One can choose \( \pi_0 = \omega \).

Problems

1. Show

(a) If \( S_1, S_2 \in S_n \) then \( S_1S_2 \in S_n \).
(b) \( PS_n = S_nP = S_n \) for any \( P \in \mathcal{P}_n \).
(c) \( S_n \) is a compact set in \( \mathbb{R}^{n \times n}_+ \).

2. Prove Lemma 6.5.4.

3. Let \( A, B \in \mathbb{C}^{n \times n} \), and assume that \( A \) and \( B \) are similar. I.e. \( A = TBT^{-1} \) for some invertible \( T \). Then the sequence \( A^k, k = 1, 2, \ldots \), converges if and only if \( B^k, k = 1, 2, \ldots \), converges.

4. Prove Lemma 6.5.10.
6.6 Friedland-Karlin results

**Definition 6.6.1** Let \( B = [b_{ij}]_{i,j=1}^{n} \in \mathbb{R}^{n \times n} \). \( B \) is called a Z-matrix if \( b_{ij} \leq 0 \) for each \( i \neq j \). \( B \) is called an M-matrix if \( B = rI - A \) where \( A \in \mathbb{R}^{n \times n} \) and \( r \geq \rho(A) \). \( B \) is called a singular M-matrix if \( B = \rho(A)I - A \).

The following result is straightforward, see Problem 1.

**Lemma 6.6.2** Let \( B = [b_{ij}] \in \mathbb{R}^{n \times n} \) be a Z-matrix. Let \( C = [c_{ij}] \in \mathbb{R}^{n \times n} \) be defined as follows. \( c_{ij} = -b_{ij} \) for each \( i \neq j \) and \( c_{ii} = r_{0} - b_{ii} \) for \( i = 1, \ldots, n \), where \( r_{0} = \max_{i \in [n]} b_{ii} \). Then \( B = r_{0}I - C \). Furthermore, \( B = rI - A \) for some \( A \in \mathbb{R}^{n \times n} \) if and only if \( r = r_{0} + t, A = tI + C \) for some \( t \geq 0 \).

**Theorem 6.6.3** Let \( B \in \mathbb{R}^{n \times n} \) be a Z-matrix. Then TFAE.

1. \( B \) is an M-matrix.
2. All principal minors of \( B \) are nonnegative.
3. The sum of all \( k \times k \) principal minors of \( B \) are nonnegative for \( k = 1, \ldots, n \).
4. For each \( t > 0 \) there exists \( 0 < x \in \mathbb{R}^{n} \), which may depend on \( t \), such that \( Bx \geq tx \).

**Proof.** 1 \( \Rightarrow \) 2. We first show that \( \det B \geq 0 \). Let \( \lambda_{1}(A), \ldots, \lambda_{n}(A) \) be the eigenvalues of \( A \). Assume that \( \lambda_{1}(A) \) is real. Then \( r - \lambda_{1}(A) \geq \rho(A) - \lambda_{1}(A) \geq 0 \). Assume that \( \lambda_{1}(A) \) is complex. Since \( A \) is a real valued matrix, \( \lambda_{1}(A) \) is also an eigenvalue of \( A \). Hence \( (r - \lambda_{1}(A))(r - \lambda_{1}(A)) = |r - \lambda_{1}(A)|^{2} > 0 \). Since \( \det B = \prod_{i=1}^{n}(r - \lambda_{i}(A)) \), we deduce that \( \det B \geq 0 \). Let \( B' \) be a principal submatrix of \( B \). Then \( B' = rI - A' \), where \( A' \) is a corresponding principal submatrix of \( A \) and \( I' \) is the identity matrix of the corresponding order. Part 2 of Proposition 6.4.2 implies that \( \rho(A) \geq \rho(A') \). So \( B' \) is an M-matrix, Hence \( \det B' \geq 0 \).

2 \( \Rightarrow \) 3. Trivial.

3 \( \Rightarrow \) 1. Let \( \det (tI + B) = t^{n} + \sum_{i=k}^{n} \beta_{k}t^{n-k} \). Then \( \beta_{k} \) is the sum of all principal minors of \( B \) of order \( k \). Hence \( \beta_{k} \geq 0 \) for \( k = 1, \ldots, n \). Therefore \( 0 < \det (tI + B) = \det ((t + r)I - A) \) for \( t > 0 \). Recall that \( \det (\rho(A)I - A) = 0 \). Thus \( t + r > \rho(A) \) for any \( t > 0 \). So \( r \geq \rho(A) \), i.e. \( B \) is an M-matrix.

1 \( \Rightarrow \) 4. Let \( t > 0 \). Use the Neumann expansion (6.4.2) to deduce that \( (tI + B)^{-1} \geq \frac{1}{t}I \). So for any \( y > 0 \) \( x := (tI + B)^{-1}y > 0 \). So \( y = (tI + B)x \geq 0 \).
4 \Rightarrow 1$. By considering $PBP^T = rI - PAP^T$ we may assume that $A = [A_{ij}]_{i,j=1}^{t+r}$ is in the Frobenius normal form (6.4.3). Let $Bx \geq -tx$. Partition $x^T = (x_1^T, \ldots, x_{t+r}^T)$. Hence $(t+r)x_i \geq A_ix_i$. Problem 6.2.11 yields that $t + r \geq \rho(A_{ii})$ for $i = 1, \ldots, t + f$. Hence $t + r \geq \rho(A)$. Since $t > 0$ was arbitrary we deduce that $r \geq \rho(A)$.

**Corollary 6.6.4** Let $B$ be a Z-matrix. Assume that there exist $x > 0$ such that $Bx \geq 0$. Then $B$ is an M-matrix.

Theorem 4.4.2 yields:

**Lemma 6.6.5** Let $B = [b_{ij}]_{i,j=1}^{n}$ be real symmetric matrix with the eigenvalues $\lambda_1(B) \geq \ldots \geq \lambda_n(B)$. Assume that $\lambda_n(B)$ is a simple eigenvalue, i.e., $\lambda_{n-1}(B) > \lambda_n(B)$. Suppose that $Bx = \lambda_n(B)x$, where $x \in \mathbb{R}^n$, $x^T x = 1$. Let $U \subset \mathbb{R}^n$ be a subspace which does not contain $x$. Then

\begin{equation}
\min_{y \in U, y^T y = 1} y^T By > \lambda_n(B).
\end{equation}

**Corollary 6.6.6** Let $B \in \mathbb{R}^{n \times n}$ be an M-singular symmetric matrix of the form $B = \rho(C)I - C$, where $C$ is a nonnegative irreducible symmetric matrix. Let $U = \{y \in \mathbb{R}^n, 1^T y = 0\}$. Then $\lambda_n(B) = 0$ is a simple eigenvalue, and (6.6.1) hold.

**Theorem 6.6.7** Let $D \subset \mathbb{R}^m$ be a bounded domain. Assume that $f \in C^2(D)$. Suppose that $f|_{\partial D} = \infty$, i.e., for each sequence $x_i \in D, i = 1, \ldots$, such that $\lim_{i \to \infty} x_i = x \in \partial D$, $\lim_{i \to \infty} f(x_i) = \infty$. Assume furthermore, that for each critical point $\xi \in D$, the eigenvalues of the Hessian $H(\xi) = \left[\frac{\partial^2 f}{\partial x_i \partial x_j}(\xi)\right]_{i,j=1}^{n}$ are positive. Then $f$ has a unique critical point $\xi \in D$, which is a global minimum, i.e., $f(x) > f(\xi)$ for any $x \in D \setminus \{\xi\}$.

**Proof.** Consider the negative gradient flow

\begin{equation}
\frac{dx(t)}{dt} = -\nabla f(x(t)), \quad x(t_0) = x_0 \in D.
\end{equation}

Clearly, the fixed points of this flow are the critical points of $f$. Observe next that if $x_0$ is not a critical point then $f(x(t))$ decreases, as $\frac{df(x(t))}{dt} = -\|\nabla f(x(t))\|^2$. Since $f|_{\partial D} = \infty$, we deduce that all accumulations points of the flow $x(t), t \in [t_0, \infty)$ are in $D$, and are critical points of $f$. Consider the flow (6.6.2) in the neighborhood of a critical point $\xi \in D$. Let $x = y + \xi, x_0 = y_0 + \xi$. The for $x_0$ close to $\xi$ the flow (6.6.2) is of the form

\begin{equation}
\frac{dy(t)}{dt} = -(H(\xi)y + Er(y)), \quad y(t_0) = y_0.
\end{equation}
For a given $\delta > 0$ the exists $\varepsilon = \varepsilon(\delta) > 0$ such that for $\|y\| < \varepsilon$, $\|\text{Er}(y)\| < \delta|y|$. Let $\alpha > 0$ be the smallest positive eigenvalue of $H(\xi)$. So $z^\top H(\xi)z \geq \alpha\|z\|^2$ for any $z \in \mathbb{R}^n$. Choose $\varepsilon > 0$ so that $\|\text{Er}(y)\| < \frac{\alpha}{2}\|y\|$ for $\|y\| < \varepsilon$. Thus

$$
\frac{d\|y(t)\|^2}{dt} = -2(y(t)^\top H(\xi)y(t) + y(t)^\top \text{Er}(y)) \leq -\alpha\|y\|^2 \text{ if } |y(t)| < \varepsilon.
$$

This shows that if $\|y(t_0)\| < \varepsilon$ then for $t \geq t_0 \|y(t)\|$ decreases. Moreover

$$
\frac{d\log\|y(t)\|^2}{dt} \leq -\alpha \text{ for } t \geq t_0 \Rightarrow \|y(t)\|^2 \leq \|y_0\|^2 e^{-\alpha(t-t_0)} \text{ for } t \geq t_0.
$$

This shows that $\lim_{t \to \infty} y(t) = \mathbf{0}$. Let $\beta \geq \alpha$ be the maximal eigenvalue of $H(\xi)$. Similar estimates show that if $\|y_0\| < \varepsilon$ then $\|y(t)\|^2 \geq \|y_0\|^2 e^{-(2\beta + \alpha)(t-t_0)}$.

These results, combined with the continuous dependence of the flow (6.6.2) on the initial conditions $x_0$, imply the following facts. Any flow (6.6.2) which starts at a noncritical point $x_0$ must terminate at $t = \infty$ at some critical point $\mathbf{x}$, which may depend on $x_0$. For a critical point $\mathbf{x}$, denote by the set $A(\mathbf{x})$ all points $x_0$ for which the flow (6.6.2) terminates at finite or infinite time at $\mathbf{x}$. (The termination at finite time can happen only if $x_0 = \mathbf{x}$.) Then $A(\mathbf{x})$ is an open connected set of $D$.

We claim that $A(\mathbf{x}) = D$. If not, there exists a point $x_0 \in \partial A(\mathbf{x}) \cap D$. Since $A(\mathbf{x})$ is open, $x_0 \notin A(\mathbf{x})$. As we showed above $x_0 \in A(\mathbf{x}')$ for some another critical point $\mathbf{x}' \neq \mathbf{x}$. Clearly $A(\mathbf{x}) \cap A(\mathbf{x}') = \emptyset$. As $A(\mathbf{x})$ is open there exists an open neighborhood of $x_0$ in $D$ which belongs to $A(\mathbf{x}')$. Hence $x_0$ can not be a boundary point of $A(\mathbf{x})$, which contradicts our assumption. Hence $A(\mathbf{x}) = D$, and $\mathbf{x}$ is a unique critical point of $f$ in $D$. Hence $\mathbf{x}$ is the unique minimal point of $f$. \hfill \Box

**Theorem 6.6.8** Let $A = [a_{ij}]_{i,j=1}^n \in \mathbb{R}_+^{n \times n}$ be an irreducible matrix. Suppose furthermore that $a_{ii} > 0$ for $i = 1, \ldots, n$. Let $w = (w_1, \ldots, w_n)^\top > \mathbf{0}$. Define the following function

$$(6.6.3) \quad f = f_{A,w} = \sum_{i=1}^n w_i \log \frac{(Ax)_i}{x_i}, \quad x = (x_1, \ldots, x_n) > \mathbf{0}.
$$

Let $D$ be the interior of $\Pi_n$. (D can be viewed as an open connected bounded set in $\mathbb{R}_+^{n-1}$, see the proof.) Then $f$ satisfies the assumptions of Theorem 6.6.7. Let $\mathbf{0} < \xi \in \Pi_n$ be the unique critical point of $f$ in $D$. Then $f(x) \geq f(\xi)$ for any $x > \mathbf{0}$. Equality holds if and only if $x = t\xi$ for some $t > 0$.

$\Box$
6.6. FRIEDLAND-KARLIN RESULTS

Proof. Observe that any probability vector \( p = (p_1, \ldots, p_n)^\top \) can be written as \( p = \frac{1}{2} \mathbf{1} + y \) where \( y \in \mathbb{R}^n, \mathbf{1}^\top y = 0 \) and \( y \geq -\frac{1}{n} \mathbf{1} \). Since any \( y \in \mathbb{R}^n, \mathbf{1}^\top y = 0 \) is of the form \( y = u_i(-1, 1, 0, \ldots, 0)^\top + \ldots + u_{n-1}(-1, 0, \ldots, 0, 1)^\top \) we deduce that we can view \( \Pi_n \) as a compact connected set in \( \mathbb{R}^{n-1} \), and its interior \( D \), i.e. \( 0 < p \in \Pi_n \), is an open connected bounded set in \( \mathbb{R}^{n-1} \).

We now claim that \( f|\partial \Pi_n = \infty \). Let \( 0 < p_k = (p_{1,k}, \ldots, p_{n,k})^\top \in \Pi_n, k = 1, \ldots, \) converge to \( p = (p_1, \ldots, p_n)^\top \in \partial \Pi_n \). Let \( \emptyset \not= Z(p) \subset [n] \) be the set of vanishing coordinates of \( p \). Observe first that \( \frac{(A\xi)}{x_i} \geq a_{ii} > 0 \) for \( i = 1, \ldots, n \). Since \( A \) is irreducible, it follows that there exists \( l \in Z(p), j \in [n]\backslash Z(p) \) such that \( a_{ij} > 0 \). Hence

\[
\lim_{k \to \infty} \frac{(A p_k)_l}{p_{l,k}} \geq \lim_{k \to \infty} \frac{a_{lj} p_{j,k}}{p_{l,k}} = \infty.
\]

Thus

\[
\lim_{k \to \infty} f(p_k) \geq \lim_{k \to \infty} \log \frac{(A p_k)_l}{p_{l,k}} + \sum_{i \not= j} \log a_{ii} = \infty.
\]

Observe next that \( f(x) \) is a homogeneous function of degree 0 on \( x > 0 \), i.e. \( f(tx) = f(x) \) for all \( t > 0 \). Hence \( \frac{\partial f(x)}{ax} = 0 \). Thus

\[
(6.6.4) \quad x^\top \nabla f(x) = 0
\]

for all \( x > 0 \). Let \( \xi \in D \) be a critical point of \( f|D \). Then \( y^\top \nabla f(\xi) = 0 \) for each \( y \in \mathbb{R}^n, \mathbf{1}^\top y = 0 \). Combine this fact with (6.6.4) for \( x = \xi \) to deduce that \( \xi \) is a critical point of \( f \) in \( \mathbb{R}^n_+ \). So \( \nabla f(\xi) = 0 \). Differentiate (6.6.4) with respect to \( x_i, i = 1, \ldots, n \) and evaluate these expressions at \( x = \xi \). Since \( \xi \) is a critical point we deduce that \( H(\xi) \xi = 0 \). We claim that \( H(\xi) \) is a symmetric singular \( M \)-matrix. Indeed

\[
(6.6.5) \quad \frac{\partial f(x)}{\partial x_j} = -w_j \frac{1}{x_j} + \sum_{i=1}^n w_i \frac{a_{ij}}{(A x)_i}.
\]

Hence for \( l \neq j \)

\[
\frac{\partial^2 f(x)}{\partial x_l \partial x_j} = - \sum_{i=1}^n w_i \frac{a_{ij} a_{jl}}{(A x)_i^2} \leq 0.
\]

So \( H(x) \) is a \( Z \)-matrix for any \( x > 0 \). Since \( H(\xi) \xi = 0 \) Corollary 6.6.4 yields that \( H(\xi) \) is a symmetric singular \( M \)-matrix. So \( H(\xi) = \rho(C) I - C, C = [c_{ij}]_{i,j=1}^n \). We claim that \( C \) is an irreducible matrix. Indeed assume that \( a_{ji} > 0 \). Then

\[
c_{jl} = c_{lj} = -\frac{\partial^2 f}{\partial x_l \partial x_j} \geq w_j \frac{a_{ij} a_{jl}}{(A \xi)_j^2} > 0.
\]
Since $A$ is irreducible $C$ is irreducible. Hence $0 = \lambda_n(H(\xi))$ is a simple eigenvalue of $H(\xi)$. The restriction of the quadratic form corresponding to the Hessian of $f|\Pi_n$ at $\xi$, corresponds to $y^TH(\xi)y$ where $1^Ty = 0$. Corollary 6.6.5 implies that there exists $\alpha > 0$ such that $y^TH(\xi)y \geq \alpha \|y\|^2$ for all $1^Ty = 0$. Hence the Hessian of $f|D$ at the critical point $0 < \xi \in \Pi_n$ has positive eigenvalues. Theorem 6.6.7 yields that there exists a unique critical point $\xi \in D$ of $f|D$ such that $f(p) > f(\xi)$ for any $p \in D \setminus \{\xi\}$. Since $f(x)$ is a homogeneous function of degree 0 we deduce that $f(x) \geq f(\xi)$ for any $x > 0$. Equality holds if and only if $x = t\xi$ for some $t > 0$.

**Theorem 6.6.9** Let $A \in \mathbb{R}^{n \times n}_+$ and assume that

$$Au = \rho(A)u, \quad A^Tv = \rho(A)v, \quad 0 < \rho(A),$$

$$0 < u = (u_1, \ldots, u_n)^\top, v = (v_1, \ldots, v_n)^\top, v^\top u = 1.$$

Then

\begin{equation}
(6.6.6) \sum_{i=1}^n u_ivi \log \frac{(Ax)_i}{x_i} \geq \log \rho(A) \text{ for any } x = (x_1, \ldots, x_n)^\top > 0,
\end{equation}

\begin{equation}
(6.6.7) \rho(DA) \geq \rho(A) \prod_{i=1}^n d_i^{u_ivi} \text{ for any diagonal } D = \text{diag}(d_1, \ldots, d_n) \geq 0.
\end{equation}

Equality holds for $x = tu$ and $D = sI$, where $t > 0, s \geq 0$, respectively. Assume that $A$ is irreducible and all the diagonal entries of $A$ are positive. Then equality holds in (6.6.6) and (6.6.7) if and only if $x = tu, D = sI$ for some $t > 0, s \geq 0$ respectively.

**Proof.** Assume that $A = [a_{ij}]_{i,j=1}^n \in \mathbb{R}^{n \times n}_+$ be irreducible and $a_{ii} > 0$ for $i = 1, \ldots, n$. Let $w = (u_1v_1, \ldots, u_nv_n)^\top$. Define $f(x)$ as in (6.6.3). We claim that $u$ is a critical point of $f$. Indeed, (6.6.5) yields

$$\frac{\partial f}{\partial x_j}(u) = -u_jv_j + \sum_{i=1}^n u_i v_i a_{ij} = -u_j + \frac{1}{\rho(A)}(A^Tv)_j = 0, \quad j = 1, \ldots, n.$$

Similarly, $tu$ is a critical point of $f$ for any $t > 0$. In particular, $\xi = tu \in \Pi_n$ is a critical point of $f$ in $D$. Theorem 6.6.8 implies that $f(x) \geq f(u) = \log \rho(A)$ and equality holds if and only if $x = tu$ for some $t > 0$.

Let $D$ be a diagonal matrix with positive diagonal entries. Then $DA$ is irreducible, and $DAx = \rho(DA)x$ for some $x = (x_1, \ldots, x_n)^\top > 0$. Note that since $f(u) \leq f(x)$ we deduce

$$\log \rho(A) \leq \sum_{i=1}^n u_iv_i \log \frac{(Ax)_i}{x_i} = \log \rho(DA) - \sum_{i=1}^n u_iv_i \log d_i.$$
The above inequality yields (6.6.7). Suppose that equality holds in (6.6.7). Then $x = tu$, which yields that $D = sI$ for some $s > 0$. Suppose that $D \geq 0$ and $D$ has at least one zero diagonal element. Then the right-hand side of (6.6.7) is zero. Clearly $\rho(DA) \geq 0$. Since $d_ia_{ii}$ is a principle submatrix of $DA$, Lemma 6.4.2 yields that $\rho(DA) \geq \max_{i \in [n]} d_ia_{ii}$. Hence $\rho(DA) = 0$ if and only if $D = 0$. These arguments prove the theorem when $A$ is irreducible with positive diagonal entries.

Let us now consider the general case. For $\varepsilon > 0$ let $A(\varepsilon) := A + \varepsilon uv^\top$. Then $A(\varepsilon) > 0$ and $A(\varepsilon)u = (\rho(A) + \varepsilon)u$, $A(\varepsilon)v = (\rho(A) + \varepsilon)v$. Hence inequalities (6.6.6) and (6.6.7) hold for $A(\varepsilon)$ and fixed $x > 0$, $D \geq 0$. Let $\varepsilon \searrow 0$ to deduce (6.6.6) and (6.6.7). For $x = tu$, $D = sI$, where $t > 0, s \geq 0$ one has equality. \hfill $\Box$

Corollary 6.6.10 Let the assumptions of Theorem 6.6.9 hold. Then

\begin{equation}
\sum_{i=1}^n u_i v_i (Ax)_i \geq \rho(A) \quad \text{for any } x = (x_1, \ldots, x_n)^\top > 0.
\end{equation}

If $A$ is irreducible and has positive diagonal entries then equality holds if and only if $x = tu$ for some $t > 0$.

**Proof.** Use the arithmetic-geometric inequality $\sum_{i=1}^n p_i c_i \geq \prod_{i=1}^n c_i^p_i$ for any $p = (p_1, \ldots, p_n) \in \Pi_n$ and any $c = (c_1, \ldots, c_n)^\top \geq 0$. \hfill $\Box$

Definition 6.6.11 Let $x = (x_1, \ldots, x_n)^\top, y = (y_1, \ldots, y_n)^\top \in \mathbb{C}^n$. Denote by $e^x := (e^{x_1}, \ldots, e^{x_n})^\top$, by $x^{-1} := (\frac{1}{x_1}, \ldots, \frac{1}{x_n})^\top$ for $x > 0$, and by $x \circ y$ the vector $(x_1y_1, \ldots, x_ny_n)^\top$. For a square diagonal matrix $D = \text{diag}(d_1, \ldots, d_n) \in \mathbb{C}^{n \times n}$ denote by $x(D)$ the vector $(d_1, \ldots, d_n)^\top$.

Theorem 6.6.12 Let $0 < u = (u_1, \ldots, u_n)^\top, v = (v_1, \ldots, v_n)^\top$. Let $0 < w = u \circ v$. Assume that $A = [a_{ij}]_{i,j=1}^n \in \mathbb{R}^{n \times n}$ is irreducible. Then there exists two diagonal matrices $D_1, D_2 \in \mathbb{R}^{n \times n}_+$, with positive diagonal entries, such that $D_1AD_2u = u, (D_1AD_2)v = v$ if one of the following conditions hold. Under any of this conditions $D_1, D_2$ are unique up to the transformation $t^{-1}D_1, tD_2$ for some $t > 0$.

1. All diagonal entries of $A$ are positive.
2. Let $\mathcal{N} \subset [n]$ be a nonempty set of all $j \in [n]$ such that $a_{jj} = 0$. Assume that all off-diagonal entries of $A$ are positive and the following inequalities hold.

\begin{equation}
\sum_{i \in [n] \setminus \{j\}} w_i > w_j \quad \text{for all } j \in \mathcal{N}.
\end{equation}
(For \( n = 2 \) and \( N = [2] \) the above inequalities are not satisfied by any \( w \).)

**Proof.** We first observe that it is enough to consider the case where \( u = 1 \), i.e. \( B := D_1A_D2 \) is a stochastic matrix. See Problem 2. In this case \( w = v \).

1. Assume that all diagonal entries of \( A \) are positive. Let \( f = f_{A,w} \) be defined as in (6.6.3). The proof of Theorem 6.6.8 yields that \( f \) has a unique critical \( 0 < \xi \) in \( \Pi_n \). (6.6.5) implies that

\[
\sum_{i=1}^{n} w_i a_{ij} = \frac{w_j}{\xi_j}.
\]

This is equivalent to the equality \((D(A\xi)^{-1}A\xi)w = w\). A straightforward calculation show that \((D(A\xi)^{-1}A\xi)w = w\). Hence \( D_1 = D(A\xi)^{-1}, D_2 = D(\xi)\).

Suppose that \( D_1, D_2 \) are diagonal matrices with positive diagonal entries so that \( D_1 A D_2 \mathbf{1} = \mathbf{1} \) and \((D_1 A D_2)^\top \mathbf{w} = \mathbf{w}\). Let \( u = D_2 \mathbf{1} \). The equality \( D_1 A D_2 \mathbf{1} = \mathbf{1} \) implies that \( D_1 = D(Au)^{-1} \). The equality \((D_1 A D_2)^\top \mathbf{w} = \mathbf{w}\) is equivalent to \((D(Au))^{-1} A(Du)^\top \mathbf{w} = \mathbf{w}\). Hence \( u \) is a critical point of \( f \). Therefore \( u = t\xi \). So \( D_2 = tD(\xi) \) and \( D_1 = t^{-1} D(A\xi)^{-1} \).

2. As in the proof of Theorem 6.6.8, we show that \( f = f_{w,A} \) is blows up to \( \infty \) as \( p \) approaches \( \partial \Pi_n \). Let \( 0 < p_k = (p_{1,k}, \ldots, p_{n,k})^\top \in \Pi_n, k = 1, \ldots, \) converge to \( p = (p_1, \ldots, p_n)^\top \in \partial \Pi_n \). Let \( 0 \neq Z(p) \subset [n] \) be the set of vanishing coordinates of \( p \). Since all off-diagonal entries of \( A \) are positive, it follows that \( \lim_{k \to \infty} \frac{(Ap_k)}{p_{i,k}} = 0 \) for some \( m \notin Z(p) \). In view of the proof of Theorem 6.6.8 we deduce that \( m \in N \). Furthermore, \#Z(p) = n - 1. Hence \( \lim_{k \to \infty} p_{m,k} = 1 \). Assume for simplicity of notation that \( m = 1 \), i.e. \( Z(p) = \{2, 3, \ldots, n\} \). Let \( s_k = \max_{i \geq 2} p_{i,k} \). So \( \lim_{k \to \infty} s_k = 0 \). Let \( a > 0 \) be the value of the minimal off-diagonal entry of \( A \). Then

\[
\frac{(Ap_k)}{p_{i,k}} \geq \frac{a_{i,k}}{s_k}
\]

for \( i \geq 2 \). Also \( \frac{(Ap_k)}{p_{i,k}} \geq \frac{a_{i,k}}{s_k} \). Thus

\[
f(p_k) \geq w_2 \log \frac{a_{2,k}}{p_{2,k}} + \sum_{i \geq 2} w_i \log \frac{a_{i,k}}{s_k} = \left( \sum_{i=1}^{n} w_i \right) \log a + \left( \sum_{i \geq 2} w_i \right) \frac{p_{1,k}}{s_k}.
\]

(6.6.9) for \( j = 1 \) implies that \( \lim_{k \to \infty} f(p_k) = \infty \).

Let \( 0 < \xi \in \Pi_n \) be a critical point of \( f \). We claim that \( H(\xi) = \rho(C)I - C \), and \( 0 \leq C \) is irreducible. Indeed, for \( j \neq 1 \) \( c_{jl} = \sum_{i=1}^{n} w_i \frac{a_{i,j}}{\xi_i} \).
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Since \( n \geq 3 \) choose \( i \neq j,l \) to deduce that \( c_{jl} > 0 \). So \( C \) has positive off-diagonal entries, hence irreducible. Hence \( 0 < \xi \in \Pi_n \) is a unique critical point in \( \Pi_n \). The arguments for 1 yield the existence of \( D_1, D_2 \), which are unique up to scaling.

Problems

1. Prove Lemma 6.6.2.

2. Let \( B \in \mathbb{R}^{n \times n}_+ \) and assume that \( Bu = uB^\top v \), where \( 0 < u = (u_1, \ldots, u_n)^\top, v = (v_1, \ldots, v_n)^\top \). Then \( C := D(u)^{-1}BD(u) \) satisfies the following \( C1 = 1, C^\top w = w \), where \( w = u \circ v \).

3. \( A \in \mathbb{R}^{n \times n}_+ \) is called fully indecomposable if there exists \( P \in \mathcal{P}_n \) such that \( PA \) is irreducible and have positive diagonal elements. Show that that if \( A \) is fully indecomposable then there exist diagonal matrices \( D_1, D_2 \), with positive diagonal entries, such that \( D_1AD_2 \) is doubly stochastic. \( D_1, D_2 \) are unique up to a scalar factor \( t^{-1}D_1, tD_2 \).

4. Let \( A \in \mathbb{R}^{n \times n}_+ \) and \( n > 1 \). Show that the following are equivalent:
   
   (a) \( A \) does not have a \( k \times (n-k) \) zero submatrix for each \( k \in [n-1] \).
   (b) \( PA \) is irreducible for each permutation \( P \in \mathcal{P}_n \).
   (c) \( A \) is fully indecomposable.

6.7 Log-convexity

The following results are well known, e.g. [Roc70].

**Fact 6.7.1**

1. Let \( D \subset \mathbb{R}^n \) be a convex set, and \( f : D \to \mathbb{R} \) a convex function. Then \( f : D^o \to \mathbb{R} \) is a continuous function. Furthermore, at each \( x \in D^o \), \( f \) has a supporting hyperplane. That is there exists \( p = p(x) \in \mathbb{R}^n \) such that

\[
(6.7.1) \quad f(y) \geq f(x) + p^\top(y - x) \text{ for any } y \in D.
\]

Assume furthermore that \( \dim D = n \). Then the following conditions are equivalent.
(a) $f$ is differentiable at $x \in D^o$. I.e. the gradient of $f$, $\nabla f$, at $x$ exists and the following equality holds.

\[ \| f(y) - (f(x) + \nabla f(x)^\top (y - x)) \| = o(\|y - x\|). \]

(b) $f$ has a unique supporting hyperplane at $x$.

The set of points $\text{Diff}(f) \subset D^o$, where $f$ is differentiable, is a dense set in $D$ of the full Lebesgue measure, i.e. $D \setminus \text{Diff}(f)$ has zero Lebesgue measure. Furthermore, $\nabla f$ is continuous on $\text{Diff}(f)$.

(a) If $f,g$ are convex on $D$ then $\max(f,g)$, where $\max(f,g)(x) := \max(f(x), g(x))$, is convex. Furthermore, $af + bg$ is convex for any $a,b \geq 0$.

(b) Let $f_i : D \to \mathbb{R}$ for $i = 1, 2, \ldots$. Denote by $f := \limsup_i f_i$ the function given by $f(x) := \limsup_i f_i(x)$ for each $x \in D$. Assume that $f : D \to \mathbb{R}$, i.e. the sequence $f_i(x), i = 1, \ldots$, is bounded for each $x$. If each $f_i$ is convex on $D$ then $f$ is convex on $D$.

**Theorem 6.7.2** Let $D \in \mathbb{R}^m$ be a convex set. Assume that $a_{ij} : D \to \mathbb{R}$ are log-convex functions for $i, j = 1, \ldots, n$. Let $A(x) := [a_{ij}(x)]_{i,j=1}^n$ be the induced nonnegative matrix function on $D$. Then $\rho(A(x))$ is a log-convex function on $D$. Assume furthermore that each $a_{ij}(x) \in C^k(D^o)$, for some $k \geq 1$. (All partial derivatives of $a_{ij}(x)$ of order less or equal to $k$ are continuous in $\int D$.) Suppose furthermore that $A(x_0)$ is irreducible. Then $0 < \rho(A(x)) \in C^k(D^o)$.

**Proof.** In view of Fact 6.7.1.1a each entry of the matrix $A(x)^m$ is log-convex. Hence $\text{tr}A(x)^m$ is log-convex, which implies that $(\text{tr}A(x)^m)^\top$ is log-convex. Theorem 6.4.9 combined with Fact 6.7.1.1b yields that $\rho(A(x))$ is log-convex.

Assume that $A(x_0)$ is irreducible for some $x_0 \in D^o$. Since each $a_{ij}(x)$ is continuous in $D^o$, Problem 1 yields that the digraph $D(A(x))$ is a constant digraph on $D^o$. Since $D(A(x_0))$ is strongly connected, it follows that $D(A(x_0)))$ is strongly connected for each $x \in D^o$. Hence $A(x)$ is irreducible for $x \in D^o$ and $\rho(A(x)) > 0$ is a simple root of its characteristic polynomial for $x \in D^o$. The implicit function theorem implies that $\rho(A(x)) \in C^k(D^o)$.

**Theorem 6.7.3** Let $A \in \mathbb{R}^{n \times n}_+$. Define $A(x) = D(e^x)A$ for any $x \in \mathbb{R}^n$. Then $\rho(A(x))$ is a log-convex function. Suppose furthermore that $A$
is irreducible. Then \( \log \rho(A(x)) \) is a smooth convex function on \( \mathbb{R}^n \), i.e. \( \log \rho(A(x)) \in C^\infty(\mathbb{R}^n) \). Let

\[
A(x)u(x) = \rho(A(x))u(x), \quad A(x)^\top v(x) = \rho(A(x))v(x),
\]

\( 0 < u(x), v(x) \), with the normalization \( w(x) = : u(x) \circ v(x) \in \Pi_n \).

Then

\[
\nabla \log \rho(A(x)) = \frac{1}{\rho(A(x))} \nabla \rho(A(x)) = w(x).
\]

That is, the inequality (6.6.7) corresponds to the standard inequality

\[
(6.7.4) \quad \log \rho(A(y)) \geq \log \rho(A(0)) + \nabla \log \rho(A(0))^\top y,
\]

for smooth convex functions.

**Proof.** Clearly, the function \( f_i(x) = e^{x_i} \) is a smooth log-convex function for \( x = (x_1, \ldots, x_n)^\top \in \mathbb{R}^n \). Since \( A \geq 0 \) it follows that each entry of \( A(x) \) is a log-convex function. Theorem 6.7.2 yields that \( \rho(A(x)) \) is log-convex.

Assume in addition that \( A = A(0) \) is irreducible. Theorem 6.7.2 yields that \( \log \rho(A(x)) \) is a smooth convex function on \( \mathbb{R}^n \). Hence \( \log \rho(A(x)) \) has a unique supporting hyperplane at each \( x \). For \( x = 0 \) this supporting hyperplane is given by the right-hand side of (6.7.4). Consider the inequality (6.6.7). By letting \( D = D(e^y) \) and taking the logarithm of this inequality we obtain that \( \log \rho(A) + w(0)^\top y \) is also a supporting hyperplane for \( \log \rho(A(x)) \) at \( x = 0 \). Hence \( \nabla \log \rho(A(0)) = w(0) \). Similar arguments for any \( x \) proves the equality (6.7.3).

**Problems**

1. Let \( D \subset \mathbb{R}^m \) be a convex set.

   (a) Show that if \( f \) is a continuous log-convex on \( D \), then either \( f \) identically zero function or positive at each \( x \in D \).

   (b) Assume that \( f \) is positive on \( D \), i.e. \( f(x) > 0 \) for each \( x \in D \).

      Then \( f \) is log-convex on \( D \) if and only if \( \log f \) is convex on \( D \).

   (c) Assume that \( f \) is log-convex on \( D \). Then \( f \) is continuous on \( D^\circ \).

2. Let \( f : D \to \mathbb{R} \) be a log-convex function. show that \( f \) is a convex function.

3. Let \( D \subset \mathbb{R}^n \) be a convex set.
(a) If \( f, g \) are log-convex on \( D \) then \( \max(f, g) \) is log-convex. Furthermore, \( f^ag^b \) and \( af + bg \) are log-convex for any \( a, b \geq 0 \).

(b) Let \( f_i : D \to \mathbb{R} \) for \( i = 1, 2, \ldots \) be log-convex. Assume that \( f := \limsup_i f_i : D \to \mathbb{R} \). Then \( f \) is log-convex on \( D \).

### 6.8 Min-max characterizations of \( \rho(A) \)

**Theorem 6.8.1** Let \( \Psi : \mathbb{R} \to \mathbb{R} \) be a differentiable convex nondecreasing function. Let \( A \in \mathbb{R}^{n \times n}_+ \), and assume that \( \rho(A) > 0 \). Then

\[
\sup_{p=(p_1, \ldots, p_n) \in \Pi_n} \inf_{x=(x_1, \ldots, x_n) > 0} \sum_{i=1}^n p_i \Psi \left( \frac{\log (Ax)_i}{x_i} \right) = \Psi(\log \rho(A)).
\]

(6.8.1)

Suppose that \( \Psi'(\log \rho(A)) > 0 \) and \( A \) has a positive eigenvector \( u \) which corresponds to \( \rho(A) \). If

\[
\inf_{x=(x_1, \ldots, x_n) > 0} \sum_{i=1}^n p_i \Psi \left( \frac{\log (Ax)_i}{x_i} \right) = \Psi(\log \rho(A))
\]

then the vector \( v = p \circ u^{-1} \) is a nonnegative eigenvector of \( A^\top \) corresponding to \( \rho(A) \). In particular, if \( A \) is irreducible, then \( p \) satisfying (6.8.2) is unique.

**Proof.** Let \( \mu(A) \) be the left-hand side of (6.8.1). We first show that \( \mu(A) \leq \Psi(\log \rho(A)) \). Suppose first that there exists \( u > 0 \) such that \( Au = \rho(A)u \). Then

\[
\inf_{x=(x_1, \ldots, x_n) > 0} \sum_{i=1}^n p_i \Psi \left( \frac{\log (Ax)_i}{x_i} \right) \leq \sum_{i=1}^n p_i \Psi \left( \frac{\log (Au)_i}{u_i} \right) = \Psi(\log \rho(A)),
\]

for any \( p \in \Pi_n \). Hence \( \mu(A) \leq \Psi(\log \rho(A)) \).

Let \( J_n \in \mathbb{R}^{n \times n} \) be the matrix whose all entries are equal to 1. For \( \varepsilon > 0 \) let \( A(\varepsilon) := A + \varepsilon J_n \). As \( A(\varepsilon) \) is positive, it has a positive Perron-Frobenius eigenvector. Hence \( \mu(A(\varepsilon)) \leq \Psi(\log \rho(A(\varepsilon))) \). Since \( \Psi \) is nondecreasing and \( A(\varepsilon) \) is irreducible, it follows that \( \mu(A) \leq \mu(A(\varepsilon)) \leq \Psi(\log \rho(A(\varepsilon))) \). Let \( \varepsilon \searrow 0 \), and use the continuity of \( \Psi(t) \) to deduce \( \mu(A) \leq \Psi(\log \rho(A)) \).

Assume now that \( A \in \mathbb{R}^{n \times n}_+ \) is irreducible. Let \( u,v > 0 \) be the the right and the left Perron-Frobenius eigenvectors of \( A \), such that \( p^* = \)}
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$(p_1^*, \ldots, p_n^*)^T := u \circ v \in \Pi_n$. Suppose first that $\Psi(t) = t$. Theorem 6.6.9 yields the equality

$$\min_{x=(x_1, \ldots, x_n)^T > 0} \sum_{i=1}^n p_i^* \log \frac{(Ax)_i}{x_i} = \log \rho(A).$$

Hence we deduce that $\mu(A) \geq \log \rho(A)$. Combine that with the previous inequality $\mu(A) \leq \log \rho(A)$ to deduce (6.8.1) in this case.

Suppose next that $\Psi$ is a convex differentiable nondecreasing function on $\mathbb{R}$. Let $s := \Psi'(\log \rho(A))$. So $s \geq 0,$ and

$$\Psi(t) \geq \Psi(\log \rho(A)) + (t - \log \rho(A))s,$$

for any $t \in \mathbb{R}$.

Thus

$$\sum_{i=1}^n p_i \Psi \left( \log \frac{(Ax)_i}{x_i} \right) \geq \Psi(\log \rho(A)) - \log \rho(A)s + s \sum_{i=1}^n p_i \log \frac{(Ax)_i}{x_i}.$$ 

Use the equality (6.8.1) for $\Phi(t) = t$ to deduce that $\mu(A) \geq \Psi(\log \rho(A))$. Combine that with the inequality $\mu(A) \leq \Psi(\log \rho(A))$ to deduce (6.8.1) for any irreducible $A$.

Suppose next that $A \in \mathbb{R}^{n \times n}$ is reducible and $\rho(A) > 0$. By applying a permutational similarity to $A$, if necessary, we may assume that $A = [a_{ij}]$ and $B = [a_{ij}]_{i=1}^m \in \mathbb{R}^{m \times m}, 1 \leq m < n$ is an irreducible submatrix of $A$ with $\rho(B) = \rho(A)$. Clearly, for any $x > 0$, $(A(x_1, \ldots, x_n)^T)_i \geq (B(x_1, \ldots, x_m)^T)_i$ for $i = 1, \ldots, m$. Since $\Psi$ is nondecreasing we obtain the following set of inequalities

$$\mu(A) \geq \sup_{q^T \in \Pi_m} \inf_{0 < x \in \mathbb{R}^n} \sum_{i=1}^m q_i \Psi \left( \log \frac{(Ax)_i}{x_i} \right) \geq \sup_{q^T \in \Pi_m} \inf_{0 < y \in \mathbb{R}^m} \sum_{i=1}^m q_i \Psi \left( \log \frac{(By)_i}{y_i} \right) = \Psi(\log \rho(B)).$$

Use the equality $\rho(A) = \rho(B)$ and the inequality $\mu(A) \leq \Psi(\log \rho(A))$ to deduce the theorem.

Assume now that

$$\rho(A) > 0, \ \Psi'(\log \rho(A)) > 0, \ A\mathbf{u} = \rho(A)\mathbf{u}, \ \mathbf{u} > 0,$$

and equality (6.8.2) holds. So the infimum is achieved at $x = u$. Since $x = u$ is a critical point we deduce that $A^T \mathbf{p} \circ \mathbf{u}^{-1} = \rho(A) \mathbf{p} \circ \mathbf{u}^{-1}$. If $A$ is irreducible then $\mathbf{p}$ is unique. 

$\square$
Corollary 6.8.2 Let $A \in \mathbb{R}^{n \times n}_+$. Then

\[(6.8.3) \quad \sup_{p=(p_1, \ldots, p_n)^\top \in \Pi_n} \inf_{x=(x_1, \ldots, x_n) > 0} \sum_{i=1}^n p_i \frac{(Ax)_i}{x_i} = \rho(A).\]

Suppose that $\rho(A) > 0$ and $A$ has a positive eigenvector $u$ which corresponds to $\rho(A)$. If

\[(6.8.4) \quad \inf_{x=(x_1, \ldots, x_n) > 0} \sum_{i=1}^n p_i \frac{(Ax)_i}{x_i} = \rho(A)\]

then the vector $v = p \circ u^{-1}$ is a nonnegative eigenvector of $A^\top$ corresponding to $\rho(A)$. In particular, if $A$ is irreducible, then $p$ satisfying (6.8.3) is unique.

Proof. If $\rho(A) > 0$ the corollary follows from Theorem 6.8.1 by letting $\Psi(t) = e^t$. For $\rho(A) = 0$ apply the corollary to $A_1 = A + I$ to deduce the corollary in this case.

Theorem 6.8.3 Let $\mathcal{D}_{n,+}$ denote the convex set of all $n \times n$ nonnegative diagonal matrices. Assume that $A \in \mathbb{R}^{n \times n}_+$. Then

\[(6.8.5) \quad \rho(A + tD_1 + (1-t)D_2) \leq t\rho(A + D_1) + (1-t)\rho(A + D_2)\]

for $t \in (0,1)$ and $D_1, D_2 \in \mathcal{D}_{n,+}$. If $A$ is irreducible then equality holds if and only if $D_1 - D_2 = aI$.

Proof. Let $\phi(p) = \inf_{x > 0} \sum_{i=1}^n p_i \frac{(Ax)_i}{x_i}$ for $p \in \Pi_n$. Since $\frac{(A+D)x_i}{x_i} = d_i + \frac{(Ax)_i}{x_i}$ for $D = \text{diag}(d_1, \ldots, d_n)$ we deduce that

$$\psi(D, p) := \inf_{x > 0} \sum_{i=1}^n p_i \frac{(A+D)x_i}{x_i} = \sum_{i=1}^n p_i d_i + \phi(p).$$

Thus $\psi(D, p)$ is an affine function, hence convex on $\mathcal{D}_{n,+}$. Therefore, $\rho(A+D) = \sup_{p \in \Pi_n} \psi(D, p)$ is a convex function on $\mathcal{D}_{n,+}$. Hence (6.8.5) holds for any $t \in (0,1)$ and $D_1, D_2 \in \mathcal{D}_{n,+}$.

Suppose that $A$ is irreducible and equality holds in (6.8.5). Since $\rho(A + bI + D) = b + \rho(A + D)$ for any $b > 0$, we may assume without loss of generality that all the diagonal elements of $A$ are positive. Let $A_0 = A + td_1 + (1-t)d_2$. Since $A_0$ has a positive diagonal and is irreducible we deduce that $A_0 u = r_0 u, A_0^\top v = rv$ where $r > 0, u, v > 0, w := v \circ u \in \Pi_n$. Corollary 6.8.2 yields that

$$\rho(A_0) = \psi(tD_1 + (1-t)D_2, w) = t\psi(D_1, w) + (1-t)\psi(D_2, w).$$
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Hence, equality in (6.8.5) implies that

$$\rho(A + D_1) = \psi(D_1, w) = \rho(A_0) + (1 - t) \sum_{i=1}^{n} (d_{1,i} - d_{2,i}),$$

$$\rho(A + D_2) = \psi(D_2, w) = \rho(A_0) + t \sum_{i=1}^{n} (d_{2,i} - d_{1,i}),$$

$$D_1 = \text{diag}(d_{1,1}, \ldots, d_{n,1}), \quad D_2 = \text{diag}(d_{1,2}, \ldots, d_{n,2}).$$

Furthermore, the infima on $x > 0$ in the $\psi(D_1, w)$ and $\psi(D_2, w)$ are achieved for $x = u$. Corollary 6.8.2 that $u$ is the Perron-Frobenius eigenvector of $A + D_1$ and $A + D_2$. Hence $D_1 - D_2 = aI$. Clearly, if $D_1 - D_2 = aI$ then equality holds in (6.8.5).

\[\blacksquare\]

**Theorem 6.8.4** Let $A \in \mathbb{R}^{n \times n}_+$ be an inverse of an M-matrix. Then

\[\rho((tD_1 + (1 - t)D_2)A) \leq t\rho(D_1A) + (1 - t)\rho(D_2A),\]

for $t \in (0, 1)$, $D_1, D_2 \in \mathcal{D}_{n,+}$. If $A > 0$ and $D_1, D_2$ have positive diagonal entries then equality holds if and only if $D_1 = aD_2$.

**Proof.** Let $A = B^{-1}$, where $B = rI - C, C \in \mathbb{R}^{n \times n}_+$ and $\rho(C) < r$. Use Neumann expansion to deduce that $A = \sum_{i=0}^{\infty} r^{-i+1} B^i$. Hence, $A > 0$ if and only if $C$ is irreducible. Assume first that $A$ is positive. Denote by $\mathcal{D}_{n,+}^0$ the set diagonal matrices with positive diagonal, i.e. the interior of $\mathcal{D}_{n,+}$. Clearly, $DA > 0$ for $D \in \mathcal{D}_{n,+}^0$. Thus, $\rho(DA) > 0$ is a simple eigenvalue of $\det (I - DA)$. Hence $\rho(DA)$ is an analytic function on $\mathcal{D}_{n,+}^0$. Denote by $\nabla \rho(DA) \in \mathbb{R}^n$ the gradient of $\rho(DA)$ as a function on $\mathcal{D}_{n,+}$. Since $\rho(DA) \in C^2(\mathcal{D}_{n,+}^0)$ it follows that convexity of $\rho(DA)$ on $\mathcal{D}_{n,+}^0$ is equivalent to the following inequality.

\[(6.8.7) \quad \rho(D(d)A) \geq \rho(D(d_0)A) + \nabla \rho(D(d_0)A)^\top (d - d_0), \quad d, d_0 > 0.\]

See Problem 1. We now show (6.8.7). Let

$D_0Au = \rho(D_0)u, v^\top D_0A = \rho(D_0A)v^\top, u, v > 0, v \circ u \in \Pi_n, D_0 = D(d_0)$. Theorem 6.7.3 implies that $\nabla \rho(D_0A) = \rho(D_0A)B$ and $D_0 = D(d_0)$. Hence, (6.8.7) is equivalent to

$$\rho(D(d)A) \geq \rho(D_0A)(v \circ u)^\top (d \circ d_0^{-1}).$$

Let $D(d)Aw = \rho(D(d)A)w, w > 0$. Then the above inequality follows from the inequality

\[(6.8.8) \quad \rho(D_0A)^{-1} \geq (v \circ u)^\top (w \circ (D_0A)^{-1}).\]
This inequality follows from the inf sup characterization of $\rho(D_0 A)^{-1}$. See Problem 2. The equality case in (6.8.7) follows from the similar arguments for the equality case in (6.8.6). Since $\rho(DA)$ is a continuous function on $D_{n,+}$, the convexity of $\rho(DA)$ on $D_{n,+}$ yields the convexity of $\rho(DA)$ on $D_{n,+}$.

Consider now the case where $A^{-1} = rI - B, B \in \mathbb{R}^{n \times n}, r > \rho(B)$, and $B$ is reducible. Then there exists $b > 0$ such that for $\rho(B + b1^T 1) < r$. For $\varepsilon \in (0, b)$ let $A(\varepsilon) := (rI - (B + \varepsilon 11^T))^{-1}$. Then the inequality (6.8.7) holds if $A$ is replaced by $A(\varepsilon)$. Let $\varepsilon \downarrow 0$ to deduce (6.8.7).

**Problems**

1. (a) Let $f \in C^2(a, b)$. Show that $f''(x) \geq 0$ for $x \in (a, b)$ if and only if $f(x) \geq f(x_0) + f'(x_0)(x - x_0)$ for each $x, x_0 \in (a, b)$.

(b) Let $D \subset \mathbb{R}^n$ be an open convex set. Assume that $f \in C^2(D)$. Let $H(f)(x) = [\frac{\partial^2 f}{\partial x_i \partial x_j}](x) \in S(n, \mathbb{R})$ for $x_0 \in D$. Show that $H(f)(x) \geq 0$ for all $x \in D$ if and only if $f(x) \geq f(x_0) + \nabla f(x_0)^T(x - x_0)$ for all $x, x_0 \in D$. (Hint: Restrict $f$ to an interval $(u, v) \subset D$ and use part (a) of the problem.)

2. (a) Let $F \in \mathbb{R}^{n \times n}$ be an inverse of an $M$-matrix. Show

$$\frac{1}{\rho(F)} = \inf_{p=(p_1, \ldots, p_n)^T \in \Pi_n} \sup_{x=(x_1, \ldots, x_n) > 0} \sum_{i=1}^n p_i \frac{x_i}{(Fx)_i}.$$ 

**Hint:** Use Corollary 6.8.2.

(b) Let $0 < F \in \mathbb{R}^{n \times n}$ be an inverse of an $M$-matrix. Assume that

$$Fu = \rho(F)u, F^Tv = \rho(F)v, u, v > 0, v \circ u \in \Pi_n.$$ 

Show

$$\frac{1}{\rho(F)} = \sup_{x=(x_1, \ldots, x_n) > 0} \sum_{i=1}^n v_i u_i \frac{x_i}{(Fx)_i}.$$ 

Furthermore, $\frac{1}{\rho(F)} = \sum_{i=1}^n v_i u_i \frac{x_i}{(Fx)_i}$ for $x > 0$ if and only if $Fx = \rho(F)x$.

(c) Show (6.8.8). **Hint:** Use Corollary 6.6.4 to show that $A^{-1}D_0^{-1}$ is an $M$-matrix.
3. Let $P = [\delta_{i(j+1)}] \in \mathcal{P}_n$ be a cyclic permutation matrix. Show that $\rho(D(d)P) = (\prod_{i=1}^n d_i)^{\frac{1}{2}}$ for any $d \in \mathbb{R}_+^n$.

4. Show that (6.8.7) does not hold for all $A \in \mathbb{R}_+^{n \times n}$.

5. Let $A \in \mathbb{R}_+^{n \times n}$ be an inverse of an $M$-matrix. Show that the convexity of $\rho(D(e^x)A)$ on $\mathbb{R}^n$ is implied by the convexity of $\rho(DA)$ on $D_n, +$. 
   **Hint:** Use the generalized arithmetic-geometric inequality.

6.9 An application to cellular communication

6.9.1 Introduction

Power control is used in cellular and ad-hoc networks to provide a high signal-to-noise ratio (SNR) for a reliable connection. A higher SNR also allows a wireless system that uses link adaptation to transmit at a higher data rate, thus leading to a greater spectral efficiency. Transmission rate adaptation by power control is an active research area in communication networks that can be used for both interference management and utility maximization [Sri03].

The motivation of the problems studied in this section comes from maximizing sum rate, (data throughput), in wireless communications. Due to the broadcast nature of radio transmission, data rates in a wireless network are affected by interference. This is particularly true in Code Division Multiple Access (CDMA) systems, where users transmit at the same time over the same frequency bands and their spreading codes are not perfectly orthogonal. Transmit power control is often used to control signal interference to maximize the total transmission rates of all users.

6.9.2 Statement of problems

Consider a wireless network, e.g., cellular network, with $L$ logical transmitter/receiver pairs. Transmit powers are denoted as $p_1, \ldots, p_L$. Let $p = (p_1, \ldots, p_L)^T \geq 0$ be the power transmission vector. In many situation we will assume that $p \leq \tilde{p} := (\tilde{p}_1, \ldots, \tilde{p}_L)^T$, where $\tilde{p}_l$ is the maximal transmit power of the user $l$. In the cellular uplink case, all logical receivers may reside in the same physical receiver, i.e., the base station. Let $G = [g_{ij}]_{i,j=1}^L \geq 0_{L \times L}$ representing the channel gain, where $g_{ij}$ is the channel gain from the $j$th transmitter to the $i$th receiver, and $n_l$ is the noise power for the $l$th receiver be given. The Signal-to-Interference Ratio (SIR) for the $l$th receiver is denoted by $\gamma_l = \gamma_l(p)$. The map $p \mapsto \gamma(p)$ is given
by
\[(6.9.1)\]
\[\gamma_l(p) := \frac{g_l p_l}{\sum_{j \neq l} g_{lj} p_j + n_l}, \quad l = 1, \ldots, L, \quad \gamma(p) = (\gamma_1(p), \ldots, \gamma_L(p))^\top.\]

That is, the power \(p_l\) is amplified by the factor \(g_{ll}\), and diminished by other users and the noise, inversely proportional to \(\sum_{j \neq l} g_{lj} p_j + n_l\).

Define
\[(6.9.2)\]
\[F = [f_{ij}]_{i,j=1}^L, \text{ where } f_{ij} = \begin{cases} 0, & \text{if } i = j \\ \frac{g_{ij}}{g_{ii}}, & \text{if } i \neq j \end{cases}\]

and
\[(6.9.3)\]
\[g = (g_{11}, \ldots, g_{LL})^\top, \quad n = (n_1, \ldots, n_L)^\top, \quad s = (s_1, \ldots, s_L)^\top := \left(\frac{n_1}{g_{11}}, \frac{n_2}{g_{22}}, \ldots, \frac{n_L}{g_{LL}}\right)^\top.\]

Then
\[(6.9.4)\]
\[\gamma(p) = p \circ (Fp + s)^{-1}.\]

Let
\[(6.9.5)\]
\[\Phi_w(\gamma) := \sum_{i=1}^{L} w_i \log(1 + \gamma_i), \text{ where } w = (w_1, \ldots, w_n)^\top \in H_n, \gamma \in \mathbb{R}^L_{++}.\]

The function \(\Phi_w(\gamma(p))\) is the sum rate of the interference-limited channel.

We can study the following optimal problems in the power vector \(p\). The first problem is concerned with finding the optimal power that maximizes the minimal SIR for all users:

\[(6.9.6)\]
\[\max_{p \in [0, \bar{p}]} \min_{i \in [L]} \gamma_i(p)\]

Then second, more interesting problem, is the sum rate maximization problem in interference-limited channels

\[(6.9.7)\]
\[\max_{p \in [0, \bar{p}]} \Phi_w(\gamma(p)).\]

The exact solution to this problem is known to be NP-complete [Luo08].

Note that for a fixed \(p_1, \ldots, p_{l-1}, p_{l+1}, \ldots, p_L\) each \(\gamma_j(p), j \neq l\) is a decreasing function of \(p_l\), while \(\gamma_l(p)\) is an increasing function of \(l\). Thus, if \(w_l = 0\) we can assume that in the maximal problem (6.9.7) we can choose \(p_l = 0\). Hence, it is enough to study the maximal problem (6.9.7) in the case \(w > 0\).
6.9.3 Relaxations of optimal problems

In this subsection, we study several relaxed versions of (6.9.6) and (6.9.7). We will assume first that we do not have the restriction \( p \leq \bar{p} \). Let \( \gamma(p, n) \) be given by (6.9.1). Note that since \( n > 0 \) we obtain

\[
\gamma(tp, n) = \gamma(p, \frac{1}{t}n) \Rightarrow \gamma(tp, n) > \gamma(p, n) \text{ for } t > 1.
\]

Thus, to increase the values of the optimal problems in (6.9.6) and (6.9.7), we let \( t \to \infty \), which is equivalent to the assumption in this subsection that \( n = 0 \).

**Theorem 6.9.1** Let \( F \in \mathbb{R}_{+}^{L \times L} \), \( L \geq 2 \) be a matrix with positive off-diagonal entries. Let \( Fu = \rho(F)u \) for a unique \( 0 < u \in \Pi_{L} \). Then

\[
\max_{0 < p \in \Pi_{L}} \min_{l \in [L]} \sum_{j=1}^{L} f_{lj} p_j = \frac{1}{\rho(F)},
\]

which is achieved only for \( p = u \). In particular, The value of the optimal problem given in (6.9.6) is less than \( \frac{1}{\rho(F)} \).

**Proof.** Clearly, the left-hand side of 6.9.8 is equal to \( \min_{0 < p} \max_{l \in [L]} \frac{(Fp)_l}{p_l} \). Since \( F \) is irreducible, our theorem follows from Problem 11.

Clearly \( \gamma(p, n) < \gamma(p, 0) \). Hence, for \( p > 0 \) \( \min_{l \in [L]} \gamma(p, n) < \min_{l \in [L]} \gamma(p, 0) \). Since \( p \in [0, \bar{p}] \subset \mathbb{R}_{+}^{L} \) we deduce that the value of the optimal problem given in (6.9.6) is less than \( \frac{1}{\rho(F)} \). \( \square \)

We now consider the relaxation problem of (6.9.7). We approximate \( \log(1 + x) \) by \( \log x \) for \( x \geq 0 \). Clearly, \( \log(1 + x) \geq \log x \). Let

\[
\psi_{w}(\gamma) = \sum_{j=1}^{L} w_{j} \log \gamma_{j}, \quad \gamma = (\gamma_{1}, \ldots, \gamma_{L})^{T}.
\]

**Theorem 6.9.2** Let \( F = [f_{ij}] \in \mathbb{R}_{+}^{L \times L} \) have positive off-diagonal elements and zero diagonal entries. Assume that \( L \geq 3 \), \( w = (w_{1}, \ldots, w_{L})^{T} > 0 \), and suppose that \( w \) satisfies the inequalities (6.6.9) for each \( j \in [L] \), where \( n = L \). Let \( D_{1} = \text{diag}(d_{1,1}, \ldots, d_{L,1}) \), \( D_{2} = \text{diag}(d_{1,2}, \ldots, d_{L,2}) \) be two diagonal matrices, with positive diagonal entries, such that \( B = D_{1}FD_{2}, B1 = 1, B^{T}w = w \). (As given by Theorem 6.6.12.) Then

\[
\max_{p > 0} \psi_{w}(p) = \sum_{j=1}^{L} w_{j} \log d_{j,1}d_{j,2}.
\]

Equality holds if and only if \( p = tD_{2}^{-1}1 \) for some \( t > 0 \).
Proof. Let \( p = D_j x \). Then

\[
\Psi_w(D^2x) = \sum_{j=1}^L w_j \log d_{j,1} d_{j,2} - \sum_{j=1}^L w_j \frac{(Bx)_j}{x_j}.
\]

Use Theorem 6.6.9 to deduce that the above expression is not more than the right-hand side of (6.9.10). For \( x = 1 \) equality holds. From the proof of the second part of Theorem 6.6.12 it follows that this minimum is achieved only for \( x = t^1 \), which is equivalent to \( p = tD_j^{-1} 1 \). \( \square \)

### 6.9.4 Preliminary results

**Claim 6.9.3** Let \( p \geq 0 \) be a nonnegative vector. Assume that \( \gamma(p) \) is defined by (6.9.1). Then \( \rho(\text{diag}(\gamma(p))F) < 1 \), where \( F \) is defined by (6.9.2). Hence, for \( \gamma = \gamma(p) \),

(6.9.11) \quad p = P(\gamma) := (I - \text{diag}(\gamma)F)^{-1} \text{diag}(\gamma)v.

Vice versa, if \( \gamma \) is in the set

(6.9.12) \quad \Gamma := \{ \gamma \geq 0, \ \rho(\text{diag}(\gamma)F) < 1 \},

then the vector \( p \) defined by (6.9.11) is nonnegative. Furthermore, \( \gamma(P(p)) = \gamma \). That is, \( \gamma : \mathbb{R}_+^L \to \Gamma \), and \( P : \Gamma \to \mathbb{R}_+^L \) are inverse mappings.

**Proof.** Observe that (6.9.1) is equivalent to the equality

(6.9.13) \quad p = \text{diag}(\gamma)Fp + \text{diag}(\gamma)v.

Assume first that \( p \) is a positive vector, i.e., \( p > 0 \). Hence, \( \gamma(p) > 0 \). Since all off-diagonal entries of \( F \) are positive it follows that the matrix \( \text{diag}(\gamma)F \) is irreducible. As \( v > 0 \), we deduce that \( \max_{i \in [1,n]} \frac{(\text{diag}(\gamma)Fp)_i}{p_i} < 1 \). The min-max characterization of Wielandt of \( \rho(\text{diag}(\gamma)F) \), (6.2.4) implies \( \rho(\text{diag}(\gamma)F) < 1 \). Hence, \( \gamma(p) \in \Gamma \). Assume now that \( p \geq 0 \). Note that \( p_i > 0 \iff \gamma_i(p) > 0 \). So \( p = 0 \iff \gamma(p) = 0 \). Clearly, \( \rho(\gamma(0)F) = \rho(0_{L \times L}) = 0 < 1 \). Assume now that \( p \geq 0 \). Let \( A = \{ i : p_i > 0 \} \). Denote \( \gamma(p)(A) \) the vector composed of positive entries of \( \gamma(p) \). Let \( F(A) \) be the principal submatrix of \( F \) with rows and columns in \( A \). It is straightforward to see that \( \rho(\text{diag}(\gamma(p))F) = \rho(\text{diag}(\gamma(p)(A))F(A)) \). The arguments above imply that

\[
\rho(\text{diag}(\gamma(p))F) = \rho(\text{diag}(\gamma(p)(A))F(A)) < 1.
\]
Assume now that $\gamma \in \Gamma$. Then

\[(6.9.14) \quad (I - \text{diag}(\gamma)F)^{-1} = \sum_{k=0}^{\infty} (\text{diag}(\gamma)F)^k \geq 0_{L \times L}.
\]

Hence, $P(\gamma) \geq 0$. The definition of $P(\gamma)$ implies that $\gamma(P(\gamma)) = \gamma$. $\square$

**Claim 6.9.4** The set $\Gamma \subset \mathbb{R}^{L+}$ is monotonic with respect to the order $\geq$. That is if $\gamma \in \Gamma$ and $\gamma \geq \beta \geq 0$ then $\beta \in \Gamma$. Furthermore, the function $P(\gamma)$ is monotone on $\Gamma$.

\[(6.9.15) \quad P(\gamma) \geq P(\beta) \text{ if } \gamma \in \Gamma \text{ and } \gamma \geq \beta \geq 0.
\]

Equality holds if and only if $\gamma = \beta$.

**Proof.** Clearly, if $\gamma \geq \beta \geq 0$ then diag($\gamma$)$F \geq$ diag($\beta$)$F$ which implies $\rho$(diag($\gamma$)$F) \geq \rho$(diag($\beta$)$F$). Hence, $\Gamma$ is monotonic. Use the Neumann expansion (6.9.14) to deduce the monotonicity of $P$. The equality case is straightforward. $\square$

Note that $\gamma(p)$ is not monotonic in $p$. Indeed, if one increases only the $i$th coordinate of $p$, then one increases the $i$th coordinate of $\gamma(p)$ and decreases all other coordinates of $\gamma(p)$.

As usual, let $e_i = (\delta_{i1}, \ldots, \delta_{iL})^\top$, $i = 1, \ldots, L$ be the standard basis in $\mathbb{R}^L$. In what follows, we need the following result.

**Theorem 6.9.5** Let $l \in [L]$ and $a > 0$. Denote $[0, a]^l \times \mathbb{R}^{L-1}_{+}$ the set of all $p = (p_1, \ldots, p_L)^\top \in \mathbb{R}^L_{+}$ satisfying $p_l \leq a$. Then the image of the set $[0, a]^l \times \mathbb{R}^{L-1}_{+}$ by the map $\gamma$ (6.9.1), is given by

\[(6.9.16) \quad \rho(\text{diag}(\gamma)(F + \frac{1}{a}v e_l^\top)) \leq 1, \quad 0 \leq \gamma.
\]

Furthermore, $p = (p_1, \ldots, p_L) \in \mathbb{R}^L_{+}$ satisfies the condition $p_l = a$ if and only if $\gamma = \gamma(p)$ satisfies

\[(6.9.17) \quad \rho(\text{diag}(\gamma)(F + \frac{1}{a}v e_l^\top)) = 1.
\]

**Proof.** Suppose that $\gamma$ satisfies (6.9.16). We claim that $\gamma \in \Gamma$. Suppose first that $\gamma > 0$. Then diag($\gamma$)($F + t_1v e_l^\top$) $\leq$ diag($\gamma$)($F + t_2v e_l^\top$) for any $t_1 < t_2$. Lemma 6.2.4 yields

\[(6.9.18) \quad \rho(\text{diag}(\gamma)F) < \rho(\text{diag}(\gamma)(F + t_1v e_l^\top)) < \rho(\text{diag}(\gamma)(F + t_2v e_l^\top)) < \rho(\text{diag}(\gamma)(F + \frac{1}{a}v e_l^\top)) \leq 1 \text{ for } 0 < t_1 < t_2 < \frac{1}{a}.
\]
Thus \( \gamma \in \Gamma \). Combine the above argument with the arguments of the proof of Claim 6.9.3 to deduce that \( \gamma \in \Gamma \) for \( \gamma \geq 0 \).

We now show that \( P(\gamma)_l \leq a \). The continuity of \( P \) implies that it is enough to consider the case \( \gamma > 0 \). Combine the Perron-Frobenius theorem with (6.9.18) to deduce

\[
0 < \det \left( I - \text{diag}(\gamma)(F + t\mathbf{v}e_l^\top) \right) \quad \text{for} \quad t \in [0, a^{-1}].
\]

We now expand the right-hand side of the above inequality. Let \( B = xy^\top \in \mathbb{R}^{L \times L} \) be a rank one matrix. Then \( B \) has \( L - 1 \) zero eigenvalues and one eigenvalue equal to \( y^\top x \). Hence, \( I - xy^\top \) has \( L - 1 \) eigenvalues equal to 1 and one eigenvalue is \( 1 - y^\top x \). Therefore, \( \det(I - xy^\top) = 1 - y^\top x \).

Since \( \gamma \in \Gamma \) we get that \( \det(I - \text{diag}(\gamma)F) \) is invertible. Thus, for any \( t \in \mathbb{R} \)

\[
\det(I - \text{diag}(\gamma)(F + t\mathbf{v}e_l^\top)) = \det(I - \text{diag}(\gamma)F)\det(I - t((I - \text{diag}(\gamma)F)^{-1}\text{diag}(\gamma)v)e_l^\top - t\mathbf{v}e_l^\top(I - \text{diag}(\gamma)F)^{-1}\text{diag}(\gamma)v).
\]

Combine (6.9.19) with the above identity to deduce

\[
1 > t\mathbf{v}^\top(I - \text{diag}(\gamma)F)^{-1}\text{diag}(\gamma)v = tP(\gamma)_l \quad \text{for} \quad t \in [0, a^{-1}].
\]

Letting \( t \not\to a^{-1} \), we deduce that \( P(\gamma)_l \leq a \). Hence, the set of \( \gamma \) defined by (6.9.16) is a subset of \( \gamma([0, a]_1 \times \mathbb{R}_+^{L-1}) \).

Let \( \mathbf{p} \in [0, a]_1 \times \mathbb{R}_+^{L-1} \) and denote \( \gamma = \gamma(\mathbf{p}) \). We show that \( \gamma \) satisfies (6.9.16). Claim 6.9.3 implies that \( \rho(\text{diag}(\gamma)F) < 1 \). Since \( \mathbf{p} = P(\gamma) \) and \( p_l \leq a \), we deduce (6.9.21). Use (6.9.20) to deduce (6.9.19). As \( \rho(\text{diag}(\gamma)F) < 1 \), the inequality (6.9.19) implies that \( \rho(\text{diag}(\gamma)(F + t\mathbf{v}e_l^\top)) < 1 \) for \( t \in (0, a^{-1}) \). Hence, (6.9.16) holds.

It is left to show the condition (6.9.17) holds if and only if \( P(\gamma)_l = a \). Assume that \( \mathbf{p} = (p_1, \ldots, p_L) \in \mathbb{R}_+^L, p_l = a \) and let \( \gamma = \gamma(\mathbf{p}) \). We claim that equality holds in (6.9.16). Assume to the contrary that \( \rho(\text{diag}(\gamma)(F + \frac{1}{a}\mathbf{v}e_l^\top)) < 1 \). Then, there exists \( \beta > \gamma \) such that \( \rho(\text{diag}(\beta)(F + \frac{1}{a}\mathbf{v}e_l^\top)) < 1 \). Since \( P \) is monotonic \( P(\beta)_l > p_l = a \). On the other hand, since \( \beta \) satisfies (6.9.16), we deduce that \( P(\beta)_l \leq a \). This contradiction yields (6.9.17). Similarly, if \( \gamma \geq 0 \) and (6.9.17) then \( P(\gamma)_l = a \).

\[\square\]

**Corollary 6.9.6** Let \( \mathbf{p} = (p_1, \ldots, p_L)^\top \in \mathbf{0} \) be a given positive vector. Then \( \gamma(\mathbf{0}, \mathbf{p}) \), the image of the set \( \mathbf{0}, \mathbf{p} \) by the map \( \gamma \) (6.9.1), is given by

\[
(6.9.22) \quad \rho \left( \text{diag}(\gamma) \left( F + \frac{1}{p_l} \mathbf{v}e_l^\top \right) \right) \leq 1, \quad \text{for} \quad l = 1, \ldots, L, \quad \text{and} \quad \gamma \in \mathbb{R}_+^L.
\]
In particular, any \( \gamma \in \mathbb{R}_+^L \) satisfying the conditions (6.9.22) satisfies the inequalities

\[
(6.9.23) \quad \gamma \leq \bar{\gamma} = (\bar{\gamma}_1, \ldots, \bar{\gamma}_L)^	op, \text{ where } \bar{\gamma}_l = \frac{\bar{p}_l}{v_l}, i = 1, \ldots, L.
\]

**Proof.** Theorem 6.9.5 yields that \( \gamma([0, \bar{p}]) \) is given by (6.9.22). (6.9.4) yields

\[
\gamma_l(p) = \frac{p_l}{(Fp)_l + v_l} \leq \frac{\bar{p}_l}{v_l} \leq \bar{p}_l v_l \text{ for } p \in [0, \bar{p}].
\]

Note that equality holds for \( p = \bar{p}_l e_l \).

\[\square\]

### 6.9.5 Reformulation of optimal problems

**Theorem 6.9.7** The maximum problem (6.9.7) is equivalent to the maximum problem

\[
(6.9.24) \quad \text{maximize } \sum_l w_l \log(1 + \gamma_l) \quad \text{subject to } \rho(\text{diag}(\gamma)(F + (1/\bar{p}_l)v e_l)) \leq 1 \quad \forall l \in [L],
\]

variables: \( \gamma_l, \forall l \).

\( \gamma^* \) is a maximal solution of the above problem if and only if \( P(\gamma^*) \) is a maximal solution \( p^* \) of the problem (6.9.7). In particular, any maximal solution \( \gamma^* \) satisfies the equality (6.9.22) for some integer \( l \in [1, L] \).

We now give the following simple necessary conditions for a maximal solution \( p^* \) of (6.9.7). We first need the following result, which is obtained by straightforward differentiation.

**Lemma 6.9.8** Denote by

\[
\nabla \Phi_w(\gamma) = \left( \frac{w_1}{1 + \gamma_1}, \ldots, \frac{w_L}{1 + \gamma_L} \right)^	op = w \circ (1 + \gamma)^{-1}
\]

the gradient of \( \Phi_w \). Let \( \gamma(p) \) be defined as in (6.9.1). Then \( H(p) = \left[ \frac{\partial \gamma_l}{\partial p_j} \right]_{l,j=1}^L \), the Hessian matrix of \( \gamma(p) \), is given by

\[
H(p) = \text{diag}((Fp + v)^{-1})((- \text{diag}(\gamma(p)))F + I).
\]

In particular,

\[
\nabla_p \Phi_w(\gamma(p)) = H(p)^	op \nabla \Phi_w(\gamma(p)).
\]
Corollary 6.9.9 Let \( p^* = (p^*_1, \ldots, p^*_L) \) be a maximal solution to the problem (6.9.7). Divide the set \([L] = \{1, \ldots, L\}\) to the following three disjoint sets \( S_{\text{max}}, S_{\text{in}}, S_0 \):

\[
S_{\text{max}} = \{i \in [L], \ p^*_i = \bar{p}_i\}, \quad S_{\text{in}} = \{i \in [L], \ p^*_i \in (0, \bar{p}_i)\}, \quad S_0 = \{i \in [L], \ p^*_i = 0\}.
\]

Then the following conditions hold:

\[
\begin{align*}
(H(p^*)^T \nabla \Phi_w(\gamma(p^*)))_i &\geq 0 \text{ for } i \in S_{\text{max}}, \\
(H(p^*)^T \nabla \Phi_w(\gamma(p^*)))_i &= 0 \text{ for } i \in S_{\text{in}}, \\
(H(p^*)^T \nabla \Phi_w(\gamma(p^*)))_i &\leq 0 \text{ for } i \in S_0.
\end{align*}
\]

Proof. Assume that \( p^*_i = \bar{p}_i \). Then \( \frac{\partial}{\partial p_i} \Phi_w(\gamma(p))_{p^*} \geq 0 \). Assume that \( 0 < p^*_i < \bar{p}_i \). Then \( \frac{\partial}{\partial p_i} \Phi_w(\gamma(p))_{p^*} = 0 \). Assume that \( p^*_i = 0 \). Then \( \frac{\partial}{\partial p_i} \Phi_w(\gamma(p))_{p^*} \leq 0. \)

We now show that the maximum problem (6.9.24) can be restated as the maximum problem of convex function on a closed unbounded domain. For \( \gamma = (\gamma_1, \ldots, \gamma_L)^T > 0 \) let \( \hat{\gamma} = \log \gamma \), i.e. \( \gamma = e^{\hat{\gamma}} \). Recall that for a nonnegative irreducible matrix \( B \in \mathbb{R}^{L \times L}_+ \) \( \log(1 + e^{xB}) \) is a convex function, Theorem 6.7.3. Furthermore, \( \log(1 + e^t) \) is a strict convex function in \( t \in \mathbb{R} \). Hence, the maximum problem (6.9.24) is equivalent to the problem

\[
\begin{align*}
\text{maximize} & \quad \sum_{j} w_j \log(1 + e^{\hat{\gamma}_j}) \\
\text{subject to} & \quad \log \rho(\text{diag}(e^{\hat{\gamma}})(F + (1/\bar{p}_i)v_i^T)) \leq 0 \quad \forall 1 \in [L], \\
\text{variables:} & \quad \hat{\gamma} = (\hat{\gamma}_1, \ldots, \hat{\gamma}_n)^T \in \mathbb{R}^L.
\end{align*}
\]

The unboundedness of the convex set in (6.9.26) is due to the identity \( 0 = e^{-\infty} \).

Theorem 6.9.10 Let \( w > 0 \) be a probability vector. Consider the maximum problem (6.9.7). Then any point \( 0 \leq p^* \leq p \) satisfying the conditions (6.9.25) is a local maximum.

Proof. Since \( w > 0 \), \( \Phi_w(e^{\hat{\gamma}}) \) is a strict convex function in \( \hat{\gamma} \in \mathbb{R}^L \). Hence, the maximum of (6.9.26) is achieved exactly on the extreme points of the closed unbounded set specified in (6.9.26). (It may happen that some coordinate of the extreme point are \( -\infty \).) Translating this observation to the maximal problem (6.9.7), we deduce the theorem. \[\Box\]

We now give simple lower and upper bounds on the value of (6.9.7).
Lemma 6.9.11 Consider the maximal problem (6.9.7). Let $B_l = (F + (1/p_l)\mathbf{ve}_l^\top)$ for $l = 1, \ldots, L$. Denote $R = \max_{i \in [L]} \rho(B_i)$. Let $\gamma$ be defined by (6.9.23). Then
\[
\Phi_w((1/R)^1) \leq \max_{p \in [0, \bar{p}]} \Phi_w(\gamma(p)) \leq \Phi_w(\gamma).
\]

Proof. By Corollary 6.9.6, $\gamma(p) \leq \bar{\gamma}$ for $p \in [0, \bar{p}]$. Hence, the upper bounds holds. Clearly, for $\gamma = (1/R)^1$, we have that $\rho(\text{diag}(\gamma)B_i) \leq 1$ for $l \in [L]$. Then, from Theorem 6.9.7, $\Phi_w((1/R)^1)$ yields the lower bound. Equality is achieved in the lower bound when $p^* = \text{tx}(B_i)$, where $i = \arg \max_{l \in [L]} \rho(B_i)$, for some $t > 0$.

We now show that the substitution $0 < p = e^q$, i.e. $p_l = e^{q_l}, l = 1, \ldots, L$, can be used to find an efficient algorithm to solve the optimal problem (6.9.6). As in §6.9.3 we can consider the inverse of the maxmin problem of (6.9.6). It is equivalent to the problem
\[
\min_{q \leq \bar{q}} g(q), \quad g(q) = \max_{l \in [L]} s_l e^{-q_l} + \sum_{j=1}^L f_{lj} e^{q_j - q_l}, \quad \bar{q} = (\log \bar{p}_1, \ldots, \log \bar{p}_L)^\top.
\]

Note that $s_l e^{-q_l} + \sum_{j=1}^L f_{lj} e^{q_j - q_l}$ is a convex function. Fact 6.7.1.1a implies that $g(q)$ is a convex function. We have quite a good software and mathematical theory to find fast the minimum of a convex function in a convex set as $q \leq \bar{q}$, i.e. [NoW99].

6.9.6 Algorithms for sum rate maximization

In this section, we outline three algorithms for finding and estimating the maximal sum rates. As above we assume that $w > 0$. Theorem 6.9.10 gives rise to the following algorithm, which is the gradient algorithm in the variable $p$ in the compact polyhedron $[0, \bar{p}]$.

Algorithm 6.9.12

1. Choose $p_0 \in [0, \bar{p}]$:
   (a) Either at random;
   (b) or $p_0 = p$.

2. Given $p_k = (p_{1,k}, \ldots, p_{L,k})^\top \in [0, \bar{p}]$ for $k \geq 0$, compute $a = (a_1, \ldots, a_L)^\top = \nabla_p \Phi_w(\gamma(p_k))$. If $a$ satisfies the conditions (6.9.25) for $p^* = p_k$, then $p_k$ is the output. Otherwise let $b = (b_1, \ldots, b_L)^\top$ be defined as follows.
(a) \( b_i = 0 \) if \( P_{i,k} = 0 \) and \( a_i < 0 \);
(b) \( b_i = 0 \) if \( P_{i,k} = \bar{p}_i \) and \( a_i > 0 \);
(c) \( b_i = a_i \) if \( 0 < P_{i,k} < \bar{p}_i \).

Then \( P_{k+1} = P_k + t_k \mathbf{b} \), where \( t_k > 0 \) satisfies the conditions \( P_{k+1} \in [0, \bar{p}] \) and \( \Phi_w(\gamma(P_k + t_k \mathbf{b})) \) increases on the interval \([0, t_k]\).

The problem with the gradient method, and its variations as a conjugate gradient method is that it is hard to choose the optimal value of \( t_k \) in each step, e.g. \([Avr03]\). We now use the reformulation of the maximal problem given by (6.9.26). Since \( \mathbf{w} > 0 \), the function \( \Phi_w(\gamma) \) is strictly convex.

Thus, the maximum is achieved only on the boundary of the convex set

\[
D(\{F\}) = \{ \gamma \in \mathbb{R}^L \mid \log \rho(\text{diag}(\mathbf{e}^{\gamma} F + (1/\bar{p})\mathbf{v} \mathbf{e}^T)) \leq 0, \forall \mathbf{v} \}.
\]

If one wants to use numerical methods and software for finding the maximum value of convex functions on bounded closed convex sets, e.g., \([NoW99]\), then one needs to consider the maximization problem (6.9.26) with additional constraints:

\[
D(\{F\}, K) = \{ \gamma \in D(\{F\}) \mid \gamma \geq -K \mathbf{1} \}.
\]

for a suitable \( K \gg 1 \). Note that the above closed set is compact and convex. The following lemma gives the description of the set \( D(\{F\}, K) \).

**Lemma 6.9.13** Let \( \mathbf{p} \geq 0 \) be given and let \( R \) be defined as in Lemma 6.9.11. Assume that \( K > \log R \). Let \( \mathbf{p} = P(e^{-K} \mathbf{1}) = (e^K \mathbf{I} - F)^{-1} \mathbf{v} \). Then \( D(\{F\}, K) \subseteq \log \gamma([\mathbf{p}, \bar{p}]) \).

**Proof.** From the definition of \( K \), we have that \( e^K > R \). Hence, \( \rho(e^{-K} B_l) < 1 \) for \( l = 1, \ldots, L \). Thus \( -K \mathbf{1} \in D(\{F\}) \). Let \( \gamma = e^{-K} \mathbf{1} \). Assume that \( \gamma \in D(\{F\}, K) \). Then \( \gamma \geq -K \mathbf{1} \). Hence, \( \gamma \geq e^{\gamma} \geq \gamma \). Since \( \rho(\text{diag}(\gamma F)) < 1 \), Claim 6.9.4 yields that \( \mathbf{p} = P(\gamma) \geq P(\gamma) = \mathbf{p} \), where \( P \) is defined by (6.9.11). The inequality \( P(\gamma) \leq \mathbf{p} \) follows from Corollary 6.9.6. \( \Box \)

Thus, we can apply the numerical methods to find the maximum of the strictly convex function \( \Phi_w(e^{\gamma}) \) on the closed bounded set \( D(\{F\}, K) \), e.g. \([NoW99]\). In particular, we can use the gradient method. It takes the given boundary point \( \tilde{\gamma}_k \) to another boundary point of \( \tilde{\gamma}_{k+1} \in D(\{F\}, K) \), in the direction induced by the gradient of \( \Phi_w(e^{\gamma}) \). However, the complicated boundary of \( D(\{F\}, K) \) will make any algorithm expensive.

Furthermore, even though the constraint set in (6.9.24) can be transformed into a strict convex set, it is in general difficult to determine precisely
the spectral radius of a given matrix [Var63]. To make the problem simpler
and to enable fast algorithms, we approximate the convex set $D(\{F\}, K)$ by
a bigger polyhedral convex sets as follows. Choose a finite number of points
$\zeta_1, \ldots, \zeta_M$ on the boundary of $D(\{F\})$, which preferably lie in $D(\{F\}, K)$. Let
$H_i(\xi), i = 1, \ldots, N, \xi \in \mathbb{R}^L$ be the $N$ supporting hyperplanes of $D(\{F\}$.
(Note that we can have more than one supporting hyperplane at $\zeta_i$, and
at most $L$ supporting hyperplanes.) So each $\xi \in D(\{F\}, K)$ satisfies the
inequality $H_j(\xi) \leq 0$ for $j = 1, \ldots, N$. Let $\gamma$ be defined by (6.9.23). Define
(6.9.30)
$$D(\zeta_1, \ldots, \zeta_M, K) = \{\xi \in \mathbb{R}^L, -K1 \leq \xi \leq \log \gamma, H_j(\xi) \leq 0 \text{ for } j = 1, \ldots, N\}.$$ 
Hence, $D(\zeta_1, \ldots, \zeta_M, K)$ is a polytope which contains $D(\{F\}, K)$. Thus
(6.9.31)
$$\max_{\gamma \in D(\zeta_1, \ldots, \zeta_M, K)} \Phi_w(e^{\gamma}) \geq \Phi_w(e^{\gamma}).$$
(6.9.32)
$$\max_{\gamma \in D(\{F\}, K)} \Phi_w(e^{\gamma}).$$
Since $\Phi_w(e^{\gamma})$ is strictly convex, the maximum in (6.9.31) is achieved only
at the extreme points of $D(\zeta_1, \ldots, \zeta_M, K)$. The maximal solution can be
found using a variant of a simplex algorithm [7]. More precisely, one starts
at some extreme point of $\xi \in D(\zeta_1, \ldots, \zeta_M, K)$. Replace the strictly convex
function $\Phi_w(e^{\gamma})$ by its first order Taylor expansion $\Psi_{\gamma}$ at $\xi$. Then we find
another extreme point $\eta$ of $D(\zeta_1, \ldots, \zeta_M, K)$, such that $\Psi_{\gamma}(\eta) > \Psi_{\gamma}(\xi) = \Phi_w(e^{\xi})$. Then we replace $\Phi_w(e^{\gamma})$ by its first order Taylor expansion $\Psi_{\eta}$ at
$\eta$ and continue the algorithm. Our second proposed algorithm for finding
an optimal $\gamma^*$ that maximizes (6.9.31) is given as follows.

**Algorithm 6.9.14**

1. Choose an arbitrarily extreme point $\xi_0 \in D(\zeta_1, \ldots, \zeta_M, K)$.
2. Let $\Psi_{\xi_k}(\xi) = \Phi_w(e^{\xi_k}) + (w \circ (1 + e^{\xi_k})^{-1} \circ e^{\xi_k})^\top (\xi - \xi_k)$. Solve
the linear program $\max_{\xi} \Psi_{\xi_k}(\xi)$ subject to $\xi \in D(\zeta_1, \ldots, \zeta_M, K)$ using
the simplex algorithm in [7] by finding an extreme point $\xi_{k+1}$ of
$D(\zeta_1, \ldots, \zeta_M, K)$, such that $\Psi_{\xi_k}(\xi_{k+1}) > \Psi_{\xi_k}(\xi_k) = \Phi_w(e^{\xi_k})$.
3. Compute $p_k = P(e^{\xi_{k+1}})$. If $p_k \in [0, \bar{p}]$, compute $a = (a_1, \ldots, a_L)^\top = \nabla p \Phi_w(\gamma(p_k))$. If $a$ satisfies the conditions (6.9.25) for $p^* = p_k$, then
$p_k$ is the output. Otherwise, go to Step 2 using $\Psi_{\xi_{k+1}}(\xi)$.

As in §6.9.3, it would be useful to consider the following related maximal problem:
(6.9.33)
$$\max_{\eta \in D(\zeta_1, \ldots, \zeta_M, K)} w^\top \eta. $$
This problem given by (6.9.33) is a standard linear program, which can be solved in polynomial time by the classical ellipsoid algorithm \[^7\]. Our third proposed algorithm for finding an optimal \(\tilde{\gamma}\) that maximizes (6.9.33) is given as follows. Then \(p^* = P(e^{\tilde{\gamma}})\).

**Algorithm 6.9.15**

1. Solve the linear program \(\max_{\tilde{\gamma}} w^T \tilde{\gamma}\) subject to \(\tilde{\gamma} \in D(\zeta_1, \ldots, \zeta_M, K)\) using the ellipsoid algorithm in \[^7\].

2. Compute \(p = P(e^{\tilde{\gamma}})\). If \(p \in [0, \bar{p}]\), then \(p\) is the output. Otherwise, project \(p\) onto \([0, \bar{p}]\).

We note that \(\tilde{\gamma} \in D(\zeta_1, \ldots, \zeta_M, K)\) in Algorithm 6.9.15 can be replaced by the set of supporting hyperplane \(D(\tilde{F}, K) = \{\tilde{\gamma} \in \rho(\text{diag}(e^{\tilde{\gamma}}) \tilde{F}) \leq 1, \tilde{\gamma} \geq -K1\} \) or, if \(L \geq 3\) and \(w\) satisfies the conditions (6.6.9), \(D(F, K) = \{\tilde{\gamma} \in \rho(\text{diag}(e^{\tilde{\gamma}}) F) \leq 1, \tilde{\gamma} \geq -K1\}\) based on the relaxed maximal problems in Section 4. Then Theorem 6.9.2 quantify the closed-form solution \(\tilde{\gamma}\) computed by Algorithm 6.9.15.

We conclude this section by showing how to compute the supporting hyperplanes \(H_j, j = 1, \ldots, N\), which define \(D(\zeta_1, \ldots, \zeta_M, K)\). To do that, we give a characterization of supporting hyperplanes of \(D(\{F\})\) at a boundary point \(\zeta \in \partial D(\{F\})\).

**Theorem 6.9.16** Let \(p = (\bar{p}_1, \ldots, \bar{p}_L)^\top > 0\) be given. Consider the convex set (6.9.28). Let \(\zeta\) be a boundary point of \(\partial D(\{F\})\). Then \(\zeta = \log\gamma(p)\), where \(0 \leq p = (p_1, \ldots, p_L)^\top \leq \bar{p}\). The set \(\mathcal{B} := \{l \in [L], p_l = \bar{p}_l\}\) is nonempty. For each \(B_l = \{F + (1/\bar{p}_l) ve_1^\top\}\) let \(H_l(\zeta)\) be the supporting hyperplane of \(\text{diag}(e^{\zeta}) B_l\) at \(\zeta\), defined as in Theorem 6.7.3. Then \(H_l \leq 0, \) for \(l \in \mathcal{B}\), are the supporting hyperplanes of \(D(\{F\})\) at \(\zeta\).

**Proof.** Let \(p = P(e^\zeta)\). Theorem 6.9.5 implies the set \(\mathcal{B}\) is nonempty. Furthermore, \(\rho(e^\zeta B_l) = 1\) if and only if \(p_l = \bar{p}_l\). Hence, \(\zeta\) lies exactly at the intersection of the hypersurfaces \(\log \rho(e^{\zeta} B_l) = 0, l \in \mathcal{B}\). Theorem 6.7.3 implies that the supporting hyperplanes of \(D(\{F\})\) at \(\zeta\) are \(H_l(\zeta) \leq 0\) for \(l \in \mathcal{B}\).

We now show how to choose the boundary points \(\zeta_1, \ldots, \zeta_M \in \partial D(\{F\})\) and to compute the supporting hyperplanes of \(D(\{F\})\) at each \(\zeta_i\). Let \(p = P(e^{-K1}) = (p_1, \ldots, p_L)^\top\) be defined as in Lemma 6.9.13. Choose \(M_i \geq 2\) equidistant points in each interval \([\bar{p}_l, \bar{p}_i]\).

\[
(6.9.34) \quad p_{j,i} = \frac{j \bar{p}_i + (M_i - j) \bar{p}_i}{M_i} \quad \text{for} \quad j_i = 1, \ldots, M_i, \quad \text{and} \quad i = 1, \ldots, L.
\]
Let 
\[ P = \{ p_{j_1, \ldots, j_L} = (p_{j_1, 1}, \ldots, p_{j_L, L})^T, \min(\bar{p}_1 - p_{j_1, 1}, \ldots, \bar{p}_L - p_{j_L, L}) = 0 \} \].

That is, \( p_{j_1, \ldots, j_L} \in P \) if and only if \( \bar{p} \). Then 
\[ \{ \zeta_1, \ldots, \zeta_M \} = \log \gamma(P) \).

The supporting hyperplanes of \( D(\{ F \}) \) at each \( \zeta_i \) are given by Theorem 6.9.16.

### 6.10 Historical remarks

§6.1 is standard. §6.2 summarizes Frobenius’s results on irreducible matrices \([\text{Fro08, Fro09, Fro12}]\), which generalizes Perron’s results for positive matrices \([\text{Per07}]\). Our exposition follows Collatz-Wielandt minimax characterization \([\text{Col42, Wie50}]\). §6.3 is well known. The sharp upper bound for primitivity index is due to Wielandt \([\text{Wie50}]\). The case \( s = 1 \) is due to Holladay-Varga \([\text{HoV58}]\). The general case is due to Sedlacek \([\text{Sed59}]\) and Duhmage-Mendelsohn \([\text{DM64}]\). Most of the results of §6.4 are well known. The Frobenius normal form of a nonnegative matrix is due to Frobenius \([\text{Fro12}]\). Most of the results of §6.5 are well known. The exposition of §6.6 follows closely Friedland-Karlin \([\text{FrK75}]\). The second part of Theorem 6.6.12 is taken from Tan-Friedland-Low \([\text{FrT08}]\). Theorem 6.7.2 is due to Kingman \([\text{Kin61}]\). Other results in §6.7 follow some results in \([\text{Fri81a, CFKK82}]\). §6.8 follows some results in \([\text{Fri81a}]\). Theorem 6.8.1 for \( \Psi(x) = e^x \) gives the Donsker-Varadjan characterization for matrices \([\text{DoV75}]\). §6.9 follows Tan-Friedland–Low \([\text{FrT08}]\).
### Chapter 7

**Various topics**

#### 7.1 Norms over vector spaces

In this Chapter we assume that $F = \mathbb{R}, \mathbb{C}$ unless stated otherwise.

**Definition 7.1.1** Let $V$ be a vector space over $F$. A continuous function $\| \cdot \| : V \to [0, \infty)$ is called a norm if the following conditions are satisfied:

1. **Positivity:** $\|v\| = 0$ if and only if $v = 0$.
2. **Homogeneity:** $\|av\| = |a| \|v\|$ for each $a \in F$ and $v \in V$.
3. **Subadditivity:** $\|u + v\| \leq \|u\| + \|v\|$ for all $u, v \in V$.

A continuous function $\| \cdot \| : V \to [0, \infty)$ which satisfies the conditions 2 and 3 is called a seminorm. The sets

$B_{\| \cdot \|} := \{ v \in V, \|v\| \leq 1 \}$,

$B_{\| \cdot \|}^o := \{ v \in V, \|v\| < 1 \}$,

$S_{\| \cdot \|} := \{ v \in V, \|v\| = 1 \}$,

are called the (closed) unit ball, the open unit ball and the unit sphere of the norm respectively. For $a \in V$ and $r > 0$ we let

$B_{\| \cdot \|}(a, r) = \{ x \in V : \|x - a\| \leq r \}$,

$B_{\| \cdot \|}^o(a, r) = \{ x \in V : \|x - a\| < r \}$

be the closed and the open ball of radius $r$ centered at $a$ respectively. If the norm $\| \cdot \|$ is fixed, we use the notation

$B(a, r) = B_{\| \cdot \|}(a, r)$,

$B^o(a, r) = B_{\| \cdot \|}^o(a, r)$.
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See Problem 2 for the properties of unit balls. The standard norms on $\mathbb{F}^n$ are the $l^p$ norms:

\[
\|(x_1, \ldots, x_n)^\top\|_p = \left( \sum_{i=1}^{n} |x_i|^p \right)^{\frac{1}{p}}, \quad p \in [1, \infty),
\]

\[
\|(x_1, \ldots, x_n)^\top\|_\infty = \max_{1 \leq i \leq n} |x_i|.
\]

See Problem 8.

**Definition 7.1.2** Let $V$ be a finite dimensional vector space over $\mathbb{F}$. Denote by $V'$ the set of all linear functionals $f : V \to \mathbb{F}$. Assume that $\| \cdot \|$ is a norm on $V$. The conjugate norm $\| \cdot \| : V' \to \mathbb{F}$ is defined as

\[
\|f\|^* = \max_{x \in B_{\| \cdot \|}} |f(x)|, \quad \text{for } f \in V'.
\]

For a norm $\| \cdot \|$ on $\mathbb{F}^n$ the conjugate norm $\| \cdot \|$ on $\mathbb{F}^n$ is given by

\[
\|x\|^* = \max_{y \in B_{\| \cdot \|}} |y^\top x| \quad \text{for } x \in \mathbb{F}^n.
\]

A norm $\| \cdot \|$ on $V$ is called strictly convex if for any two distinct points $x, y \in S_{\| \cdot \|}$ and $t \in (0, 1)$ the inequality $\|tx + (1-t)y\| < 1$ holds. A norm $\| \cdot \|$ on $\mathbb{F}^n$ is called $C^k$, for $k \in \mathbb{N}$, if the sphere $S_{\| \cdot \|}$ is a $C^k$ manifold. $\| \cdot \|$ is called smooth if it is $C^k$ for each $k \in \mathbb{N}$.

For $x = (x_1, \ldots, x_n)^\top \in \mathbb{C}^n$ let $\text{abs } x = (|x_1|, \ldots, |x_n|)^\top$. A norm $\| \cdot \|$ on $\mathbb{F}^n$ is called absolute if $\|x\| = \|\text{abs } x\|$ for each $x \in \mathbb{F}^n$. A norm $\| \cdot \|$ on $\mathbb{F}^n$ is called a transform absolute if there exists an absolute norm $\| \cdot \|$ on $\mathbb{F}^n$ and $P \in \text{GL}(n, \mathbb{F})$ such that $\||x||| = \|Px\|$ for each $x \in \mathbb{F}^n$.

A norm $\| \cdot \|$ on $\mathbb{F}^n$ is called symmetric if the function $\|(x_1, \ldots, x_n)^\top\|$ is a symmetric function in $x_1, \ldots, x_n$. (I.e. for each permutation $\pi : [n] \to [n]$ and each $x = (x_1, \ldots, x_n)^\top \in \mathbb{F}^n$ equality $\|(x_{\pi(1)}, \ldots, x_{\pi(n)})^\top\| = \|(x_1, \ldots, x_n)^\top\|$ holds.

**Theorem 7.1.3** Let $\| \cdot \|$ be a norm on $\mathbb{F}^n$. Then the following are equivalent.

1. $\| \cdot \|$ is an absolute norm.

2. $\| \cdot \|^*$ is an absolute norm.

3. There exists a compact set $L \subset \mathbb{F}^n$ not contained in the hyperplane $H_i = \{(y_1, \ldots, y_n)^\top \in \mathbb{F}^n, \ y_i = 0\}$ for $i = 1, \ldots, n$, such that $\|x\| = \max_{y \in L} (\text{abs } y)^\top x$ for each $x \in \mathbb{F}^n$. 


4. \[ \|x\| \leq \|z\| \text{ if } \text{abs } x \leq \text{abs } z. \]

**Proof.** 1 ⇒ 2. Assume that \( x, y \in \mathbb{F}^n \). Then there exists \( z \in \mathbb{F}^n, \text{abs } z = \text{abs } y \) such that \( |z^\top x| = (\text{abs } y)^\top \text{abs } x \). Since \( \|\cdot\| \) is absolute \( \|z\| = \|y\| \), clearly \( |y^\top x| \leq (\text{abs } y)^\top \text{abs } x \). The characterization (7.1.2) yields (7.1.3)

\[
\|x\|^* = \max_{y \in \mathbb{B}_{\|\cdot\|}} (\text{abs } y)^\top \text{abs } x.
\]

Clearly \( \|x\| = \|\text{abs } x\| \).

2 ⇒ 3. The equality \( (\|\cdot\|)^* = \|\cdot\| \), see Problem 3, and the equality (7.1.3) implies 3 with \( L = \mathbb{B}_{\|\cdot\|^*} \). Clearly \( \mathbb{B}_{\|\cdot\|^*} \) contains a vector whose all coordinates are different from zero.

3 ⇒ 4. Assume that \( \text{abs } x \leq \text{abs } z \). Then \( (\text{abs } y)^\top \text{abs } x \leq (\text{abs } y)^\top \text{abs } z \) for any \( y \in \mathbb{F}^n \). In view of the characterization of the absolute norm given in 3 we deduce 4.

4 ⇒ 1. Assume that \( \text{abs } x = \text{abs } y \). Since \( \text{abs } x \leq \text{abs } y \) we deduce that \( \|x\| \leq \|y\| \). Similarly \( \|x\| \geq \|y\| \). Hence 1 holds.

\[\square\]

**Definition 7.1.4** A set \( L \subset \mathbb{F}^n \) is called symmetric if for each \( y = (y_1, \ldots, y_n)^\top \) in \( L \) the vector \( (y_{\pi(1)}, \ldots, y_{\pi(n)})^\top \) is in \( L \), for each permutation \( \pi : [n] \to [n] \).

**Corollary 7.1.5** Let \( \|\cdot\| \) be a norm on \( \mathbb{F}^n \). Then the following are equivalent.

1. \( \|\cdot\| \) is an absolute symmetric norm.
2. \( \|\cdot\|^* \) is an absolute symmetric norm.
3. There exists a compact symmetric set \( L \subset \mathbb{F}^n \), not contained in the hyperplane \( H_i = \{ (y_1, \ldots, y_n)^\top \in \mathbb{F}^n, y_i = 0 \} \) for \( i = 1, \ldots, n \), such that \( \|x\| = \max_{y \in L} (\text{abs } y)^\top \text{abs } x \) for each \( x \in \mathbb{F}^n \).

See Problem 6.

**Proposition 7.1.6** Assume that \( \|\cdot\| \) is a symmetric absolute norm on \( \mathbb{R}^2 \). Then

\[
\|x\|^2 \leq \|x\|^* \|x\| \leq \|x\|_\infty \|x\|, \text{ for any } x \in \mathbb{R}^2.
\]

**Proof.** The lower bound follows from the Problem 9. We claim that for any two points on \( x, y \) satisfying the condition \( \|x\| = \|y\| = 1 \) the following inequality holds
(7.1.5) \( (\|x\|_1 - \|y\|_1)(\|x\|_\infty - \|y\|_\infty) \leq 0 \).

Since \( \| \cdot \| \) is symmetric and absolute it is enough to prove the above inequality in the case that \( x = (x_1, x_2)^T, x_1 \geq x_2 \geq 0, y = (y_1, y_2)^T, y_1 \geq y_2 \geq 0 \).

View \( B_{\| \cdot \|} \) as a symmetric balanced set in \( \mathbb{R}^2 \), which is symmetric with respect to the line \( z_1 = z_2 \). The symmetry of \( \| \cdot \| \) implies that all the points \((z_1, z_2)^T \in B_{\| \cdot \|} \) satisfy the inequality \( z_1 + z_2 \leq 2c \), where \( \| (c, c)^T \| = 1, c > 0 \). Let \( C, D \) be the intersection of \( B_{\| \cdot \|}, C_{\| \cdot \|} \) the with octant \( K = \{(z_1, z_2)^T \in \mathbb{R}^2, z_1 \geq z_2 \geq 0 \} \) respectively. Observe that the line \( z_1 + z_2 = 2t \) will intersect \( D \) at a unique point \((z_1(t), z_2(t))^T \) for \( t \in [b, c) \), where \( \|(2b, 0)\| = 1, b > 0 \). Furthermore \( z_1(t), z_2(t) \) are decreasing in \((b, c)\). Hence, if \( x_1 + x_2 > y_1 + y_2 \) it follows that \( y_1 > x_1 \). Similarly, \( x_1 + x_2 < y_1 + y_2 \) it follows that \( y_1 < x_1 \). This proves (7.1.5).

To show the right-hand side of (7.1.4) we may assume that \( \|x\| = 1 \). So \( \|x\|^r = \|y^T x\| \) for some \( y \in S_{\| \cdot \|} \). Hence \( \|x\| \|x\|^r = \|y^T x\| \).

\[ |y^T x| \leq \min(\|x\|, \|y\|_\infty, \|x\|_\infty \|y\|_1). \]

Suppose that \( \|y\|_1 \leq \|x\|_1 \). Then the right-hand side of (7.1.4) follows. Assume that \( \|y\|_1 > \|x\|_1 \). Then Then (7.1.5) yields that \( \|y\|_\infty \leq \|x\|_\infty \) and the right-hand side of (7.1.4) follows.

A norm \( \| \cdot \| : \mathbb{F}^{m \times n} \rightarrow \mathbb{R}_+ \) is called a matrix norm. A standard example of matrix norm is the Frobenius norm of \( A = [a_{ij}] \in \mathbb{F}^{m \times n} \):

(7.1.6) \( \|A\|_F := \sqrt{\sum_{i,j=1}^{m,n} |a_{ij}|^2} \).

Recall that \( \|A\|_F = (\sum_{i=1}^m \sigma_i(A))^\frac{1}{2} \), where \( \sigma_i(A), i = 1, \ldots, \) are the singular values of \( A \). More generally, for each \( q \in [1, \infty] \)

(7.1.7) \( \|A\|_{q,S} := (\sum_{i=1}^m \sigma_i(A)^q)^\frac{1}{q} \)

is a norm on \( \mathbb{F}^{m \times n} \), which is called the \( q \)-Schatten norm of \( A \). Furthermore, for any integer \( p \in [1, m] \) and \( w_1 \geq \ldots \geq w_p > 0 \), the function \( f(A) \) given in Corollary 4.11.5 is a norm on \( \mathbb{F}^{m \times n} \). See Problem 4.11.4. We denote \( \| \cdot \|_{\infty,S} = \sigma_1(\cdot) \) as the \( \| \cdot \|_1 \) operator norm:

(7.1.8) \( \|A\|_{2,2} := \sigma_1(A) \) for \( A \in \mathbb{C}^{m \times n} \).

See §7.4.
Definition 7.1.7 A norm $\| \cdot \|$ on $\mathbb{C}^{m \times n}$ is called a unitary invariant if $\|UAV\| = \|A\|$ for any $A \in \mathbb{C}^{m \times n}$ and unitary $U \in \mathbb{U}(m), V \in \mathbb{V}(n)$.

Clearly, any $p$-Schatten norm on $\mathbb{C}^{m \times n}$ is unitary invariant.

Theorem 7.1.8 For positive integers $m, n$ let $l = \min(m, n)$. For $A \in \mathbb{C}^{m \times n}$ let $\sigma(A) := (\sigma_1(A), \ldots, \sigma_l(A))^\top$. Then $\| \cdot \|$ is a unitary invariant norm on $\mathbb{C}^{m \times n}$ if and only if there exists an absolute symmetric norm $||| \cdot |||$ on $\mathbb{C}^l$ such that $\|A\| = |||\sigma(A)|||$ for any $A \in \mathbb{C}^{m \times n}$.

Proof. Let $\mathbb{D}(m, n) \subset \mathbb{C}^{m \times n}$ be the subspace of diagonal matrices. Clearly, $\mathbb{D}(m, n)$ is isomorphic to $\mathbb{C}^l$. Each $D \in \mathbb{D}(m, n)$ is of the form $\text{diag}(x), x = (x_1, \ldots, x_l)^\top$, where $x_1, \ldots, x_l$ are the diagonal entries of $D$.

Assume that $\| \cdot \|$ is a norm on $\mathbb{C}^{m \times n}$. Then the restriction of $\| \cdot \|$ to $\mathbb{D}(m, n)$ induces a norm $||| \cdot |||$ on $\mathbb{C}^l$ given by $|||x||| := |||\text{diag}(x)|||$. Assume now that $\| \cdot \|$ is a unitary invariant norm. For a given $x \in \mathbb{C}^l$, there exists a diagonal unitary matrix such that $U \text{diag}(x) = \text{diag}(\text{abs} \ x)$. Hence

$$|||x||| = \| \text{diag}(x)\| = \|U \text{diag}(x)\| = \|\text{diag}(\text{abs} \ x)\| = |||\text{abs} \ x|||.$$ 

Let $\pi : \mathbb{I} \to \mathbb{I}$ be a permutation. Denote $x_\pi := (x_{\pi(1)}, \ldots, x_{\pi(l)})^\top$. Clearly there exists two permutation matrices $P \in \mathbb{U}(m), Q \in \mathbb{U}(n)$ such that $\text{diag}(x_\pi) = U \text{diag}(x)V$. Hence $|||x_\pi||| = |||x|||$, and $||| \cdot |||$ is absolute symmetric.

Clearly, there exists unitary $U, V$ such that $A = U \text{diag}(\sigma(A))V$. Hence $\|A\| = |||\sigma(A)|||$.

Assume now that $||| \cdot |||$ is an absolute symmetric norm on $\mathbb{C}^l$. Set $\|A\| = |||\sigma(A)|||$ for any $A$. Clearly $\| \cdot \| : \mathbb{C}^{m \times n} \to \mathbb{R}_+$ is a continuous function, which satisfies the properties 1–2 of Definition 7.1.1. It is left to show that $\| \cdot \|$ satisfies the triangle inequality. Since $||| \cdot |||$ is an absolute symmetric and $\sigma_1(A) \geq \ldots \geq \sigma_l(A) \geq 0$, Corollary 7.1.5 yields that

$$\|A\| = \max_{y = (y_1, \ldots, y_l) \in L, \|y_1\| \geq \ldots \geq \|y_l\|} (\text{abs} \ y)^\top \sigma(A)$$

for a corresponding a compact symmetric set $L \subset \mathbb{C}^n$, not contained in the hyperplane $H_i = \{(y_1, \ldots, y_n)^\top \in \mathbb{F}^n, y_i = 0\}$ for $i = 1, \ldots, n$. Use Problem 4.11.6b to deduce from (7.1.9) that $\|A + B\| \leq \|A\| + \|B\|$. \hfill $\Box$

Definition 7.1.9 A norm on $\| \cdot \|$ on $\mathbb{F}^{m \times n}$ is called a spectral dominant norm if $\|A\| \geq \rho(A)$ for every $A \in \mathbb{F}^{m \times n}$.

Since $\sigma_1(A) \geq \rho(A)$, see (4.11.14) for $k = 1$, we deduce that any $q$-Schatten norm is spectral dominant.

Problems
1. Let $V$ be a finite dimensional vector space over $\mathbb{F}$. Show that a seminorm $\| \cdot \| : V \to \mathbb{R}_+$ is a convex function.

2. Let $V$ be a finite dimensional vector space over $\mathbb{F}$. $X \subseteq V$ is called balanced if $tX = X$ for every $t \in \mathbb{F}$ such that $|t| = 1$. Identify $V$ with $\mathbb{F}^{\dim V}$. Then the topology on $V$ is the topology induced by open sets in $\mathbb{F}^n$. Assume that $\| \cdot \|$ is a norm on $V$. Show
   (a) $B_{\| \cdot \|}$ is convex and compact.
   (b) $B_{\| \cdot \|}$ is balanced.
   (c) $0$ is an interior point of $B_{\| \cdot \|}$.

3. Let $V$ be a finite dimensional vector space over $\mathbb{F}$. Let $X \subset V$ be a compact convex set balanced set such $0$ is its interior point. For each $x \in V \setminus \{0\}$ let $f(x) = \min \{ r > 0 : \frac{1}{r}x \in X \}$. Set $f(0) = 0$. Show that $f$ is a norm on $V$ whose unit ball is $X$.

4. Let $V$ be a finite dimensional vector space over $\mathbb{F}$ with a norm $\| \cdot \|$. Show
   (a) $\|f\|^* = \max_{y \in S_{\| \cdot \|}} |f(y)|$ for any $f \in V'$.
   (b) Show that for any $x \in V$ and $f \in V'$ the inequality $|f(x)| \leq \|f\|^*|x|$.
   (c) Identify $(V')'$ with $V$, i.e. any linear functional on $\lambda : V' \to \mathbb{F}$ is of the form $\lambda(f) = f(x)$ for some $x \in V$. Then $(\|x\|^*)^* = \|x\|$.
   (d) Let $L \subset V'$ be a compact set which contains a basis of $V'$. Define $\|x\|_L = \max_{f \in L} |f(x)|$. Then $\|x\|_L$ is a norm on $V$.
   (e) Show that $\| \cdot \| = \| \cdot \|_L$ for a corresponding compact set $L \subset V'$. Give a simple choice of $L$.

5. Let $V$ be a finite dimensional vector space over $\mathbb{F}$, $\dim V \geq 1$, with a norm $\| \cdot \|$. Show
   (a) $\text{ext}(B_{\| \cdot \|}) \subset S_{\| \cdot \|}$.
   (b) $\text{ext}(B_{\| \cdot \|}) = S_{\| \cdot \|}$ if and only if for any $x \neq y \in S_{\| \cdot \|}$ $(x,y) \subset B_{\| \cdot \|}$.
   (c) For each $x \in S_{\| \cdot \|}$ there exists $f \in S_{\| \cdot \|}$ such that $1 = f(x) \geq |f(y)|$ for any $y \in B_{\| \cdot \|}$.
   (d) Each $f \in S_{\| \cdot \|}$ is a proper supporting hyperplane of $B_{\| \cdot \|}$ at some point $x \in S_{\| \cdot \|}$.

6. Prove Corollary 7.1.5.
7. Let $V$ be a finite dimensional vector space over $F$. Assume that $\| \cdot \|_1, \| \cdot \|_2$ are two norms on $V$. Show

(a) $\|x\|_1 \leq \|x\|_2$ for all $x \in V$ if and only if $B_{\| \cdot \|_1} \supseteq B_{\| \cdot \|_2}$.
(b) Show that there exists $C \geq c > 0$ such that $c \|x\|_1 \leq \|x\|_2 \leq C \|x\|_1$ for all $x \in V$.

8. For any $p \in [1, \infty]$ define the conjugate $p^* = q \in [1, \infty]$ to satisfy the equality $\frac{1}{p} + \frac{1}{q} = 1$. Show

(a) Hölder’s inequality: $|y^* x| \leq (\text{abs } y)^\top \text{abs } x \leq \|x\|_p \|y\|_{p^*}$, for any $x, y \in C^n \setminus \{0\}$ and $p \in [1, \infty]$. (For $p = 2$ this inequality is called the Cauchy-Schwarz inequality.) Furthermore, equalities hold in all inequalities if and only if $y = a x$ for some $a \in C \setminus \{0\}$.

(b) $\|x\|_p$ is a norm on $\mathbb{C}^n$ for $p \in [1, \infty]$.

(c) $\|x\|_p$ is strictly convex if and only if $p \in (1, \infty)$.

(d) For $p \in (1, \infty)$ ext $(B_{\| \cdot \|_p}) = S_{\| \cdot \|_p}$.

(e) Characterize ext $(B_{\| \cdot \|_p})$ for $p = 1, \infty$ for $F = \mathbb{R}, \mathbb{C}$.

(f) For each $x \in \mathbb{C}^n$ the function $\|x\|_p$ is a nonincreasing function for $p \in [1, \infty]$.

9. Show that for any norm $\| \cdot \|$ on $\mathbb{F}^n$ the inequality

$$\|x\|_2^2 \leq \min(\|x\|_2^* \|x\|, \|x\|_2^* \|x\|)$$

for any $x \in \mathbb{F}^n$.

In particular, if $\| \cdot \|$ is absolute then $\|x\|_2^2 \leq \|x\|_2^* \|x\|$. (Hint: use the equality $\|x\|_2^* = x^* x$.)

10. Let $L \subset \mathbb{F}^n$ satisfy the assumptions of condition 3 of Theorem 7.1.3. Let $\nu(x) = \max_{y \in L} (\text{abs } y)^\top \text{abs } x$ for each $x \in \mathbb{F}^n$. Show that $\nu(x)$ is an absolute norm on $\mathbb{F}^n$.

11. Let $\| \cdot \|$ be an absolute norm on $\mathbb{R}^n$. Show that it extends in a unique way to an absolute norm on $\mathbb{C}^n$.

12. Let $V$ be a finite dimensional vector space over $F = \mathbb{R}, \mathbb{C}$.

(a) Assume that $\| \cdot \|$ is a seminorm on $V$. Let $W := \{ x \in V, \|x\| = 0 \}$. Show that $W$ is a subspace of $V$, and for each $x \in V$ the function $\| \cdot \|$ is a constant function on $x + W$. 

(b) Let \( W \) be defined as above. Let \( \hat{U} \) be the quotient space \( V/W \).
So \( \hat{v} \in \hat{V} \) is viewed as any \( y \in v + V \) for a corresponding \( v \in V \).
Define the function \( ||| \cdot ||| : \hat{V} \to \mathbb{R}^+ \) by \( |||v||| = ||y|| \).
Show that \( ||| \cdot ||| \) is a norm on \( \hat{V} \).
(c) Let \( U_1, U_2 \) are finite dimensional vector spaces over \( F \).
Assume that \( ||| \cdot ||| : U_1 \to \mathbb{R}^+ \) is a norm. Let \( V = U_1 \oplus U_2 \).
Define \( ||u_i \oplus u_i|| = ||u_i|| \) for each \( u_i \in U_i, i = 1, 2 \).
Show that \( \| \cdot \| \) is a seminorm on \( V \). Furthermore, the subspace \( 0 \oplus U_2 \) is the set where \( \| \cdot \| \) vanishes.  

13. Show that for any \( A \in C^{m \times n} \) \( \| A \|_2^2 = \sigma(A) = \max_{\| x \|_2 = 1} \| Ax \|_2 \). 
(Hint: Observe that \( \| Ax \|_2^2 = x^* (A^* A) x \).) 

14. For \( F = \mathbb{R}, \mathbb{C} \), identify \( (F^{m \times n})^* \) with \( F^{m \times n} \) by letting \( \phi_A : C^{m \times n} \to F \) be \( \text{tr}(A^T X) \) for any \( A \in F^{m \times n} \). Show that for any \( p \in [1, \infty] \) the conjugate of the \( p \)-Schatten norm \( \| \cdot \|_{p, S} \) is the \( q \)-Schatten norm on \( F^{m \times n} \), where \( \frac{1}{p} + \frac{1}{q} = 1 \).

7.2 Numerical ranges and radii 

Let \( S^{2n-1} := \{ x \in C^n, \ x^* x = 1 \} \) be the unit sphere of the \( \ell_2 \) norm on \( C^n \).

**Definition 7.2.1** A map \( \phi \) from \( S^{2n-1} \) to \( 2^{C^n} \), the set of all subsets of \( C^n \), is called a \( \nu \)-map, if the following conditions hold.

1. For each \( x \in S^{2n-1} \) the set \( \phi(x) \) is a nonempty compact set.
2. The set \( \cup_{x \in S^{2n-1}} \phi(x) \) is compact.
3. Let \( x_k \in S^{2n-1}, y_k \in \phi(x_k) \) for \( k \in \mathbb{N} \). Assume that \( \lim_{k \to \infty} x_k = x \) and \( \lim_{k \to \infty} y_k = y \). (Note that \( x \in S^{2n-1} \).) Then \( y \in \phi(x) \).
4. \( y^T x = 1 \) for each \( x \in S^{2n-1} \) and \( y \in \phi(x) \).

Assume that \( \phi \) from \( S^{2n-1} \) to \( 2^{C^n} \) is \( \nu \)-map. Then for \( A \in C^{n \times n} \)

\[
\omega_\phi(A) := \cup_{x \in S^{2n-1}} \cup_{y \in \phi(x)} \{ y^T A x \},
\]
\[
\rho_\phi(A) = \max_{x \in \phi(x), y \in \phi(x)} |y^T A x|
\]
are called the \( \phi \)-numerical range and the \( \phi \)-numerical radius respectively.

It is straightforward to show that \( \rho_\phi \) is a seminorm on \( C^{n \times n} \), see Problem 1.
Lemma 7.2.2 Let \( \phi : S^{n-1} \to 2^{\mathbb{C}^n} \) be a \( \nu \)-map. Then \( \text{spec} (A) \), is contained in the \( \nu \)-numerical range of \( A \). In particular \( r_\nu (A) \geq \rho (A) \).

Proof. Let \( A \in \mathbb{C}^{n \times n} \) and and assume that \( \lambda \) is an eigenvalue of \( A \). Then there exists an eigenvector \( \mathbf{x} \in \mathbb{S}^{2n-1} \) such that \( A \mathbf{x} = \lambda \mathbf{x} \). Choose \( \mathbf{y} \in \phi (\mathbf{x}) \). Then \( \mathbf{y}^\top A \mathbf{x} = \lambda \mathbf{y}^\top \mathbf{x} = \lambda \). Hence \( \lambda \in \omega_\nu (A) \). Thus \( r_\nu (A) \geq |\lambda| \).

Lemma 7.2.3 Let \( \| \cdot \| : \mathbb{C}^{n \times n} \to \mathbb{R}_+ \) be a seminorm, which is spectral dominant. Then \( \| \cdot \| \) is a norm on \( \mathbb{C}^{n \times n} \).

Proof. Assume to the contrary that \( \| \cdot \| \) is not a norm. Hence there exists \( 0 \neq A \in \mathbb{C}^{n \times n} \) such that \( \| A \| = 0 \). Since \( 0 = \| A \| \geq \rho (A) \) we deduce that \( A \) is a nonzero nilpotent matrix. Hence, \( T^{-1} A T = \oplus_{i=1}^l J_i \), where each \( J_i \) a nilpotent Jordan block and \( T \in \text{GL}(n, \mathbb{C}) \). Since \( A \neq 0 \) we may assume that \( J_1 \in \mathbb{C}^{l \times l} \), has an upper diagonal equal to 1, all other entries equal to 0 and \( l \geq 2 \). Let \( B = \oplus_{i=1}^l B_i \) where each \( B_i \) has the same dimensions as \( J_i \). Assume that \( B_i \) are zero matrices for \( i > 1 \), if \( k > 1 \). Let \( B_1 = [b_{ij}] \in \mathbb{C}^{l \times l} \), where \( b_{21,1} = 1 \) and all other entries of \( B_1 \) equal to 0. It is straightforward to show that the matrix \( \oplus_{i=1}^l (J_i + t B_i) \) has two nonzero eigenvalues \( \pm \sqrt{t} \) for \( t > 0 \). Let \( C := T (\oplus_{i=1}^k B_i) T^{-1} \). Then \( \rho (A + t B) = \sqrt{t} \) for \( t > 0 \). Hence for \( t > 0 \) we obtain the inequalities

\[
\rho (A + t B) = \sqrt{t} \leq \| A + t B \| \leq \| A \| + \| t B \| = t \| B \| \Rightarrow \| B \| \geq \frac{1}{\sqrt{t}}.
\]

The above inequality cannot hold for an arbitrary small positive \( t \). This contradiction implies the lemma. \( \square \)

Use the above Lemmas and Problem 1 to deduce.

Theorem 7.2.4 Let \( \phi : S^{2n-1} \to 2^{\mathbb{C}^n} \) be a \( \nu \)-map. Then \( r_\nu (\cdot) \) is a spectral dominant norm on \( \mathbb{C}^{n \times n} \).

We now consider a few examples of \( \nu \)-maps.

Example 7.2.5 The function \( \phi_2 : S^{2n-1} \to 2^{\mathbb{C}^n} \) given by \( \phi_2 (\mathbf{x}) := \{ \mathbf{x} \} \) is a \( \nu \)-map. The corresponding numerical range and numerical radius of \( A \in \mathbb{C}^{n \times n} \) are given by

\[
\omega_2 (A) = \{ z = \mathbf{x}^* A \mathbf{x}, \text{ for all } \mathbf{x} \in \mathbb{C}^n \text{ satisfying } \mathbf{x}^* \mathbf{x} = 1 \} \subset \mathbb{C},
\]

\[
r_2 (A) := \max_{\mathbf{x} \in \mathbb{C}^n, \mathbf{x}^* \mathbf{x} = 1} | \mathbf{x}^* A \mathbf{x} |.
\]

It is called the classical numerical range and numerical radius of \( A \), or simply the numerical range and numerical radius of \( A \).
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More generally:

**Example 7.2.6** For \( p \in (1, \infty) \) the function \( \phi_p : S^{2n-1} \to 2^{\mathbb{C}^n} \) given by 
\[
\phi_p((x_1, \ldots, x_n)^\top) := \{ \|x\|_p^{-p}(|x_1|^{p-2}x_1, \ldots, |x_n|^{p-2}x_n)^\top \}
\]
is a \( \nu \)-map. The corresponding numerical range and numerical radius of \( A \in \mathbb{C}^{n \times n} \) are denoted by \( \omega_p(A) \) and \( r_p(A) \) respectively.

The most general example related to a norm on \( \mathbb{C}^n \) is as follows.

**Example 7.2.7** Let \( \| \cdot \| \) be a norm on \( \mathbb{C}^n \). For each \( x \in S^{2n-1} \) let 
\[
\phi_{\| \cdot \|}(x) := \{ y \in \mathbb{C}^n \text{ with the dual norm } \|y\|* = \|x\| \text{ satisfying } y^\top x = 1 \}. 
\]
Then \( \phi_{\| \cdot \|} \) is a \( \nu \)-map. (See Problem 6.) The corresponding numerical range \( \omega_{\| \cdot \|}(A) \) and the numerical radius \( r_{\| \cdot \|}(A) \) is called the Bauer numerical range and the Bauer numerical radius respectively of \( A \in \mathbb{C}^{n \times n} \).

**Definition 7.2.8** A norm \( \| \cdot \| \) on \( \mathbb{C}^{n \times n} \) is called stable if there exists \( K > 0 \) such that \( \|A^m\| \leq K \|A\|^m \) for all \( A \in \mathbb{C}^{n \times n} \).

Clearly, \( \| \cdot \| \) is stable if and only if the unit ball \( B_{\| \cdot \|} \subseteq \mathbb{C}^{n \times n} \) is power bounded, see Definition 3.4.5.

**Theorem 7.2.9** Let \( \phi : S^{2n-1} \to 2^{\mathbb{C}^n} \) be a \( \nu \)-map. Set \( c := \max_{U \in \mathbb{U}(n)} r_{\phi}(U) \).

Then
\[
(7.2.3) \quad \|(zI - A)^{-1}\| \leq \frac{c}{|z| - 1} \quad \text{for all } |z| > 1, \quad r_{\phi}(A) \leq 1. 
\]

In particular, a \( \phi \)-numerical radius is a stable norm.

**Proof.** Fix \( x \in S^{2n-1} \). We first note that \( \|y\| \leq c \) for each \( y \in \phi(x) \). Let \( z = \frac{1}{\|y\|}y \in S^{2n-1} \). Then there exists \( U \in \mathbb{U}(n) \) such that \( Ux = z \). Hence \( \|y\|_2 = y^\top Ux \leq r_{\phi}(U) \leq c \). Assume next that \( r_{\phi}(A) \leq 1 \). Hence \( \rho(A) \leq r_{\phi}(A) \leq 1 \). So \( (zI - A)^{-1} \) is defined for \( |z| > 1 \). Let \( v := (zI - A)^{-1}x, v_1 := \frac{1}{\|v\|}v \). Then for \( y \in \phi(v_1) \) we have
\[
\frac{|y^\top x|}{\|y\|_2} = \frac{|y^\top (zI - A)v_1| = |z - y^\top Av_1|}{\|v\|} \geq |z| - 1. 
\]

On the other hand
\[
|y^\top x| \leq \|y\|_2 \|x\|_2 = \|y\|_2 \leq c. 
\]
Combine the above inequalities to deduce \( \|(zI - A)x\|_2 \leq \frac{c}{|z| - 1} \) for all \( \|x\|_2 = 1 \). Use Problem 7.1.13 to deduce (7.2.3). Theorem 3.4.9 yields that the unit ball corresponding to the norm \( r_{\phi}(\cdot) \) is a power bounded set, i.e. the norm \( r_{\phi}(\cdot) \) is stable. \( \square \)
Theorem 7.2.10  Let $\| \cdot \|$ be a norm on $\mathbb{C}^{n \times n}$. Then $\| \cdot \|$ is stable if and only if it is spectral dominant.

Proof. Assume first that $\| \cdot \|$ is stable. So $B_{\| \cdot \|}$ is a power bounded set. Theorem 3.3.2 yields that each $A \in B_{\| \cdot \|}$ satisfies $\rho(A) \leq 1$. So if $A \neq 0$ we get that $\rho \left( \frac{1}{\| A \|} A \right) \leq 1$, i.e. $\rho(A) \leq \| A \|$ for any $A \neq 0$. Clearly $\rho(0) = \| 0 \| = 0$. Hence a stable norm is spectral dominant.

Assume now that $\| \cdot \|$ is a spectral dominant norm on $\mathbb{C}^{n \times n}$. Recall that $B_{\| \cdot \|}$ is a convex compact balanced set, and $0$ is an interior point. Define a new set

$$A := \{ B \in \mathbb{C}^{n \times n}, \ B = (1 - a)A + zI, \ a \in [0, 1], \ z \in \mathbb{C}, \ |z| \leq a, \ A \in B_{\| \cdot \|} \}.$$  

It is straightforward to show that $A$ is a convex compact balanced set. Note that by choosing $a = 1$ we deduce that $I \in A$. Furthermore, by choosing $a = 0$ we deduce that $B_{\| \cdot \|} \subseteq A$. So $0$ is an interior point of $A$. Problem 7.1.3 yields that there exists a norm $\| \| \|$ on $\mathbb{C}^{n \times n}$ such that $B_{\| \|} = A$. Since $S_{\| \|} \subset B_{\| \|}$ it follows $\| A \| \leq \| A \|$ for each $A \in \mathbb{C}^{n \times n}$. We claim that $\| \| \|$ is spectral dominant. Assume that $\| B \| = 1$. So $B = (1 - a)A + zI$ for some $a \in [0, 1], \ z \in \mathbb{C}, \ |z| \leq a$ and $A \in B_{\| \|}$. Since $\| \cdot \|$ is spectral dominant it follows that $\rho(A) \leq \| A \| \leq 1$. Note that $\text{spec} (B) = (1 - a)\text{spec} (A) + z$. Hence $\rho(B) \leq (1 - a)\rho(A) + |z| \leq (1 - a) + a = 1$. So $\| \cdot \|$ is spectral dominant. Since $\| I \| \leq 1$ and $\| I \| \geq \rho(I) = 1$ we deduce that $\| I \| = 1$. Hence, for any $z \in \mathbb{C}, \ |z| < 1$ we have $\| zI \| < 1$.

For $x \in S^{2n-1}$ let

$$C(x) = \{ u \in \mathbb{C}^n, \ u = Bx, \ \| B \| < 1 \}.$$  

Clearly $C(x)$ is a convex set in $\mathbb{C}^n$. Since for each $\| B \| < 1$ we have that $\rho(B) < 1$ it follows that $x \notin C(x)$. The hyperplane separation theorem Theorem 4.6.6 implies the existence of $y \in \mathbb{C}^n$ such that

$$(7.2.4) \quad \Re(y^\top x) > \Re(y^\top Bx) \text{ for all } \| B \| < 1.$$  

Substitute in the above inequality $B = zI, |z| < 1$ we deduce that $\Re(y^\top x) > \Re(zy^\top x)$. By choosing an appropriate argument of $z$ we deduce $\Re(y^\top x) > |z| |y^\top x|$. Hence $\Re(y^\top x) \geq |y^\top x|$. In view of the strict inequality in (7.2.4) we deduce that $y^\top x$ is real and positive. Thus we can renormalize $y$ so that $y^\top x$. Let $\phi(x)$ be the set of all $w \in \mathbb{C}^n$ such that

$$w^\top x = 1, \ \max_{\| B \| \leq 1} \| w^\top Bx \| = 1.$$  

Clearly, $y \in \phi(x)$. It is straightforward to show that $\phi : S^{2n-1} \to 2^{\mathbb{C}^n}$ is a $\nu$-map.
As $w^\top B x = \text{tr} B(xw^\top)$ we deduce that $|||xw^\top|||_\ast = 1$, where $|||\cdot|||_\ast$ is the dual norm of $|||\cdot|||$ on $\mathbb{C}^{n \times n}$:

\[
(7.2.5) \quad |||C|||_\ast = \max_{B \in B_{|||\cdot|||}} |\text{tr} BC| = \max_{B \in S_{|||\cdot|||}} |\text{tr} BC|.
\]

Let $\mathcal{R}(1, n, n) \subset \mathbb{C}^{n \times n}$ be the variety of all matrices of rank one at most. Clearly, $\mathcal{R}(1, n, n)$ is a closed set consisting of all matrices of rank one and $0_{n \times n}$. Hence $\mathcal{R}(1, n, n) \cap S_{|||\cdot|||_\ast}$ is a compact set consisting of all $xw^\top$, where $x \in S^{2n-1}$ and $w \in \phi(x)$. Since $(|||\cdot|||_\ast)_\ast = |||\cdot|||$ it follows that $r_{\phi}(B) = \max_{x \in S^{2n-1}, w \in \phi(x)} |\text{tr} B(xw^\top)| \leq \max_{C \in B_{|||\cdot|||_\ast}} |\text{tr} BC| = |||B||| \leq \|B\|$. Hence $B_{|||\cdot|||} \subseteq B_{|||\cdot|||_\ast} \subseteq B_{\phi(\cdot)}$. Theorem 7.2.9 yields that $r_{\phi}(\cdot)$ is a stable norm. Hence $|||\cdot|||$ and $|||\cdot|||_\ast$ are stable norms.

Use Theorem 7.2.10 and Problem 3 to deduce:

**Corollary 7.2.11** Let $A \subset \mathbb{C}^{n \times n}$ be a compact, convex, balanced set, whose interior contains $0$. Then $A$ is stable if and only if $\rho(A) \leq 1$ for each $A \in A$.

**Definition 7.2.12** Let $\mathbb{F}$ be field. A subspace $0 \neq U \subset \mathbb{F}^{n \times n}$ is called stable if there exists an integer $k \in [n]$ such that the dimension of the subspace $Ux \subset \mathbb{F}^n$ is $k$ for any $0 \neq x \in \mathbb{F}^n$. $U$ is called maximally stable if $k = n$.

The following result is a generalization of Theorem 7.2.10.

**Theorem 7.2.13** Let $A \subset \mathbb{C}^{n \times n}$ be a compact convex balanced set, (see Problem 7.1.2 for the definition of a convex balanced set), which contains the identity matrix. Assume that $\mathcal{L} := \text{span } A$ is a stable subspace. Then $A$ is a stable set if and only if $\rho(A) \leq 1$ for each $A \in A$.

**Proof.** Clearly, if $A$ is stable, then each $A \in A$ is power bounded, hence $\rho(A) \leq 1$. Assume now that $A$ is a compact convex balanced set containing identity such that $\mathcal{L}$ is a stable subspace. Let $x \in S^{2n-1}$ and consider the subspace $\mathcal{L}x$ of dimension $k$. Since $A$ is a compact convex balanced set it follows that $Ax$ is a compact convex balanced set in $\mathcal{L}$ since $\text{span } Ax = \mathcal{L}x$ it follows that $r_i Ax$. Hence $Ax$ is a unit ball of the norm $|||\cdot|||_x$ on the subspace $\mathcal{L}x$. Since $I \in A$ it follows that $\xi \in Ax$. We claim that $\|x\|_x = 1$. Assume to the contrary $\|x\|_x < 1$. Then $(1 + \varepsilon)x \in Ax$ for some $\varepsilon > 0$. So there exists $A \in A$ such that $Ax = (1 + \varepsilon)x$. Hence $\rho(A) \geq (1 + \varepsilon)$ contrary to our assumptions.
7.2. NUMERICAL RANGES AND RADII

Identify \((\mathcal{L}x)'\) with \(\mathcal{L}x\). So a linear functional \(f : \mathcal{L}x \to \mathbb{C}\) is given by \(f(y) = z^\top y\) for some \(z \in \mathcal{L}x\). Let \(||z\|_x^*\) be the conjugate norm on \(\mathcal{L}x\). Denote by \(\mathcal{B}(x) \subset \mathcal{L}x\) the unit ball of the norm \(||\cdot\|_x^*\). Since \(||x||_x^* = 1\) it follows that there exists \(z(x) \in \mathcal{L}x\) such that \(z(x)^\top x = 1\) and \(||z(x)||_x^* = 1\).

We claim that \(\bigcup_{x \in S^{2n-1}} \mathcal{B}(x)\) is a compact set in \(\mathbb{C}^n\).

Indeed, since \(\mathcal{L}x\) has a fixed dimension \(k\) for each for each \(x \in \mathbb{C}^n\) we can view \(\mathcal{L}x\) of the form \(U(x)W\) for some fixed subspace \(W \subset \mathbb{C}^n\) of dimension \(k\) and a unitary matrix \(U(x)\). \((U(x)\) maps an orthonormal basis of \(W\) to an orthonormal basis of \(\mathcal{L}x\).) Hence the set \(\mathcal{C}(x) := U^*(x)Ax\) is a compact convex balanced set in \(W\), with \(0\) an interior point. Since \(\mathcal{A}\) is compact, it follows that \(\mathcal{C}(x)\) varies continuously on \(x \in S^{2n-1}\). Therefore the set \(\mathcal{D}(x) := U^*\mathcal{B}(x) \subset W\) varies continuously with \(x \in S^{2n-1}\). Hence \(\bigcup_{x \in S^{2n-1}} \mathcal{D}(x)\) is a compact set in \(W\), which yields that \(\bigcup_{x \in S^{2n-1}} \mathcal{B}(x)\) is a compact set in \(\mathbb{C}^n\). In particular, there exists a constant \(K\) such that \(||z(x)||_2 \leq K\). We now claim that \(\mathcal{A}\) satisfies the condition 3.4.13 of Theorem 3.4.9. Indeed, for \(x \in S^{2n-1}, A \in \mathcal{A}\) we have that \(Ax \in \mathcal{A}(x)\), hence \(||Ax||_x \leq 1\). Hence for \(|\lambda| > 1\) we have

\[
||(\lambda I - A)x||_2 \geq \frac{||z(x)^\top(\lambda I - A)x||_2}{K} \geq \frac{|\lambda| - |z(x)^\top Ax|}{K} \geq \frac{|\lambda| - ||Ax||_x||z(x)||_x^*}{K} \geq \frac{|\lambda| - 1}{K} \|x\|_2.
\]

Thus for each \(|\lambda| > 1\) and \(0 \neq x \in \mathbb{C}^n\) we have the inequality \(||(\lambda I - A)x||_2 \geq \frac{|\lambda| - 1}{K} \|x\|_2\). Choose \(x = (\lambda I - A)^{-1}y\) to deduce the inequality

\[
\frac{||(\lambda I - A)y||_2}{\|y\|_2} \leq \frac{K}{|\lambda| - 1}.
\]

So \(\sigma_1(\lambda I - A)^{-1} \leq \frac{K}{|\lambda| - 1}\). Hence \(\mathcal{A}\) satisfies the condition 3.4.13 of Theorem 3.4.9 with the norm \(\sigma_1(\cdot)\). Theorem 3.4.9 yields that \(\mathcal{A}\) is stable. \(\square\)

Problem 7 shows that in Theorem 7.2.13 the assumption that \(\mathcal{L}\) is a stable subspace cannot be dropped. In [Fri84] we show the following result.

**Theorem 7.2.14** Let \(n \geq 2, d \in [2n-1, n^2]\) be integers. Then a generic subspace \(\mathcal{L}\) of \(\mathbb{C}^{n \times n}\) of dimension \(d\) is maximally stable.

Problems
1. Let $\phi: S^{2n-1} \rightarrow 2^{C^n}$ be a $\nu$-map. Show that $r_{\phi}: C^n \times n \rightarrow \mathbb{R}^+$ is a seminorm.

2. Let $\phi: S^{2n-1} \rightarrow 2^{C^n}$ be a $\nu$-map. Show that $r_{\phi}(I_n) = 1$.

3. Show that for any $p \in (1, \infty)$ the map $\phi_p$ given in Example 7.2.6 is a $\nu$-map.

4. Show
   (a) For any unitary $U \in C^{n \times n}$ and $A \in C^{n \times n}$ $\omega_2(U^*AU) = \omega_2(A)$ and $r_2(U^*AU) = r_2(A)$.
   (b) For a normal $A \in C^{n \times n}$ the numerical range $\omega_2(A)$ is a convex hull of the eigenvalues of $A$. In particular $r_2(A) = \rho(A)$ for a normal $A$.
   (c) $\omega_2(A)$ is a convex set for any $A \in C^{n \times n}$. (Observe that it is enough to prove this claim only for $n = 2$.)

5. Let $A = J_4(0) \in C^{4 \times 4}$ be a nilpotent Jordan block of order 4. Show that $r_2(A) < 1, r_2(A^2) = \frac{1}{2}, r_2(A^3) = \frac{1}{4}$. Hence the inequality $r_2(A^i) \leq r_2(A)r_2(A^2)$ does not hold in general.

6. Show that the map $\phi_{\|\cdot\|}: S^{2n-1} \rightarrow 2^{C^n}$ given in Example 7.2.7 is a $\nu$-map.

7. Let $\|\cdot\|$ be the norm on $C^{n \times n}$ given by $\|[(a_{ij})_{i,j=1}^n]\| := \max_{i,j \in [1,n]} |a_{ij}|$. Denote by $U_n \subset C^{n \times n}$ the subspace of upper triangular matrices. For $n \geq 2$ show.
   (a) $U_n$ is not a stable subspace of $C^{n \times n}$.
   (b) $U_n \cap B_{\|\cdot\|}$ is a compact, convex, balanced set.
   (c) $\rho(A) \leq 1$ for each $A \in U_n \cap B_{\|\cdot\|}$.
   (d) $U_n \cap B_{\|\cdot\|}$ is not a stable set.

8. Let $C$ be a compact convex set in a finite dimensional space $V$. Show that $C$ is a polytope if and only if $\text{ext} \ C$ is a finite set.

### 7.3 Superstable norms

**Definition 7.3.1** A norm $\|\cdot\|$ on $C^{n \times n}$ is called superstable if $\|A^k\| \leq \|A\|^k$ for $k = 2, \ldots, n$ and each $A \in C^{n \times n}$.

Clearly, any operator norm on $C^{n \times n}$ is a superstable norm, see §7.4.
7.3. SUPERSTABLE NORMS

Theorem 7.3.2 The standard numerical radius \( r_2(A) = \max_{x \in \mathbb{C}^n, \|x\|_2 = 1} |x^*Ax| \) is a superstable norm.

To prove the theorem we need the following lemma.

Lemma 7.3.3 Assume that \( A \in \mathbb{C}^{n \times n}, \rho(A) < 1 \) and \( x \in S^{2n-1} \). Let \( z_j = e^{\frac{2\pi j}{m}} \) and assume that \( I_n - z_j A \in \text{GL}(n, \mathbb{C}) \) for \( j = 1, \ldots, m \). Then

\[
1 - x^* A^m x = \frac{1}{m} \sum_{j=1}^m \|x_j\|^2 (1 - z_j y_j^* A y_j),
\]

where \( x_j = \prod_{k \in [m] \setminus \{j\}} (1 - z_k A)x, \ y_j = \frac{1}{\|x_j\|_2} x_j, \ j = 1, \ldots, m. \)

Proof. Observe the following two polynomial identities in \( z \) variable

\[
1 - z^m = \prod_{k=1}^m (1 - z_k z), \quad 1 = \frac{1}{m} \sum_{j=1}^m \prod_{k \in [m] \setminus \{j\}} (1 - z_k z).
\]

Replace the variable \( z \) by \( A \) obtain the identities

\[
I_n - A^m = \prod_{k=1}^m (I_n - z_k A), \quad I_n = \frac{1}{m} \sum_{j=1}^m \prod_{k \in [m] \setminus \{j\}} (I_n - z_k A).
\]

Multiply the second identity from the right by \( x \) to get the identity \( x = \frac{1}{m} \sum_{j=1}^m x_j \). Multiply the first identity by \( x \) from the right respectively to obtain \( x - A^m x = (\prod_{k=1}^m (I_n - z_k A))x \). Since \( I_n - z_k A \) for \( k = 1, \ldots, m \) commute, we deduce that for each \( k \), \( x - A^m x = (I_n - z_k A)x_k \). Hence

\[
1 - x^* A^m x = x^*(x - A^m x) = \frac{1}{m} \sum_{j=1}^m x_j^* (x - A^m x) =
\]

\[
\frac{1}{m} \sum_{j=1}^m x_j^* (I_n - z_j A)x_j = \frac{1}{m} \sum_{j=1}^m \|x_j\|^2 (1 - z_j y_j^* A y_j).
\]

Proof of Theorem 7.3.2. From the the proof of Lemma 7.3.3 it follows that (7.3.1) holds for any \( A \in \mathbb{C}^{n \times n} \) and some \( y_1, \ldots, y_m \in S^{2n-1} \), since for \( x_j = 0 \) in (7.3.1) we can choose any \( y_j \in S^{2n-1} \). Suppose that
that \( r_2(A) = 1 \). Let \( \zeta \in \mathbb{C}, |\zeta| = 1 \). Apply the equality (7.3.1) to \( \zeta A \) and \( x \in S^{2n-1} \) to deduce

\[
1 - \zeta^m x^* A^m x = \frac{1}{m} \sum_{j=1}^{m} \|u_j\|^2 (1 - z_j \zeta w_j^* A w_j)
\]

for corresponding \( w_1, \ldots, w_m \in S^{2n-1} \). Choose \( \zeta \) such that \( \zeta^m x^* A^m x = |x^* A^m x| \). Since \( r_2(z_4 \zeta A) = r_2(A) = 1 \), it follows that \( \Re(1 - z_j \zeta w_j^* A w_j) \geq 0 \). Hence, the above displayed equality yields \( 1 - |x^* A^m x| \geq 0 \), i.e. \( 1 \leq |x^* A^m x| \). Since \( x \in S^{2n-1} \) is arbitrary, it follows that \( r_2(A^m) \leq 1 \) if \( r_2(A) = 1 \). Hence \( r_2(\cdot) \) is a superstable norm.

**Definition 7.3.4** For an integer \( n \geq 2 \) and \( p \in [1, \infty] \) let \( K_{p,n} \geq 1 \) be the smallest constant satisfying \( r_p(A^m) \leq K_{p,n} r_p(A)^m \) for all \( A \in \mathbb{C}^{n \times n} \).

Theorem 7.3.2 is equivalent to the equality \( K_{2,n} = 1 \). Problem 1b shows that \( K_{1,n} = K_{\infty,n} = 1 \). It is an open problem if \( \sup_{n \in \mathbb{N}} \max_{p \in [1, \infty]} K_{p,n} < \infty \).

**Theorem 7.3.5** Let \( \| \cdot \| \) be a norm on \( \mathbb{C}^{n \times n} \) which is invariant under the similarity by unitary matrices, i.e. \( \| U A U^{-1} \| = \| A \| \) for each \( A \in \mathbb{C}^{n \times n} \) and \( U \in \mathbb{U}(n) \). Then \( \| \cdot \| \) is spectral dominant if and only if \( \| A \| \geq r_2(A) \) for any \( A \in \mathbb{C}^{n \times n} \).

To prove the theorem we bring the following two lemmas which are of independent interest.

**Lemma 7.3.6** Let \( \| \cdot \| \) be a norm on \( \mathbb{C}^{n \times n} \). Assume that \( \| \cdot \| \) is invariant under the similarity by \( U \in \mathbb{GL}(n, \mathbb{C}) \), i.e. \( \| A \| = \| UA U^{-1} \| \) for each \( A \in \mathbb{C}^{n \times n} \). Then \( U \) is similar to diagonal matrix \( \Lambda \):

\[
\Lambda = \text{diag}(\lambda_1, \ldots, \lambda_n), \quad |\lambda_1| = \ldots = |\lambda_n| > 0.
\]

**Proof.** Let \( \lambda, \mu \in \mathbb{C} \) be two distinct eigenvalues of \( U \). So there are two corresponding nonzero vectors \( x, y \in \mathbb{C}^n \) such that \( Ux = \lambda x, U^T y = \mu y \). For \( A = xy^T \) we deduce that \( UAU^{-1} = \frac{\lambda}{\mu} A \). Since \( \| A \| = \| UAU^{-1} \| > 0 \) it follows that \( |\lambda| = |\mu| \). Hence all the eigenvalues of \( U \) have the same modulus.

It is left to show that \( U \) is diagonalizable. Assume to the contrary that \( U \) is not diagonalizable. Then there exists an invertible matrix \( T \) and upper triangular matrix \( V = [v_{ij}]_{i,j=1}^n \) such that \( v_{11} = v_{22} = \lambda \neq 0, v_{12} = 1 \), and \( V = TVT^{-1} \). Choose \( A = TBT^{-1} \), where \( B = [b_{ij}]_{i,j=1}^n \), where \( b_{22} = \frac{1}{\lambda} \).

Since \( \| U^k AU^{-k} \| = \| A \| \) for \( k = \in \mathbb{N} \) it follows that the sequence of matrices
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$U^k AU^{-k}, k \in \mathbb{N}$ is bounded. A straightforward calculation shows that the (1, 2) entry of $T^{-1}(U^k AU^{-k})T$ is $k^2$. Hence the sequence $U^k AU^{-k}, k \in \mathbb{N}$ is not bounded, contrary to our previous claim. The above contradiction establishes lemma.

Lemma 7.3.7 Let $\Lambda = \text{diag}(\lambda_1, \ldots, \lambda_n) \in \mathbb{C}^{n \times n}$ and assume that $|\lambda_1| = \ldots = |\lambda_n| > 0$ and $\lambda_i \neq \lambda_j$ for $i \neq j$. Suppose that $\| \cdot \|$ is a norm on $\mathbb{C}^{n \times n}$ which is invariant under the similarity by $\Lambda$. Then

\[(7.3.4) \quad \| \text{diag}(A) \| \leq \| A \|.
\]

Proof. $\Lambda$-similarity invariance implies

\[\| \frac{1}{m+1} \sum_{k=0}^{m} \Lambda^k AA^{-k} \| \leq \frac{1}{m+1} \sum_{k=0}^{m} \| \Lambda^k AA^{-k} \| = \| A \|.
\]

For $A = [a_{ij}] \in \mathbb{C}^{n \times n}$ let

\[A_m = [a_{ij,m}] = \frac{1}{m+1} \sum_{k=0}^{m} \Lambda^k AA^{-k},
\]

where $a_{ii,m} = a_{ii}, \quad a_{ij,m} = a_{ij} \frac{1 - \lambda_i^{m+1}}{\lambda_j^{m+1}}$ for $i \neq j$.

Hence $\lim_{m \to \infty} A_m = \text{diag}(A)$. Since $\| A_m \| \leq \| A \|$ we deduce the inequality (7.3.4).

Proof of Theorem 7.3.5. Assume first that $\| A \| \geq r_2(A)$ for each $A \in \mathbb{C}^{n \times n}$. Clearly, $\| \cdot \|$ is spectral dominant. Assume now that $\| \cdot \|$ is invariant under similarity by any unitary matrix $U$, and $\| \cdot \|$ is spectral dominant. Since $\| \cdot \|$ is invariant under the similarity by a diagonal matrix $\Lambda = \text{diag}(\lambda_1, \ldots, \lambda_n)$, where $|\lambda_1| = \ldots = |\lambda_n| = 1$ and $\lambda_i \neq \lambda_j$ for $i \neq j$, Lemma 7.3.7 yields (7.3.4). Let $A = [a_{ij}]$. Since $\text{diag}(A) = \text{diag}(a_{11}, \ldots, a_{nn})$ and $\| \cdot \|$ is spectral dominant we obtain that

\[\| A \| \geq \| \text{diag}(A) \| \geq \rho(\text{diag}(A)) = \max_{i \in \langle n \rangle} |a_{ii}|.
\]

Let $V \in U(n)$. Then the first column of $V$ is $x \in S^{2n-1}$. Furthermore, the (1, 1) entry of $V^*AV$ is $x^*Ax$. Since $\| \cdot \|$ is invariant under unitary similarity we obtain $\| A \| = \| V^*AV \| \geq |x^*Ax|$. As for any $x \in S^{2n-1}$ there exists a unitary $V$ with the first column $x$ we deduce that $\| A \| \geq r_2(A)$.
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Problems

1. (a) Describe the $\nu$-maps $\phi_{\|\cdot\|_1}, \phi_{\|\cdot\|_\infty}$.

(b) Show that for $p = 1, \infty$, $r_p(A)$ is equal to the operator norm of $\|A\|_p$, for $A \in \mathbb{C}^{n \times n}$ viewed as a linear operator $A : \mathbb{C}^n \to \mathbb{C}^n$. (See §7.4). Hence $K_{1,n} = K_{\infty,n} = 1$, where $K_{p,n}$ is given Definition 7.3.4.

(c) Show that for each $p \in (1, \infty)$ and integer $n \geq 2$ there exists $A \in \mathbb{C}^{n \times n}$ such that $r_p(A) < \|A\|_p$, where $\|A\|_p$ the operator norm of $A$.

7.4 Operator norms

Let $V_a, V_b$ be two finite dimensional vector spaces over $F = \mathbb{R}, \mathbb{C}$. Assume that $\|\cdot\|_a, \|\cdot\|_b$ are norms on $V_a, V_b$ respectively. Let $T : V_a \to V_b$ be a linear transformation. Then

\[
\|T\|_{a,b} := \max_{0 \neq x \in V_a} \frac{\|Tx\|_b}{\|x\|_a},
\]

is called the operator norm of $T$. Clearly

\[
\|T\|_{a,b} = \max_{\|x\|_a \leq 1} \|Tx\|_b = \max_{\|x\|_b = 1} \|Tx\|_b
\]

See Problem 1. Let $V_c$ be a third finite dimensional vector space over $F$ with a norm $\|\cdot\|_c$. Assume that $Q : V_b \to V_c$ is a linear transformation. The we have the well known inequality

\[
\|QT\|_{a,c} \leq \|Q\|_{b,c} \|T\|_{a,b}.
\]

See Problem 2.

Assume now that $V_a = V_b = V$ and $\|\cdot\|_a = \|\cdot\|_b = \|\cdot\|_c = \|\cdot\|$. We then denote $\|T\| := \|T\|_{a,b}$ and $\|Q\| := \|Q\|_{b,c}$. Let $Id : V \to V$ be the identity operator. Hence

\[
\|Id\| = 1, \quad \|QT\| \leq \|Q\| \|T\|, \quad \|T^m\| \leq \|T\|^m \quad \text{for } m = 2, \ldots
\]

Assume that $V_a = \mathbb{F}^n, V_b = \mathbb{F}^m$. Then $T : \mathbb{F}^n \to \mathbb{F}^m$ is represented by a matrix $A \in \mathbb{F}^{m \times n}$. Thus $\|A\|_{a,b}$ is the operator norm of $A$. For $m = n$ and $\|\cdot\|_a = \|\cdot\|_b = \|\cdot\|$ we denote by $\|A\|$ the operator norm. Assume that
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Let $A = [a_{ij}] \in \mathbb{F}^{m \times n}$ and $\| \cdot \|_a, \| \cdot \|_b$ be norms on $\mathbb{C}^n, \mathbb{C}^m$ respectively. If $\| \cdot \|_b$ is an absolute norm then

$$(7.4.5) \quad \| A \|_a, b \leq \| ((a_{11}, \ldots, a_{1n})^T, \ldots, (a_{m1}, \ldots, a_{mn})^T)^T \|_b.$$

If $\| \cdot \|_a$ is an absolute norm then

$$(7.4.6) \quad \| A \|_{a,b} \leq \| ((a_{11}, \ldots, a_{1n})^T, \ldots, (a_{m1}, \ldots, a_{mn})^T)^T \|_a.$$

In both inequalities, equality holds for matrices of rank one.

Proof. Let $x \in \mathbb{F}^n$. Then

$$(Ax)_i = \sum_{j=1}^{n} a_{ij} x_j \Rightarrow |(Ax)_i| \leq \| ((a_{11}, \ldots, a_{1n})^T, \ldots, (a_{m1}, \ldots, a_{mn})^T)^T \|_a \| x \|_a, \quad i = 1, \ldots, m \Rightarrow |Ax| \leq \| x \|_a ((a_{11}, \ldots, a_{1n})^T, \ldots, (a_{m1}, \ldots, a_{mn})^T)^T \| \| a \|_a.$$

Assume that $\| \cdot \|_a$ is an absolute norm. Then

$$\| Ax \|_b \leq \| x \|_a ((a_{11}, \ldots, a_{1n})^T, \ldots, (a_{m1}, \ldots, a_{mn})^T)^T \|_b,$$

which yields (7.4.5). Suppose that $A$ is rank one matrix. So $A = uv^T$, where $0 \neq u \in \mathbb{F}^m, 0 \neq v \in \mathbb{F}^n$. There exists $0 \neq x \in \mathbb{F}^n$ such that $v^T x = \| v \|_a^2 \| x \|_a^2$. For this $x$ we have that $|Ax| = \| v \|_a^2 \| u \|_a$. Hence $\| Ax \|_a, b = \| v \|_a^2 \| u \|_b$. The right-hand side of (7.4.5) is $\| v \|_a^2 \| u \|_b$. This shows that (7.4.5) is sharp for rank one matrices.

Assume now that $\| \cdot \|_a$ is an absolute norm. Theorem 7.1.3 claims that $\| \cdot \|_a^* \Sigma$ is an absolute norm. Apply (7.4.5) to $\| A^T \|_{b,a^*}$ and use Problem 1e to deduce the inequality (7.4.6). Assume that $A$ is rank one matrix. Then $A^T$ is a rank one matrix and equality holds in (7.4.6). \qed

Theorem 7.4.2 Let $m, n \geq 2$ be integers. Assume that $s, t \in [1, \infty]$ and suppose $\mathbb{F}^m, \mathbb{F}^n$ are endowed with Hölder with norms $\| \cdot \|_s, \| \cdot \|_t$ respectively. Let $s^*$ be defined by the equality $\frac{1}{s} + \frac{1}{s^*} = 1$. Then for $A = [a_{ij}]_{i,j=1}^{m,n} \in \mathbb{F}^{m \times n}$
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the following hold.

(7.4.7) \[ \|A\|_{s,t} \leq \min\left(\left(\sum_{i=1}^{m} \left(\sum_{j=1}^{n} |a_{ij}|^s\right)^{\frac{1}{s}}\right)^{\frac{1}{t}}, \left(\sum_{j=1}^{n} \left(\sum_{i=1}^{m} |a_{ij}|^t\right)^{\frac{1}{t}}\right)^{\frac{1}{s}}\right), \]

(7.4.8) \[ \|A\|_{\infty,1} \leq \sum_{i,j=1}^{m,n} |a_{ij}|, \]

(7.4.9) \[ \|A\|_{1,1} = \max_{1 \leq j \leq n} \sum_{i=1}^{m} |a_{ij}|, \]

(7.4.10) \[ \|A\|_{\infty,\infty} = \max_{1 \leq i \leq m, 1 \leq j \leq n} |a_{ij}|, \]

(7.4.11) \[ \|A\|_{1,\infty} = \max_{1 \leq i \leq m, 1 \leq j \leq n} |a_{ij}|. \]

Proof. Since \( \|\cdot\|_s, \|\cdot\|_t \) are absolute norm the inequalities (7.4.5) and (7.4.6) hold. As \( \|\cdot\|_* = \|\cdot\|_s \) we deduce (7.4.7). For \( s = \infty \) we have \( s_* = 1 \), and for \( t = 1 \) (7.4.7) yields (7.4.8).

Assume that \( s = t = 1 \). So \( s_* = \infty \). The second part of the inequality (7.4.7) yields the inequality \( \|A\|_{1,1} \leq \max_{1 \leq j \leq n} \sum_{i=1}^{m} |a_{ij}| \). Let \( e_j = (\delta_j, \ldots, \delta_j)^{\top} \). Clearly, \( \|e_j\|_s = 1 \) and \( \|Ae_j\|_s = \sum_{i=1}^{m} |a_{ij}| \). Hence \( \|A\|_{1,1} \geq \sum_{i=1}^{m} |a_{ij}| \). So \( \|A\|_{1,1} \geq \max_{1 \leq j \leq n} \sum_{i=1}^{m} |a_{ij}| \), which yields (7.4.9).

Since \( \|A\|_{\infty,\infty} = \|A^\top\|_{1,1} \), see Problem 1e, we deduce (7.4.10) from (7.4.9).

Let \( s = 1, t = \infty \). Then (7.4.7) yields the inequality
\[ \|A\|_{1,\infty} \leq \max_{1 \leq i \leq m, 1 \leq j \leq n} |a_{ij}| = |a_{i,j_1}|. \]
Hence \( \|A\|_{1,\infty} \geq |a_{i,j_1}| \), which proves (7.4.11). \( \square \)

Theorem 7.4.3 Let \( V \) be a finite dimensional vector space over \( \mathbb{C} \) with an norm \( \|\cdot\| \). Let \( \|\cdot\| \) be the induced operator norm \( \text{Hom}(V, V) \). Then for \( A \in \text{Hom}(V, V) \) the inequality \( \rho(A) \leq \|A\| \) holds.

Proof. Assume that \( \lambda \in \text{spec} A \). Then there exists \( 0 \neq x \in V \) such that \( Ax = \lambda x \). So \( \|A\| \geq \frac{\|Ax\|}{\|x\|} = |\lambda| \). \( \square \)

Problems

1. Show

(a) The equality (7.4.2).
(b) For each \( t > 0 \) there exists a vector \( y \in V_a, \|y\|_b = t \) such that
\[
\|T\|_{a,b} = \frac{\|Ty\|_b}{\|y\|_b}.
\]
(c) \( \|T\|_{a,b} = \max_{f \in S} \|f(Tx)\| \) for \( f \) in \( S \).
(d) Denote by \( \|T^*\|_{b^*,a^*} \) the operator norm of \( T^* : V_b^* \to V_a^* \) with respect to the norms \( \|\cdot\|_b^*, \|\cdot\|_a^* \) respectively. Show that
\[
\|T^*\|_{b^*,a^*} = \|T\|_{a,b}.
\]
(e) \( \|A^\top\|_{b^*,a^*} = \|A\|_{a,b} \) for each \( A \in F_{m \times n} \).

2. Show the inequality (7.4.3).

3. Let \( T : V \to V \) be a linear transformation on a finite dimensional vector space \( V \) over \( C \) with a norm \( \|\cdot\| \). Show that \( \rho(T) \leq \|T\| \).

4. Let \( A \in C^{n \times n} \). Then \( A = Q^{-1}(A + N)Q \), where \( \Lambda \) is a diagonal matrix, \( N \) strictly upper triangular and \( \Lambda + N \) is the Jordan canonical form of \( A \). Show
(a) \( \|A\|_t =\|QAQ^\top\|_t \) for \( Q^\top = Q^{-1} \).
(b) \( A \) is similar to \( \Lambda + tN \) for any \( 0 \neq t \in C \), i.e. \( A = Q^{-1}_t(\Lambda + tN)Q_t \). Show that \( Q_t = QD_t \) for an appropriate diagonal matrix \( D_t \).
(c) \( \|A\|_t = \rho(A) \) where \( |Q^\top x|_2 = |x|_2 \).
(d) Suppose that each eigenvalue \( \lambda \) of modulus \( \rho(A) \) is geometrically simple. Then there exists \( |t| \) small enough such that \( \|A\|_t = \rho(A) \).

5. Let \( A \in C^{n \times n} \). Then there exists a norm on \( \|\cdot\| \) on \( C^n \) such that \( \rho(A) = \|A\| \) if and only if \( A \) each eigenvalue \( \lambda \) of modulus \( \rho(A) \) is geometrically simple. \( \text{Hint:} \) Note that if \( \rho(A) = 1 \) and there is an eigenvalue \( \lambda, |\lambda| = 1 \) which is not geometrically simple, then \( A_m, m \in \mathbb{N} \) is not a bounded sequence.

6. Assume that \( \|\cdot\|_a, \|\cdot\|_b \) are two absolute norm on \( C^n \) and \( C^m \). Assume that \( Q_1 \in C^{m \times m} \), \( Q_2 \in C^{n \times n} \) are two diagonal matrices such that the absolute value of each diagonal entry is 1. Show that for any \( A \in C^{m \times n} \), \( \|Q_1AQ_2\|_{a,b} = \|A\|_{a,b} \).

7. Show
(a) \( \|A\|_{\infty,1} = \sum_{j=1}^m \sum_{i=1}^n |a_{ij}| \).
(b) Let \( x = (x_1, \ldots, x_n)^T, y = (y_1, \ldots, y_m)^T \in \mathbb{R}^n \). We say that \( y \) has a weak sign pattern as \( x \) if \( y_i = 0 \) when \( x_i = 0 \) and \( y_i x_i \geq 0 \) for \( x_i \neq 0 \). Let \( A \in \mathbb{R}^{m \times n} \). Assume that there exists \( x \in \mathbb{R}^n \) such that each row \( r_i \) of \( A \) either \( r_i \) or \( -r_i \) has a weak sign pattern as \( x \). Then \( \| A \|_{\infty, 1} = \sum_{i=1}^{m} |a_{ij}| \).

(c) Let \( A = \begin{bmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{bmatrix} \). Assume that \( a_{11}, a_{12}, a_{21}, -a_{22} > 0 \). Show that \( \| A \|_{\infty, 1} < a_{11} + a_{12} + a_{21} - a_{22} \).

(d) Generalize the results of Problem 7c to \( A \in \mathbb{C}^{m \times n} \).

\[ \text{Definition 7.5.1} \quad \text{Assume that } V_i \text{ is a finite dimensional vector space over } F = \mathbb{R}, \mathbb{C} \text{ for } i = 1, \ldots, m. \text{ Let } V = \otimes_{i=1}^m V_i. \text{ Assume that } X_i \subset V_i \text{ for } i = 1, \ldots, m. \text{ Denote} \]

\[ \otimes_{i=1}^m X_i := \{ \otimes_{i=1}^m x_i, \text{ for all } x_i \in X_i, i = 1, \ldots, m \}. \]

We call \( \otimes_{i=1}^m X_i \) a set tensor product of \( X_1, \ldots, X_m \), or simply a tensor product of \( X_1, \ldots, X_m \).

\[ \text{Lemma 7.5.2} \quad \text{Let } C_i \text{ be a compact convex set in a finite dimensional vector space } V_i \text{ for } i = 1, \ldots, m. \text{ Then } \text{conv } \otimes_{i=1}^m C_i \text{ is a compact convex set in } \otimes_{i=1}^m V_i, \text{ whose extreme points are contained in } \otimes_{i=1}^m \text{ext } (C_i). \text{ In particular, if } C_1 \text{ and } C_2 \text{ are polytopes then } \text{conv } C_1 \circ C_2 \text{ is a polytope.} \]

\[ \text{Proof.} \quad \text{Since } C_i \text{ is compact for } i = 1, \ldots, m, \text{ it is straightforward to show that } C := \otimes_{i=1}^m C_i \text{ is a compact set in } V = \otimes_{i=1}^m V_i. \text{ Hence conv } C \text{ is compact. Let } \dim V_i = d_i. \text{ Since } C_i \text{ is compact, Theorem 4.6.2 implies that each } x_i \in C_i \text{ is of the form } x_i = \sum_{j_i=1}^{d_i+1} a_{ij_i} y_{ij_i} \text{ where } a_{ij_i} \geq 0, y_{ij_i} \in \text{ext } (C_i) \text{ for } j_i = 1, \ldots, d_i + 1, \text{ and } \sum_{j_i=1}^{d_i+1} a_{ij_i} = 1. \text{ Hence} \]

\[ \otimes_{i=1}^m x_i = \sum_{j_1=\ldots=j_m=1}^{d_1+\ldots+d_m+1} \prod_{i=1}^m a_{ij_i} (\otimes_{i=1}^m y_{ij_i}). \]

Note that \( \prod_{i=1}^m a_{ij_i} \geq 0 \) and \( \sum_{j_1=\ldots=j_m=1}^{d_1+\ldots+d_m+1} \prod_{i=1}^m a_{ij_i} = 1. \text{ Hence } C \subset \text{conv } \otimes_{i=1}^m \text{ext } (C_i), \text{ which implies conv } C \subset \text{conv } \otimes_{i=1}^m \text{ext } (C_i) \subset \text{conv } C. \]

\[ \text{Assume that } C_1, C_2 \text{ are polytopes. Then conv } C_1 \circ C_2 \text{ is nonempty, compact and convex whose set of extreme points is finite. Hence conv } C_1 \circ C_2 \text{ is a polytope.} \text{ (See Problem 7.2.8.)} \]
7.5. TENSOR PRODUCTS OF CONVEX SETS

See Problem 1 for an example where \( \text{ext} (C_1 \odot C_2) \) is strictly contained in \( \text{ext} (C_1) \odot \text{ext} (C_2) \). The next two examples give two important cases where \( \text{ext} (C_1 \odot C_2) = \text{ext} (C_1) \odot \text{ext} (C_2) \). In these two examples we view \( \mathbb{C}^{p \times q} \otimes \mathbb{C}^{m \times n} \) as \( \mathbb{C}^{pm \times qn} \), where the tensor product of two matrices \( A \otimes B \) is the Kronecker tensor product.

**Proposition 7.5.3** Let \( m, n \geq 2 \) be integers. Then \( \Omega_m \odot \Omega_n \subset \Omega_{mn} \), and \( \text{ext} (\text{conv} \Omega_m \odot \Omega_n) = \mathcal{P}_m \odot \mathcal{P}_n \).

**Proof.** Let \( A = [a_{ij}] \in \Omega_m, B = [b_{pq}] \in \Omega_n \). The entries of \( A \otimes B = [c_{(i,p)(j,q)}] \in \mathbb{R}_+^{mn \times mn} \), where \( c_{(i,p)(j,q)} = a_{ij}b_{pq} \). Clearly

\[
\sum_{j=1}^m c_{(i,p)(j,q)} = \sum_{j=1}^m a_{ij}b_{pq} = b_{pq}, \quad \sum_{i=1}^m c_{(i,p)(j,q)} = \sum_{i=1}^m a_{ij}b_{pq} = b_{pq},
\]

\[
\sum_{q=1}^n c_{(i,p)(j,q)} = \sum_{q=1}^n a_{ij}b_{pq} = a_{ij}, \quad \sum_{p=1}^n c_{(i,p)(j,q)} = \sum_{p=1}^n a_{ij}b_{pq} = a_{ij}
\]

Hence \( A \otimes B \in \Omega_{mn} \), where we identify the set \([m] \times [n] \) with \([mn] \). Since \( \Omega_{mn} \) is convex it follows that \( \text{conv} \Omega_m \odot \Omega_n \subset \Omega_{mn} \). Recall that \( \text{ext} (\Omega_{mn}) = \mathcal{P}_{mn} \). Clearly \( \mathcal{P}_m \odot \mathcal{P}_n \subset \mathcal{P}_{mn} \). Problem 4.7.10 yields that \( \text{ext} (\text{conv} \Omega_m \odot \Omega_n) = \mathcal{P}_m \odot \mathcal{P}_n \). \( \Box \)

**Proposition 7.5.4** Let \( m, n \geq 2 \) be integers. Then \( \mathcal{H}_{m,+1} \odot \mathcal{H}_{n,+1} \subset \mathcal{H}_{mn,+1} \), and \( \text{ext} (\text{conv} \mathcal{H}_{m,+1} \odot \mathcal{H}_{n,+1}) = \text{ext} (\mathcal{H}_{m,+1}) \odot \text{ext} (\mathcal{H}_{n,+1}) \).

**Proof.** Let \( A \in \mathcal{H}_n, B \in \mathcal{H}_n \) be nonnegative definite hermitian matrices. Then \( A \otimes B \) is nonnegative definite. Since \( \text{tr} A \otimes B = (\text{tr} A)(\text{tr} B) \) it follows that \( \mathcal{H}_{m,+1} \odot \mathcal{H}_{n,+1} \subset \mathcal{H}_{mn,+1} \). Hence \( \text{ext} (\text{conv} \mathcal{H}_{m,+1} \odot \mathcal{H}_{n,+1}) \subset \text{ext} (\mathcal{H}_{m,+1} \odot \mathcal{H}_{n,+1}) \).

Recall that \( \text{ext} (\mathcal{H}_{m,+1}), \text{ext} (\mathcal{H}_{n,+1}), \text{ext} (\mathcal{H}_{mn,+1}) \) are hermitian rank one matrix of trace 1 of corresponding orders. Since \( A \otimes B \) is a rank one matrix if \( A \) and \( B \) is a rank one matrix it follows that \( \text{ext} (\mathcal{H}_{m,+1}) \odot \text{ext} (\mathcal{H}_{m,+1}) \subset \text{ext} (\mathcal{H}_{mn,+1}) \). Hence

\[
\text{ext} (\text{conv} \mathcal{H}_{m,+1} \odot \mathcal{H}_{n,+1}) = \text{ext} (\mathcal{H}_{m,+1}) \odot \text{ext} (\mathcal{H}_{n,+1})
\]

\( \Box \)

**Problem 7.5.5** Let \( C_i \) be a compact convex set in a finite dimensional space \( \mathcal{V}_i \) for \( i = 1, 2 \). Suppose that \( C_i = \cap_{\alpha \in \mathcal{F}_i} H(f_{i,x}, x), \) were \( \mathcal{F}_i \) is the set
of all supporting hyperplanes of $C_i$ which characterize $C_i$, for $i = 1, 2$. ($F_i$ may not be finite or countable.) The problem is to characterize the set of all supporting hyperplanes of $C_1 \odot C_2$.

Equivalently, suppose we know how to decide if $x_i$ belongs or does not belong to $C_i$ for $i = 1, 2$. How do we determine if $x$ belongs or does not belong $\text{conv } C_1 \odot C_2$?

It seems that the complexity of characterization $\text{conv } C_1 \odot C_2$ can be much more complex than the complexity of $C_1$ and $C_2$. We will explain this remark in the two examples discussed in Propositions 7.5.3 and 7.5.4.

Consider first $H_{m,1} \odot H_{n,1}$. So any element in $H_{m,1} \odot H_{n,1}$ is of the form $A \otimes B$, where $A$ and $B$ are nonnegative definite hermitian matrices of trace one. The matrix $A \otimes B$ is called a pure state in quantum mechanics. A matrix $C \in \text{conv } H_{m,1} \odot H_{n,1}$ is called a separable state. So $\text{conv } H_{m,1} \odot H_{n,1}$ is the convex set of separable states. The set $H_{m,n,1} \setminus \text{conv } H_{m,1} \odot H_{n,1}$ the set of entangled states. See for example [BeZ06]. The following result is due to L. Gurvits [Gur03]

**Theorem 7.5.6** For general positive integers $m, n$ and $A \in H_{m,n,1}$ the problem of decision if $A$ is separable, i.e. $A \in \text{conv } H_{m,1} \odot H_{n,1}$, is NP-Hard.

On the other hand, given a hermitian matrix $A \in H_n$, it well known that one can determine in polynomial time if $A$ belongs or does not belong to $H_{n,1}$. See Problem 3. We will discuss the similar situation for $\text{conv } \Omega_m \odot \Omega_n$ in the §7.6.

**Definition 7.5.7** Let $V_i$ be a finite dimensional vector space over $F = \mathbb{R}, \mathbb{C}$ with a norm $\| \cdot \|_i$ for $i = 1, \ldots, k$. Let $V := \otimes_{i=1}^k V_i$ with the norm $\| \cdot \|$. Then $\| \cdot \|$ is called a cross norm if

\[(7.5.1) \quad \| \otimes_{i=1}^k x_i \| = \prod_{i=1}^k \| x_i \|_i\]

for all rank one tensors.

Identify $\otimes_{i=1}^k V_i$ with $V'$, where $(\otimes_{i=1}^k f_i)(\otimes_{i=1}^k x_i) = \prod_{i=1}^k f_i(x_i)$. Then $\| \cdot \|$ is called a normal cross norm if the norm $\| \cdot \|_i^*$ on $V'$ is a cross norm with respect to the norms $\| \cdot \|_i^*$ on $V_i'$ for $i = 1, \ldots, k$.

See [Sch50] for properties of the cross norms. We discuss the following known results needed in the sequel.

**Theorem 7.5.8** Let $V_i$ be a finite dimensional vector space over $F = \mathbb{R}, \mathbb{C}$ with a norm $\| \cdot \|_i$ for $i = 1, \ldots, k$. Let $V := \otimes_{i=1}^k V_i$. Then there
exists a norm \( \| \cdot \| \) on \( V \) satisfying (7.5.7). Furthermore, there exist unique norms \( \| \cdot \|_{\text{max}}, \| \cdot \|_{\text{min}} \) satisfying the following properties. First, \( \| \cdot \|_{\text{max}} \) and \( \| \cdot \|_{\text{min}} \) are normal cross norms. Moreover \( \| z \|_{\text{min}} \leq \| z \|_{\text{max}} \) for all \( z \in V \). Any cross norm \( \| \cdot \| \) on \( V \) satisfies the inequality \( \| z \| \leq \| z \|_{\text{max}} \) for all \( z \in V \). Third, assume that \( \| \cdot \|_a \) on \( V \) satisfies the equality

\[
(7.5.5) \quad \| x \|_a = \| x \|_{\text{max}}, \quad \forall x \in V.
\]

Hence \( B^* := \text{conv } B^* \). Define the set \( B := \text{conv } B^1 \cap B^2 \). Clearly, \( B \) is a compact convex balanced that \( 0 \) is in its interior. Hence there exists a norm \( \| \cdot \|_{\text{max}} \) such that \( B = B^1 \cap B^2 \). We claim that \( \| x \|_{\text{max}} = \| x \|_{\text{max}} \). Clearly, to show that it is enough to assume that \( \| x \|_{\text{max}} = \| y \|_{\text{max}} = 1 \). Since \( x \otimes y \in B^1 \cap B^2 \) we deduce that \( \| x \otimes y \|_{\text{max}} \leq 1 \). Problem 7.1.5c yields that there exists \( f \in S^1 \), \( g \in S^2 \) such that

\[
1 = f(x) \geq |f(x_1)|, \quad \forall x_1 \in B^1, \quad 1 = g(y) \geq |g(y_1)|, \quad \forall y_1 \in B^2.
\]

Hence

\[
(7.5.4) \quad 1 = (f \otimes g)(x \otimes y) \geq |(f \otimes g)(z)| \quad \forall z \in B^1 \cap B^2.
\]

Hence \( x \otimes y \in \partial B^1 \cap B^2 = S^1 \cap S^2 \), i.e. \( \| x \otimes y \|_{\text{max}} = 1 \). Therefore the norm \( \| \cdot \|_{\text{max}} \) satisfies (7.5.1). Let \( \| \cdot \| \) be another norm on \( V \) satisfying (7.5.1). Hence \( B^1 \cap B^2 \subset B^1 \), which yields \( B^1 \cap B^2 \subset B^1 \). Therefore, \( \| z \| \leq \| z \|_{\text{max}} \).

We next observe that that \( \| \cdot \|_c := \| \cdot \|_{\text{max}} \) on \( V' \) satisfies the equality

\[
(7.5.5) \quad \| f \otimes g \|_c = \| f \|_{\text{max}} \| g \|_{\text{max}} \quad \forall f \in V', \quad g \in V'.
\]

Recall that \( \| f \otimes g \|_c = \max_{z \in B^1} |(f \otimes g)(z)| \). Use the (7.5.4) to deduce (7.5.5). Hence \( \| z \|_{\text{max}} \) is a normal cross norm.

Let \( \| \cdot \|_b \) be the norm given by the unit ball \( \text{conv } B^1 \cap B^2 \) on \( V' \). Hence the above results show that \( \| \cdot \|_b \) is a normal cross norm. Recall that for any norm \( \| \cdot \|_a \) on \( V' \) satisfying (7.5.5) we showed the inequality \( \| h \|_a \leq \| h \|_b \) for any \( h \in V' \). Define \( \| \cdot \|_{\text{min}} := \| \cdot \|_b \). Hence \( \| z \|_{\text{min}} \leq \| z \|_a \).

The previous arguments show that \( \| \cdot \|_{\text{min}} \) satisfies the equality (7.5.1).
Hence $\| \mathbf{z} \|_{\min} \leq \| \mathbf{z} \|_{\max}$ for all $\mathbf{z} \in \mathbf{V}$. Also $\| \mathbf{z} \|_{\min}$ is a normal cross norm. 

\[ \text{Definition 7.5.9} \quad \text{Let } \mathbf{V}_i \text{ be a finite dimensional vector space over } \mathbb{F} = \mathbb{R}, \mathbb{C} \text{ with a Euclidean norms } \| \cdot \|_i \text{ for } i = 1, \ldots, k. \text{ Let } \mathbf{V} := \otimes_{i=1}^k \mathbf{V}_i. \text{ Then }
\]

1. The norm $\| \cdot \|_{\min}$ is called the spectral norm and denoted as $\| \cdot \|_{\text{spec}}$.

2. The norm $\| \cdot \|_{\max}$ is called the nuclear norm and denoted as $\| \cdot \|_{\text{nuc}}$.

\[ \text{Theorem 7.5.10} \quad \text{Let } \mathbf{V}_i \text{ be a finite dimensional vector space over } \mathbb{F} = \mathbb{R}, \mathbb{C} \text{ with a Euclidean norms } \| \cdot \|_i \text{ for } i = 1, \ldots, k. \text{ Let } \mathbf{V} := \otimes_{i=1}^k \mathbf{V}_i. \text{ Then the spectral and nuclear norms are conjugate. Furthermore}
\]

\[ (7.5.6) \quad \| \mathbf{z} \|_{\text{spec}} = \max_{\| \mathbf{x}_i \|_i = 1, i \in [k]} \{ \langle \mathbf{z}, \otimes_{i \in [k]} \mathbf{x}_i \rangle \}, \]

\[ (7.5.7) \quad \| \mathbf{z} \|_{\text{nuc}} = \min \{ \sum_{j \in [N]} \prod_{i \in [k]} \| \mathbf{x}_{j,i} \|_i, \sum_{j \in [N]} \otimes_{i \in [k]} \mathbf{x}_{j,i} = \mathbf{z} \}. \]

Moreover, one can choose $N = 1 + \prod_{i \in [k]} \text{dim } \mathbf{V}_i$ if $\mathbb{F} = \mathbb{R}$ and $N = 1 + 2 \prod_{i \in [k]} \text{dim } \mathbf{V}_i$ if $\mathbb{F} = \mathbb{C}$.

\[ \text{Proof.} \text{ As } \| \cdot \|_i^* = \| \cdot \|_i \text{ for } i \in [k] \text{ (7.5.3) yields that the spectral and nuclear norms are conjugate. Furthermore, (7.5.3) yields (7.5.6). We now show (7.5.7). Assume the decomposition } \sum_{j \in [N]} \otimes_{i \in [k]} \mathbf{x}_{j,i} = \mathbf{z}. \text{ Since the nuclear norm is a cross norm we deduce}
\]

\[ \| \mathbf{z} \|_{\text{nuc}} \leq \sum_{j \in [N]} \| \otimes_{i \in [k]} \mathbf{x}_{j,i} \|_{\text{nuc}} = \sum_{j \in [N]} \prod_{i \in [k]} \| \mathbf{x}_{j,i} \|_i. \]

It is left to show that there exists a decomposition of $\mathbf{z}$ for which equality holds. One can assume without loss of generality that $\| \mathbf{z} \|_{\text{nuc}} = 1$. Hence $\mathbf{z}$ is a convex combination of $N$ extreme points of the unit ball of $B_{\| \cdot \|_{\text{nuc}}}$. (7.5.3) yields that each extreme point of $B_{\| \cdot \|_{\text{nuc}}}$ is $\otimes_{i \in [k]} \mathbf{y}_i$, where $\| \mathbf{y}_i \|_i = 1$ for $i \in [k]$. So

\[ \mathbf{z} = \sum_{j \in [N]} a_j \otimes_{i \in [k]} \mathbf{y}_{j,i} = \sum_{j \in [N]} \otimes_{i \in [k]} \langle a_j^* \mathbf{y}_{j,i} \rangle a_j, a_j > 0, j \in [k], \sum a_j = 1. \]

For this decomposition we have that $1 = \| \mathbf{z} \|_{\text{nuc}} = \sum_{j \in [N]} \prod_{i \in [k]} \| a_j^* \mathbf{y}_{j,i} \|_i$.

It is left to show the upper bound on $N$. Let $N' := \text{dim } \mathbf{V} = \prod_{i \in [k]} \text{dim } \mathbf{V}_i$. Assume first that $\mathbb{F} = \mathbb{R}$. Then Carathéodory’s theorem yield that $N \leq 1 + N'$. Assume that $\mathbb{F} = \mathbb{C}$. Then the real dimension of $\mathbf{V}$ is $2N'$. Hence $N \leq 1 + 2N'$. \qed
Proposition 7.5.11 Let \( k > 1 \) be an integer. Assume that \( V_1, \ldots, V_k \) are inner product spaces over \( F = \mathbb{R}, \mathbb{C} \). Let \( V = \bigotimes_{i=1}^k V_i \) with the inner product induced by the inner products on \( V_1, \ldots, V_k \). Assume that \( | \cdot | \), \( \| \cdot \|_{1}, \ldots, \| \cdot \|_{k} \) are the induced norms by the corresponding inner products on \( V_1, \ldots, V_k, V \). Then \( \| \cdot \| \) is a normal cross norm. If \( \dim V_i > 1 \) for \( i = 1, \ldots, k \) then \( \| \cdot \| \) is different from \( \| \cdot \|_{\max} \) and \( \| \cdot \|_{\min} \).

See Problem 7.

Theorem 7.5.12 Let \( U, V \) be finite dimensional vector spaces over \( F = \mathbb{R}, \mathbb{C} \) with norms \( \| \cdot \|_{1}, \| \cdot \|_{2}, \ldots, \| \cdot \|_{k} \) respectively. Identify \( W = V \otimes U' \) with \( \text{Hom} (U, V) \), via isomorphism \( \theta : W \to \text{Hom} (U, V) \), where \( \theta(v \otimes f)(u) = f(u)v \) for any \( f \in U' \). Then the minimal cross norm on \( \| \cdot \|_{\min} \text{ on } W \) is the operator norm on \( \text{Hom} (U, V) \), where the norms on \( U' \) and \( V \) are \( \| \cdot \|_{*} \) and \( \| \cdot \|_{*} \) respectively. Identify \( W' \) with \( V' \otimes U \sim \text{Hom} (U', V') \). Then the maximal cross norm \( \| \cdot \|_{\max} \text{ on } W \) is the conjugate to the operator norm on \( \text{Hom} (U', V') \), which is identified with \( W' \).

Proof. Let \( T \in \text{Hom} (U, V) \). Then
\[
\|T\| = \max_{u \in S_{\|\cdot\|}} |||T(u)||| = \max_{g \in S_{\|\cdot\| \ast}, u \in S_{\|\cdot\|}} |g(T(u))|.
\]
Let \( \theta^{-1} : \text{Hom} (U, V) \to V \otimes U' \) be the isomorphism given in the theorem. Then \( g(T(u)) = (g \otimes u)(\theta^{-1}(T)) \). Let \( \| \cdot \|_{b} \) be the norm given by the unit ball \( \text{conv} B_{\|\cdot\|} \otimes B_{\|\cdot\|} \) on \( V' \otimes U \sim W' \), as in the proof of Theorem 7.5.8. Then
\[
\|\theta^{-1}(T)\|_{b}^{*} = \max_{g \in S_{\|\cdot\| \ast}, u \in S_{\|\cdot\|}} |(g \otimes u)(\theta^{-1}(T))|.
\]
Use the proof of Theorem 7.5.8 to deduce that \( \|T\| = \|\phi(T)\|_{\min} \).

Similar arguments show that the conjugate norm to the operator norm of \( \text{Hom} (U', V') \), identified with \( V' \otimes U \sim W' \) gives the norm \( \| \cdot \|_{\max} \text{ on } W \).

Use the above theorem and Problem 7.1.14 to deduce.

Corollary 7.5.13 Let \( U, V \) be finite dimensional inner product spaces over \( F = \mathbb{R}, \mathbb{C} \), with the corresponding induced norms. Identify \( W = V \otimes U' \) with \( \text{Hom} (U, V) \) as in Theorem 7.5.12. Then \( \|T\|_{\min} = \sigma_{1}(T) \) and \( \|T\|_{\max} = \sum_{i=1}^{\dim V} \sigma_{i}(T) \).

More generally, given finite dimensional vectors spaces \( U_{i}, V_{i} \) over \( F = \mathbb{R}, \mathbb{C} \) for \( i = 1, \ldots, k \) we identify the tensor spaces \( \bigotimes_{i=1}^{k} \text{Hom} (U_{i}, U_{i}) \) with...
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Hom ($\otimes_{i=1}^k U_i, \otimes_{i=1}^k V_i$) using isomorphism

\[ \iota : \otimes_{i=1}^k \text{Hom} (U_i, V_i) \to \text{Hom} (\otimes_{i=1}^k U_i, \otimes_{i=1}^k V_i) \text{ satisfying} \]

\[ \iota (\otimes_{i=1}^k T_i) (\otimes_{i=1}^k u_i) = \otimes_{i=1}^k (T_i u_i) \]

where $T_i \in \text{Hom} (U_i, V_i), u_i \in U_i$, $i = 1, \ldots, k$.

**Theorem 7.5.14** Let $U_i, V_i$ are finite dimensional vector spaces over $F = \mathbb{R}, \mathbb{C}$ with the norms $\| \cdot \|_i, \| | |_i$, respectively for $i = 1, \ldots, k$. Let $N_i(\cdot)$ be the operator on $\text{Hom} (U_i, V_i)$ for $i = 1, \ldots, k$. Let $\| \cdot \|_{\text{max}}$ be the maximal cross norms on $U := \otimes_{i=1}^k U_i$ and $\| | |$ be any cross norm on $V := \otimes_{i=1}^k V_i$. Then the operator norm $N(\cdot)$ on $\text{Hom} (U, V)$, identified with $\otimes_{i=1}^k \text{Hom} (U_i, V_i)$, is a cross norm with respect to the norms $N_i(\cdot), i = 1, \ldots, k$.

**Proof.** Since $B_{\| \cdot \|_{\text{max}}} = \otimes_{i=1}^k B_{\| \cdot \|_i}$, we deduce that for any $T \in \text{Hom}(U, V)$

one has

\[ N(T) = \max_{u_i \in B_{\| \cdot \|_i}, i \in \{k\}} \| |T(\otimes_{i=1}^k u_i)|||_i \]

Let $T = \otimes_{i=1}^k T_i$. Since $\| | \cdot | |$ is a cross norm on $V$ we deduce

\[ N(T) = \max_{u_i \in B_{\| \cdot \|_i}, i \in \{k\}} \| |\otimes_{i=1}^k T_i(u_i)|||_i = \max_{u_i \in B_{\| \cdot \|_i}, i \in \{k\}} \prod_{i=1}^k \| |T_i(u_i)|||_i = \prod_{i=1}^k N_i(T_i). \]

Problems

1. Let $V_1, V_2$ be one dimensional subspaces with bases $v_1, v_2$ respectively. Let $C_1 = [-e_1, 2e_1], C_2 = [-e_2, 3e_2]$. Show that $C_1 \otimes C_2 = [-3(e_1 \otimes e_2), 6e_1 \otimes e_2]$. Hence $\text{ext} (C_1 \otimes C_2)$ is contained strictly in $\text{ext} (C_1) \otimes \text{ext} (C_2)$.

2. Index the entries of $C \in \Omega_{mn}$ as $c_{(i,p),(j,q)}$. Show

(a) Assume that $C \in \text{conv} \Omega_m \otimes \Omega_n$. Then the entries of $C$ satisfy

\[ \sum_{i=1}^m c_{(i,p),(j,q)} = \sum_{j=1}^m c_{(i,p),(j,q)} \text{ for each } i, j \in \{m\}, p, q \in \{n\}, \]

\[ \sum_{p=1}^n c_{(i,p),(j,q)} = \sum_{q=1}^n c_{(i,p),(j,q)} \text{ for each } i, j \in \{m\} p, q \in \{n\}. \]
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(b) For \( m = n = 2 \) the standard conditions for \( 4 \times 4 \) doubly stochastic matrices, and the conditions in part 2a characterize the set \( \text{conv} \Omega_2 \ominus \Omega_2 \).

(c) For \( m = n \geq 4 \) the standard conditions for \( n^2 \times n^2 \) doubly stochastic matrices, and the conditions in part 2a gives a set which contains strictly \( \text{conv} \Omega_n \ominus \Omega_n \). **Hint:** Consult with [Fri08].

3. Show Assume that \( A = [a_{ij}]_{i,j=1}^n \in \mathcal{H}_n \) and det \( A = 0 \). Find \( 0 \neq x \in \mathbb{C}^n \) such that \( Ax = 0 \). Let \( x_n = \frac{1}{\Vert x \Vert} x \) and complete \( x_n \) to an orthonormal basis \( x_1, \ldots, x_n \). Let \( A_{n-1} = [x_i^* A x_j]_{i,j=1}^{n-1} \). Then \( A_{n-1} \in \mathcal{H}_{n-1} \). Furthermore, \( A \mathcal{H}_{n,+) \) if and only if \( A_{n-1} \mathcal{H}_{n-1,+} \).

4. Let \( \tau : \mathbb{C}^{n \times n} \) be the transpose map: \( \tau(A) = A^\top \). Show

(a) \( \tau(A) \) is similar to \( A \) for any \( A \in \mathbb{C}^{n \times n} \).

(b) \( \tau \) leaves invariant the following subsets of \( \mathbb{C}^{n \times n} \):

\[
\mathbb{R}^{n \times n}, S_n(\mathbb{R}), S_n(\mathbb{C}), O(n, \mathbb{R}), O(n, \mathbb{C}),
\]

\[
U(n, \mathbb{R}), N(n, \mathbb{R}), N(n, \mathbb{C}), \mathcal{H}_n, \mathcal{H}_{n,+}, \mathcal{H}_{n,+}.
\]

5. On \( \mathbb{C}^{mn \times mn} \), viewed as \( \mathbb{C}^{m \times m} \otimes \mathbb{C}^{n \times n} \), we define the partial transpose \( \tau_{\text{par}} \) as follows. Let \( C = [c_{i,j}]_{i,j=1}^{m,m,n,n} \in \mathbb{C}^{m \times m} \otimes \mathbb{C}^{n \times n} \). Then \( \tau_{\text{par}}(C) = [\tilde{c}_{i,j}]_{i,j=1}^{m,m,n,n} \), where \( \tilde{c}_{i,j} = c_{j,i} \) for \( i, j \in (m), p, q \in (n) \). Equivalently, \( \tau_{\text{par}} \) is uniquely determined by the condition \( \tau_{\text{par}}(A \otimes B) = A \otimes B^\top \) for any \( A \in \mathbb{C}^{m \times m}, B \in \mathbb{C}^{n \times n} \). Show

(a) \( \tau_{\text{par}} \) leaves the following subsets of \( \mathbb{C}^{mn \times mn} \) invariant: \( S_{mn}(\mathbb{R}), \mathcal{H}_{mn}, \) and all the set of the form \( X \otimes Y \), where \( X \subset \mathbb{C}^{m \times m} \) and \( Y \subset \mathbb{C}^{n \times n} \) are given in Problem 4b. In particular the convex set of separable states \( \text{conv} \mathcal{H}_{m,+} \oplus \mathcal{H}_{n,+} \) is invariant under the partial transpose.

(b) Show that for \( m = 2 \) and \( n = 2,3 \) \( C \in \mathcal{H}_{mn} \) is a separable state, i.e. \( C \in \text{conv} \mathcal{H}_{m,+} \oplus \mathcal{H}_{n,+} \), if and only \( C, \tau_{\text{par}}(C) \in \mathcal{H}_{mn,+} \). (This is the Horodecki-Peres condition [Hor96, Per96].)

6. Let the assumptions of Theorem 7.5.8 hold. Show

(a) Each \( z \in V \) can be decomposed, usually in many ways, as a sum of rank one tensors

\[
z = \sum_{j=1}^N \otimes_{i=1}^k x_{j,i}, \ x_{j,i} \in V_i, \ i = 1, \ldots, k, \ j = 1, \ldots, N,
\]
where \( N = \prod_{i=1}^{k} \dim V_i \). Then \( \|\mathbf{z}\|_{\max} \) is the minimum of \( \sum_j^N \prod_{i=1}^{k} \|x_{j,i}\| \) over all the above decompositions of \( \mathbf{z} \).

(b) \( \|\mathbf{z}\|_{\min} = \max_{f_i \in J_i : \mathbf{x}_{i} \in J_i} \|f_i(\mathbf{z})\| \)

7. Prove Proposition 7.5.11. **Hint:** To prove the first part of the problem choose orthonormal bases in \( V_1, \ldots, V_k \). To prove the second part observe that \( \|\cdot\| \) is smooth, while \( \|\cdot\|_{\min}, \|\cdot\|_{\max} \) are not smooth if \( \dim V_i > 1 \) for \( i = 1, \ldots, k > 1 \).

7.6 The complexity of \( \text{conv } \Omega_{n} \odot \Omega_{m} \)

In this section we show that there a linear programming problem on \( \Omega_{n,m} := \text{conv } \Omega_{n} \odot \Omega_{m} \), whose solution gives an answer to the subgraph isomorphism problem, that will be stated precisely below. The subgraph isomorphism problem belongs to the class of \( NP \)-complete problems [GaJ79]. This shows, in our opinion, that the number of half spaces characterizing \( \Omega_{n,m} \) is probably not polynomial in \( \max(m,n) \), which is analogous to Theorem 7.5.6.

By graph \( G = (V, E) \) in this section we mean an undirected simple graph as in §6.1 on the set of vertices \( V \) and the set of edges \( E \). We assume that \( \#V = n, \#E = m \). We will identify \([n]\) and \([m]\) with \( V \) and \( E \), and not ambiguity will arise. Recall that a vertex \( v \in V \) is called isolated if \( \deg v = 0 \). Recall:

**Definition 7.6.1** Let \( G = (V, E), G' = (V', E') \) be two undirected simple graphs. Then \( G \) and \( G' \) are called isomorphic if the following condition hold. There is a bijection \( \phi : V \to V' \) such that \((u,v) \in E \) if and only if \((\phi(u), \phi(v)) \in E' \). \( G' \) is called isomorphic to a subgraph of \( G \) if there exists a subgraph \( G_1 \) of \( G \) such that \( G' \) is isomorphic to \( G_1 \).

We recall that the subgraphs isomorphism problem, abbreviated as SGIP, which asks asking if \( G' \) is isomorphic to a subgraph of \( G \), is an \( NP \)-complete problem [GaJ79].

We now relate the SGIP to certain linear programming problems on \( \Omega_{m,n} \). Let \( A(G) = [a_{ij}]_{i,j=1}^{n} \in \{0,1\}^{n \times n} \) be the adjacency matrix of \( G \). So \( A(G) \) is a symmetric matrix with zero diagonal. Recall that a different labeling of the elements of \( V \) gives rise to the adjacency matrix \( A' = PA(G)P^T \) for some permutation matrix \( P \in P_n \). Thus the graph \( G \) gives rise to the conjugacy class of matrices \( A(G) = \{PA(G)P^T, P \in P_n\} \). The following result is straightforward, see Problem 1.
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**Lemma 7.6.2** Let $G = (V, E), G' = (V', E')$ are two undirected graphs. Assume that $\#V = \#V'$. Then $G$ and $G'$ are isomorphic if and only if $A(G) = A(G')$.

We next introduce the notion of the vertex-edge incidence matrix $B(G) \in \{0, 1\}^{\#V \times \#E}$. Then $B(G) = [b_{ij}]_{i=1}^{n_{\#V}} \in \{0, 1\}^{n \times m}$, such that $b_{ij} = 1$ if and only the edge $j$ contain the vertex $i$. A different labeling of $V$ and $E$ gives rise to the vertex-edge incidence matrix $B' = PB(A)Q$ for some $P \in \mathcal{P}_n, Q \in \mathcal{P}_m$. Thus the graph $G$ gives rise to the equivalence class of matrices $B(G) = \{PB(G)Q, P \in \mathcal{P}_n, Q \in \mathcal{P}_m\}$.

**Lemma 7.6.3** Let $G = (V, E), G' = (V', E')$ are two undirected graphs. Assume that $\#V = \#V', \#E = \#E'$. Then $G$ and $G'$ are isomorphic if and only if $B(G) = B(G')$.

We now restate the SGIP in terms of bilinear programming on $\Omega_n \times \Omega_n$. It is enough to consider the following case.

**Lemma 7.6.4** Let $G' = (V', E'), G = (V, E)$ and assume $n' := \#V' \leq n := \#V, m' := \#E' \leq m := \#E$. Let $B(G') \in \{0, 1\}^{n' \times m'}, B(G) \in \{0, 1\}^{n \times m}$ be the vertex-edges incidence matrices of $G'$ and $G$. Denote by $C(G') \in \{0, 1\}^{n' \times m}$ the matrix obtained from $B(G')$ by adding additional $n - n'$ and $m - m'$ zero rows and columns respectively. Then

$$
(7.6.1) \quad \max_{P \in \mathcal{P}_n, Q \in \mathcal{P}_m} \text{tr}(C(G')QB(A)^\top P) \leq 2m'.
$$

Equality holds if and only if $G'$ is isomorphic to a subgraph of $G$.

**Proof.** Let $B_1 = [b_{ij}]_{i=1}^{n,m} := B(A)Q^\top \in B(G)$. Note that $B_1$ has exactly the same number of ones as $B(G)$, namely $2m$, since each edge is connected is connected to two vertices. Similarly $C(G') = [c_{ij}]_{i=1}^{n,m} = [c_{ij}]_{i=1}^{n',m'}$ has exactly the same number of ones as $B(G')$, namely $2m'$. Hence the $(C(G'), B_1) = \text{tr}(C(G_1)B_1^\top) \leq 2m'$. Assume that $\text{tr}(C(G_1)B_1^\top) = 2m'$. So we can delete $2(m - m')$ ones in $B_1$ to obtain $C(G')$. Note that deleting $2(m - m')$ from $B_1$, means to delete $m - m'$ edges from the graph $G$. Indeed, assume $c_{ij} = b_{ij,1} = 1$. So the vertex $i$ is connected to the edge $j$. Hence there exists another vertex $i' \neq i$ such that $c_{i'j} = 1$. As $\text{tr}(C(G')B_1^\top) = 2m'$ we deduce that $b_{i'j} = 1$. Hence, if we rename the vertices and the edges of $G$ corresponding to $B_1$ we deduce that $G'$, represented by the matrix $B(G')$, is a subgraph of $G$. \hfill $\Box$

We now show how to translate the maximum in (7.6.1) to linear programming problem on $\Omega_{n,m}$. As in §2.8 for $F \in \mathbb{R}^{m \times n}$ let $F \in \mathbb{R}^{mn}$
be a vector composed of the columns of $F$, i.e. first we have the coordinates of the first column, then the coordinates of the second column, and the last $n$ coordinates are the coordinates of the last column. Hence $XF\tilde{Y} = (Y^\top \otimes X)\tilde{F}$, where $Y^\top \otimes X$ is the Kronecker tensor product.

**Lemma 7.6.5** Let $C, B \in \mathbb{R}^{n \times m}$. Then

\[(7.6.2) \max_{P \in \mathcal{P}_n, Q \in \mathcal{P}_m} \text{tr}(CQB^\top P) = \max_{Z \in \Omega_{m,n}} (\hat{C})^\top Z \hat{B}.\]

**Proof.** Since $\Omega^\top = \Omega$ and $\text{ext} (\Omega_n) = \mathcal{P}_n$ we deduce

\[
\max_{P \in \mathcal{P}_n, Q \in \mathcal{P}_m} \text{tr}(CQB^\top P) = \max_{X \in \Omega_n, Y \in \Omega_m} \text{tr}(CYB^\top X).
\]

Observe next that

\[
\text{tr}(CYB^\top X) = \text{tr}(C^\top (X^\top BY^\top)) = (\hat{C})^\top (Y \otimes X^\top)\hat{B}.
\]

As $\Omega_{m,n} = \text{conv} \Omega_m \odot \Omega_n$ we deduce (7.6.2). \hfill \square

In summary we showed that if we can solve exactly the linear programming problem (7.6.2), using Lemma 7.6.4 we can determine if $G'$ is isomorphic to a subgraph of $G$. Since the SGIP is NP-complete, we believe that this implies that for general $m, n$ the number of half spaces characterizing $\Omega_{n,m}$ can not be polynomial.

**Problems**

1. Prove Lemma 7.6.2.
2. Prove Lemma 7.6.3.

### 7.7 Variation of tensor powers and spectra

**Definition 7.7.1** Let $V_1, V_2$ be finite dimensional vector spaces over $F = \mathbb{R}, \mathbb{C}$ with norms $\|\cdot\|_1, \|\cdot\|_2$ respectively. Let $\mu : V_1 \to V_2$ be a nonlinear map. The map $\mu$ has a Fréchet derivative at $x \in V_1$, or simply differentiable at $x$, if there exists a linear transformation $T_x \in \text{Hom} (V_1, V_2)$ such that

\[
\mu(x + u) = \mu(x) + T_x u + o(\|u\|_1),
\]
where \( \|o(u)\|_2 \to 0 \) uniformly as \( \|u\|_1 \to 0 \). Denote \( D\mu(x) := T_x \). \( \mu \) is differentiable, if it has the Fréchet derivative at each \( x \in V_1 \), and \( D\mu(x) \) is continuous on \( V_1 \). (Note that by choosing fixed bases in \( V_1, V_2 \) each \( D\mu(x) \) is represented by a matrix \( A(x) = [a_{ij}(x)] \in F^{m \times n} \), where \( n = \dim V_1, m = \dim V_2 \). Then \( a_{ij}(x) \) is continuous on \( V_1 \) for each \( i \in \langle m \rangle, j \in \lfloor n \rfloor \).)

Since all norms on a finite dimensional vector space are equivalent, it is straightforward to show that the notion of Fréchet derivative depend only on the standard topologies in \( V_1, V_2 \). See Problem 1. For properties of the Fréchet derivative consult with [Die69].

**Proposition 7.7.2** Let \( V_1, V_2 \) be finite dimensional vector spaces over \( F = \mathbb{R}, \mathbb{C} \) with norms \( \| \cdot \|_1, \| \cdot \|_2 \) respectively. Assume that \( \mu : V_1 \to V_2 \) is differentiable. Then for any \( x, y \in V_1 \) the following equality and inequalities holds.

\[
\mu(y) - \mu(x) = \int_0^1 D\mu((1 - t)x + ty)(y - x)dt,
\]
\[
\|\mu(y) - \mu(x)\|_2 \leq \|y - x\|_1 \int_0^1 \|D\mu((1 - t)x + ty)\|_{1,2} dt
\leq \|y - x\|_1 \max_{t \in [0,1]} \|D\mu((1 - t)x + ty)\|_{1,2}.
\]

(7.7.1) and (7.7.2) are called here the **mean value theorem** and the **mean value inequalities** respectively.

**Proof.** Let \( x, u \in V_1 \) be fixed. Clearly, the function \( \mu(x + tu) \) is a differentiable function from \( \mathbb{R} \) to \( V_2 \), where

\[
\frac{d\mu(x + tu)}{dt} = D\mu(x + tu)u.
\]

Letting \( u = y - x \) and integrating the above inequality for \( t \in [0,1] \) we get (7.7.1). Replacing the integration in (7.7.1) by the limiting summation and using the triangle inequality we obtain

\[
\|\mu(y) - \mu(x)\|_2 \leq \int_0^1 \|D\mu((1 - t)x + ty)(y - x)\|_1 dt \leq \\
\int_0^1 \|D\mu((1 - t)x + ty)\|_{1,2} \|y - x\|_1 dt \leq \\
\|y - x\|_1 \max_{t \in [0,1]} \|D\mu((1 - t)x + ty)\|_{1,2}.
\]
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Theorem 7.7.3 Let \( V \) be a finite dimensional vector space. Let \( k \in \mathbb{N} \). Denote \( V^\otimes_k := \bigotimes_{k=1}^k V \). Consider the map \( \delta_k : V \to V^\otimes_k \), where

\[
\delta_k(x) = x \otimes \ldots \otimes x.
\]

Then

\[
D\delta_k(x)(u) = u \otimes x \otimes \ldots \otimes x + x \otimes u \otimes x \otimes \ldots \otimes x + \ldots + x \otimes \ldots \otimes x \otimes u.
\]

Let \( \| \cdot \| \) be a norm on \( V \) and assume that \( \| \cdot \|_k \) is a cross norm on \( V^\otimes_k \):

\[
\|x_1 \otimes x_2 \otimes \ldots \otimes x_k\|_k = \prod_{i=1}^k \|x_i\| \text{ for } x_1, \ldots, x_k \in V.
\]

Denote by \( N_k(T) := \|T\|_{\|\cdot\|_k} \) the operator norm of \( T \in \text{Hom}(V, V^\otimes_k) \). Then

\[
N_k(\delta_k(x)) = k \|x\|^{k-1}.
\]

Proof. Fix \( x, u \in V \). For \( t \in \mathbb{R} \) expand the vector \( \delta_k(x + tu) \) in powers of \( t \). Then

\[
\delta_k(x + tu) = \delta_k(x) + t(u \otimes x \otimes \ldots \otimes x + x \otimes u \otimes x \otimes \ldots \otimes x + \ldots + x \otimes \ldots \otimes x \otimes u) + \text{ higher order terms in } t.
\]

Hence (7.7.4) holds. Apply the triangle inequality to (7.7.4) and use the assumption that \( \| \cdot \|_k \) is a cross norms to deduce the inequality \( \|D\delta_k(x)(u)\|_k \leq k \|x\|^{k-1} \|u\| \). Hence \( N_k(\delta_k(x)) \leq k \|x\|^{k-1} \). Clearly, equality holds if \( x = 0 \). Suppose that \( x \neq 0 \). Then \( \|\delta_k(x)(x)\|_k = k \|x\|^k \). Hence \( N_k(\delta_k(x)) \geq k \|x\|^{k-1} \), which establishes (7.7.6).

\[\square\]

Theorem 7.7.4 Let \( U \) be a finite dimensional vector space over \( \mathbb{F} = \mathbb{R}, \mathbb{C} \). For an integer \( k > 1 \) consider the map \( \delta_k : \text{Hom}(U, U) \to \text{Hom}(U^\otimes_k, U^\otimes_k) \) given by \( \delta_k(T) = T \otimes \ldots \otimes T \). Let \( W_k \subset U^\otimes_k \) be a subspace which is invariant for each \( \delta_k(T), T \in \text{Hom}(U, U) \). Denote by \( \delta_k^k : \text{Hom}(U, U) \to \text{Hom}(W_k, W_k) \) the restriction map \( \delta_k(T)|W_k \). Assume that \( \| \cdot \| \) is a norm on \( U \). Let \( \| \cdot \|_k \) be the maximal cross norm on \( U^\otimes_k \). Let \( \| \cdot \|, \| \cdot \|_k, \| \cdot \|_{\| \cdot \|_k} \) be the induced operator norms on \( \text{Hom}(U, U) \),
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Hom \((U, U)^{\otimes k}\), Hom \((W_k, W_k)\) respectively. Let \(N_k(\cdot), \hat{N}_k(\cdot)\) be the operator norm on Hom \((\text{Hom } (U, U), \text{Hom } (U, U)^{\otimes k})\), Hom \((\text{Hom } (U, U), \text{Hom } (W_k, W_k))\) respectively. Then

\[
N_k(D \delta_k(T)) = k \|T\|^{k-1}, \quad \hat{N}_k(D \hat{\delta}_k(T)) \leq k \|T\|^{k-1}
\]

for any \(T \in \text{Hom } (V, V)\).

**Proof.** Theorem 7.5.14 yields that the operator norm \(\|\cdot\|_k\) on Hom \((U^\otimes_k, U^\otimes_k)\), identified with Hom \((U, U)^{\otimes k}\), is a cross norm with respect to the operator norm on Hom \((U, U)\). Theorem 7.7.3 yields the equality in (7.7.7). Observe next that \(D \delta_k(T)\) is \(D \delta_k(T)\) on \(\text{Hom } (W_k, W_k)\). Hence \(N_k(D \delta_k(T)) \leq N(D \delta_k(T))\), which implies the inequality in (7.7.7). \(\square\)

A simple example of \(W_k\) is the subspace \(\wedge^k U\). See Problem 3.

**Theorem 7.7.5** Let \(U\) be an \(n\)-dimensional vector space over \(F = \mathbb{R}, \mathbb{C}\), with a norm \(\|\cdot\|\). Denote by \(\|\cdot\|\) the induced operator norm on Hom \((V, V)\). Then for \(A, B \in \text{Hom } (U, U)\)

\[
|\det A - \det B| \leq \|A - B\| \frac{\|A\|^n - \|B\|^n}{\|A\| - \|B\|} \leq n \|A - B\| \max(\|A\|, \|B\|) n^{-1}.
\]

Here \(\frac{a^n - b^n}{a - b} := na^{n-1}\) for any \(a \in \mathbb{C}\). The first inequality is sharp for \(A = a I_n, B = b I_n\) for \(a, b > 0\). The constant \(n\) in the second inequality is sharp.

**Proof.** In \(U^\otimes n\) consider the one dimensional invariant subspace \(W_n := \wedge^n U\) for each \(\delta_n(T), T \in \text{Hom } (U, U)\). See Problem 3. Let \(e_1, \ldots, e_n\) be a basis in \(U\). Then \(e_1 \wedge e_2 \wedge \ldots \wedge e_n\) is a basis vector in \(\wedge^n U\). Furthermore

\[
\delta_n(T)(e_1 \wedge e_2 \wedge \ldots \wedge e_n) = (\det T)e_1 \wedge e_2 \wedge \ldots \wedge e_n.
\]

See Proposition 5.2.7. Note that \(\hat{\delta}_n(T) := \delta_n(T)|\wedge^n U\) is the above operator. Observe next that any \(Q \in \text{Hom } (\wedge^n U, \wedge^n U)\), is of the from

\[
Q(e_1 \wedge e_2 \wedge \ldots \wedge e_n) = te_1 \wedge e_2 \wedge \ldots \wedge e_n.
\]

Hence the operator norm of \(Q\) is \(|t|\). We now apply Theorem 7.7.4 to this case. The inequality in (7.7.7) yields

\[
\hat{N}_n(D \hat{\delta}_n(T)) \leq n \|T\|^{n-1}.
\]

Next we apply Proposition 7.7.2, where \(V_1 := \text{Hom } (U, U)\) and \(V_2 = \text{Hom } (\wedge^n U, \wedge^n U)\) equipped with the operator norms, and \(\mu(T) = \delta_n(T)\).
So \(\|\mu(A) - \mu(B)\|_2 = |\det A - \det B|\). The inequality (7.7.2) combined with the inequality in (7.7.7) yield

\[
|\det A - \det B| \leq n\|A - B\| \int_0^1 \|(1 - t)A + tB\|^{n-1} dt \\
= n\|A - B\| \int_0^1 ((1 - t)\|A\| + t\|B\|)^{n-1} dt = \\
\|A - B\| \frac{\|A\|^n - \|B\|^n}{\|A\| - \|B\|} = \frac{\|A - B\|}{\|A\|} \sum_{i=0}^{n-1} \|A\|^{n-1-i}\|B\|^i = \\
n\|A - B\|\max(\|A\|,\|B\|)^{n-1}.
\]

This shows (7.7.8). Recall that \(\|xI\| = |x|\) for any \(x \in F\). Hence, for \(A = aI, B = bI\) and \(a, b \geq 0\) equality holds in the first inequality of (7.7.8). To show that the constant \(n\) can not be improved let \(A = (1 + x)I, B = I\), where \(x > 0\). Then (7.7.8) is equivalent to the inequality \((1 + x)^n - 1 \leq nx(1 + x)^{n-1}\). Since \(\lim_{x \to 0} \frac{(1+x)^n - 1}{x(1+x)^{n-1}} = n\) the constant \(n\) can not be improved.

**Definition 7.7.6** Let \(\Sigma_n\) be the group of permutations \(\sigma : [n] \to [n]\). Let \(S = \{\lambda_1, \ldots, \lambda_n\}, T = \{\mu_1, \ldots, \mu_n\}\) be two multisets in \(C\) containing \(n\) elements each. Let

\[
\text{dist}(S, T) = \max_{j \in [n]} \min_{i \in [n]} |\lambda_j - \mu_i|, \\
\text{hdist}(S, T) = \max(\text{dist}(S, T), \text{dist}(T, S)), \\
\text{pdist}(S, T) = \min_{\sigma \in \Sigma_n} \max_{i \in [n]} |\lambda_i - \mu_{\sigma(i)}|.
\]

**Note:** \(\text{dist}(S, T)\) is the distance from \(S\) to \(T\), viewed as sets; \(\text{hdist}(S, T)\) is the Hausdorff distance between \(S\) and \(T\), viewed as sets; \(\text{pdist}(S, T)\) is called permutational distance between two multisets of cardinality \(n\). Clearly

\[
\text{hdist}(S, T) = \text{hdist}(T, S), \\
\text{pdist}(S, T) = \text{pdist}(T, S),
\]

(7.7.9)

\[
\text{dist}(S, T) \leq \text{hdist}(S, T) \leq \text{pdist}(S, T).
\]

See Problem 4.

**Theorem 7.7.7** Let \(U\) be an \(n\)-dimensional vector space of \(C\) with the norm \(\|\cdot\|\). Let \(\|\cdot\|\) be the induced operator norm on \(\text{Hom}(U, U)\). For
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Let \( A, B \in \text{Hom}(U,U) \) let \( S(A), S(B) \) be the eigenvalue multisets of \( A, B \) of cardinality \( n \) respectively. Then

\[
\text{pdist}(S(A), S(B)) \leq 4e^{\frac{3}{2}}n\|A - B\| + \left[\max(\|A\|, \|B\|)\right]^{\frac{n-1}{n}}.
\]

To prove the theorem we need the following lemma.

**Lemma 7.7.8** Let the assumptions of Theorem 7.7.7 holds. Define

\[
h(A, B) := \max_{t \in [0, 1]} \text{dist}(S((1 - t)A + tB), S(B)).
\]

Then

\[
\text{pdist}(S(A), S(B)) \leq (2n - 1)h(A, B).
\]

**Proof.** Let \( S(A) = \{\lambda_1(A), \ldots, \lambda_n(A)\}, S(B) = \{\lambda_1(B), \ldots, \lambda_n(B)\} \). Let \( D(z, r) := \{w \in \mathbb{C}, |w - z| \leq r\} \). Denote \( K_B = \bigcup_{i=1}^{n} D(\lambda_i(B), h(A, B)) \). Then \( K_B \) is a closed compact set, which decomposes as union of a \( k \in [n] \) connected components. Let \( A(t) = (1 - t)A + tB \). Since \( \text{dist}(S(A(t)), S(B)) \leq h(A, B) \) we deduce that \( K_B \) contains \( S(A(t)) \) for each \( t \in [0, 1] \). As \( S(A(t)) \) various continuously for \( t \in [0, 1] \), each connected component of \( K_B \) contains a fixed number of the eigenvalues of \( S(A(t)) \) counting with their multiplicities. Since \( A(1) = B \), each connected component of \( K_B \) contains a fixed number of the eigenvalues of \( A \) and \( B \) counting with their multiplicities. Rename the eigenvalues of \( B \) such that indices of the eigenvalues of \( A \) and \( B \) are the same in each component of \( K_B \).

Let \( C = \bigcup_{i=1}^{p} D(z_i, h(A, B)) \) be such a connected component, where \( z_1, \ldots, z_p \) are \( p \) distinct eigenvalues of \( B \). \( C \) contains exactly \( q \geq p \) eigenvalues of \( A \) and \( B \) respectively. We claim that if \( \lambda \in S(A) \cap C \) then \( \max_{j \in [p]} |\lambda - z_j| \leq (2p - 1)h(A, B) \). Consider a simple graph \( G = (V, E) \), where \( V = [p] \) and \( (i, j) \in E \) if and only if \( |z_i - z_j| \leq 2h(A, B) \). Since \( C \) is connected it follows that \( G \) is connected hence the maximal distance between two distinct point in \( G \) is \( p - 1 \). So \( |z_i - z_j| \leq 2(p - 1)h(A, B) \). Since \( |\lambda - z_i| \leq h(A, B) \) for some \( i \in [p] \), it follows that \( |\lambda - z_j| \leq (2p - 1)h(A, B) \leq (2n - 1)h(A, B) \). Therefore for this particular renaming of the eigenvalues of \( B \) we have the inequality \( |\lambda_i(A) - \lambda_i(B)| \leq (2n - 1)h(A, B), i = 1, \ldots, n \). 

Problem 5 shows that the inequality (7.7.12) is sharp.
Proof of Theorem 7.7.7. First observe that

\[
\text{dist}(\text{S}(A), \text{S}(B))^n \leq \max_{i \in [n]} \prod_{j=1}^{n} |\lambda_i(A) - \lambda_j(B)| = \max_{i \in [n]} |\det(\lambda_i(A)I - B) - \det(\lambda_i(A)I - A)| \leq \max_{z \in \mathbb{C}, |z| \leq \rho(A)} |\det(zI - B) - \det(zI - A)|.
\]

We now apply (7.7.8) to deduce that for $|z| \leq \rho(A) \leq \|A\|$ we have

\[
|\det(zI - B) - \det(zI - A)| \leq n\|A - B\|[\max(|z|, \|A\|, (|z| + \|B\|))]^{n-1} \leq n\|A - B\|[\max(2\|A\|, \|A\| + \|B\|)]^{n-1}.
\]

Thus

\[
(7.7.13) \quad \text{dist}(\text{S}(A), \text{S}(B)) \leq n^{\frac{1}{2}}\|A - B\|^{\frac{1}{2}}[\max(2\|A\|, \|A\| + \|B\|)]^{\frac{n-1}{n}}.
\]

We apply the above inequality to $A(t)$ for each $t \in [0, 1]$. Clearly, for $t \in [0, 1]$

\[
\|A(t)\| \leq (1 - t)\|A\| + t\|B\| \leq \max(\|A\|, \|B\|) \Rightarrow \max(2\|A(t)\|, \|A(t)\| + \|B\|) \leq 2\max(\|A\|, \|B\|).
\]

Also $\|A(t) - B\| = (1 - t)\|A - B\| \leq \|A - B\|$. Hence we deduce

\[
(7.7.14) \quad h(A, B) \leq n^{\frac{1}{2}}\|A - B\|^{\frac{1}{2}}[2\max(\|A\|, \|B\|)]^{\frac{n-1}{n}}.
\]

Use (7.7.12) to obtain

\[
(7.7.15) \quad \text{pdist}(\text{S}(A), \text{S}(B)) \leq (2n - 1)n^{\frac{1}{2}}\|A - B\|^{\frac{1}{2}}[2\max(\|A\|, \|B\|)]^{\frac{n-1}{n}}.
\]

Use the inequality

\[
(7.7.16) \quad (2n - 1)2^{\left\lfloor \frac{n}{2} \right\rfloor} \leq 4n\left(\frac{n}{2}\right)^{\frac{1}{2}} \leq 4ne^{\frac{1}{2}} \text{ for } n \in \mathbb{N},
\]

to deduce (7.7.10). (See Problem 6.)

The inequality (7.7.10) can be improved by a factor of 2 using the following theorem [EJRS83]. (See Problem 7.)
Theorem 7.7.9 Let $U$ be an $n$-dimensional vector space of $\mathbb{C}$. For $A, B \in \text{Hom}(U, U)$ let $S(A), S(B)$ be the eigenvalue multisets of $A, B$ of cardinality $n$ respectively. Then

\[(7.7.17) \quad \text{pdist}(S(A), S(B)) \leq (2^{\lceil \frac{n+1}{2} \rceil} -1) \max(h(A, B), h(B, A)).\]

The above constant is sharp.

Problems

1. Let $\mu : V_1 \to V_2$ be a nonlinear map. Show

   (a) Assume that $\mu$ has a Fréchet derivative at $x$ with respect to given two norms $\| \cdot \|_1, \| \cdot \|_2$. Then $\mu$ has a Fréchet derivative at $x$ with respect to any two norms $\| \cdot \|_a, \| \cdot \|_b$.

   (b) Suppose that $\mu$ has a Fréchet derivative at $x$. Then $\mu$ is continuous at $x$ with respect to the standard topologies on $V_1, V_2$.

   (c) Assume that $\mu$ has a Fréchet derivative at each point of a compact set $O \subset V_1$. Then $\mu : O \to V_2$ is uniformly continuous.

2. Let $U_1, \ldots, U_k, V_1, \ldots, V_k$ be finite dimensional inner product vector space overs $\mathbb{F} = \mathbb{R}, \mathbb{C}$. Assume that $U := \otimes_{i=1}^k U_i, V := \otimes_{i=1}^k V_i$ have the induced inner product. Identify $\text{Hom}(U, V)$ with $\prod_{i=1}^k \text{Hom}(U_i, V_i)$. Show

   (a) The operator norm on $\text{Hom}(U, V)$, with respect to Hilbert norms, is a normal cross norm with respect to the operator norms on $\text{Hom}(U_i, V_i)$, the Hilbert norms, for $i = 1, \ldots, k$. Hint: Express the operator norm on $\text{Hom}(U_i, V_i)$ and its conjugate norm in terms of singular values of $T_i \in \text{Hom}(U_i, V_i)$ for $i = 1, \ldots, k$.

   (b) Assume that $U_1 = V_1 = \ldots = U_k = V_k$. Let $\delta_k : \text{Hom}(U_1, U_1) \to \text{Hom}(U, U)$. Then $N_k(\delta_k(T)) = k||T||^{k-1}$, where $\| \cdot \|$ is the operator norm on $\text{Hom}(U_1, U_1)$.

3. Let $U$ be a vector space over $\mathbb{F} = \mathbb{R}, \mathbb{C}$ of dimension $n > 1$. Let $k \in [n] \setminus \{1\}$. Show

   (a) $W_k := \bigwedge^k U$ is an invariant subspace for each $\delta_k(T)$ given in Theorem 7.7.4.
(b) Assume that $U$ is an inner product space. Let $T \in \text{Hom}(U, U)$, and denote by $\|T\| = \sigma_1(T) \geq \ldots \geq \sigma_k(T) \geq \ldots$ the singular values of $T$. Then

$$\hat{N}_k(\hat{D}_\delta_k(T)) = \sum_{i=1}^k \sigma_1(T) \ldots \sigma_{i-1}(T) \sigma_{i+1}(T) \ldots \sigma_k(T).$$

In particular, $\hat{N}_k(\hat{D}_\delta_k(T)) \leq k \sigma_1(T)^{k-1} = k\|T\|^{k-1} = N_k(D\delta_k(T))$. Equality holds if and only if $\sigma_1(T) = \ldots = \sigma_k(T)$. \textbf{Hint:} Consult with [BhF81].

4. Prove (7.7.9).

5. Let $A = \text{diag}(0, 2, 4, \ldots, 2n - 2), B = (2n - 1)I_n \in \mathbb{R}^{n \times n}$. Show that in this case equality holds in (7.7.12).

6. Using the fact that $\min_{t \in [0,1]} -t \log t = \frac{1}{e}$ deduce the last part of (7.7.16).

7. Show

(a) Let $n = 2k + 1$ and

$$A = \text{diag}(0, \ldots, 0, 2, 4, \ldots, 2k),$$

$$B = \text{diag}(1, 3, \ldots, 2k - 1, 2k + 1, \ldots, 2k + 1).$$

Then equality holds in (7.7.17).

(b) Let $n = 2k$ and

$$A = \text{diag}(0, \ldots, 0, 2, 4, \ldots, 2k),$$

$$B = \text{diag}(1, 3, \ldots, 2k - 1, 2k + 1, \ldots, 2k + 1).$$

Then equality holds in (7.7.17).

(c) $\max(h(A, B), h(B, A))$ is bounded above by the right-hand side of (7.7.14).

(d) Deduce from (7.7.17) and the previous part of the problem the improved version of (7.7.10).

(7.7.18)

$$\text{pdist}(S(A), S(B)) \leq 2e^{\frac{1}{3}} n \|A - B\|^{\frac{1}{3}} [\max(\|A\|, \|B\|)]^{\frac{n-1}{3}}.$$
7.8 Variation of permanents

Definition 7.8.1 For \( A = [a_{ij}] \in D^{n \times n} \) the permanent of \( A \), denoted as \( \text{perm} A \)

\[
\text{perm} A = \sum_{\sigma \in \Sigma_n} \prod_{i=1}^{n} a_{i\sigma(i)}.
\]

The determinant and the permanent share some common properties as multilinear functions on \( D^{n \times n} \), as Laplace expansions. However, from the computational point of view the determinants are easy to compute while permanents are hard to compute over all fields, except the fields of characteristic 2. (Over the field of characteristic 2 \( \text{perm} A = \text{det} A \).) For \( A \in Z^{n \times n} \) the permanent of \( A \) has a fundamental importance in combinatorics, and usually is hard to evaluate [Val79]. The main aim of this section is to generalize the inequality (7.7.8) to the permanents of matrices. The analog of (7.7.8) holds for the norms \( \ell_p, p \in [1, \infty] \) [BhE90]. However, it was also shown in [BhE90] that the analog of fails for some operator norm on \( C^{n \times n} \).

Theorem 7.8.2 Let \( \| \cdot \| \) be a norm on \( C^n \), and denote by \( \| \cdot \| \) the induced operator norm on \( C^n \). Let \( A, B \in C^{n \times n} \). Then

\[
|\text{perm} A - \text{perm} B| \leq \frac{\|A - B\|(\|A\|^n - \|B\|^n)}{2(\|A\| - \|B\|)} + \frac{\|A^* - B^*\|(\|A^*\|^n - \|B^*\|^n)}{2(\|A^*\| - \|B^*\|)}.
\]

To prove this theorem we need two lemmas. The first lemma gives the following formula for the standard numerical radius of a square matrix with complex entries.

Lemma 7.8.3 Let \( A \in C^{n \times n} \). Then

\[
r_2(A) = \max_{\|x\| = 1} \frac{\|Ax\|}{\|x\|}.
\]

In particular \( r_2(A) \leq \frac{1}{2}(\|A\| + \|A^*\|) \) for any operator norm on \( C^n \).

Proof. Let \( z \in S^1 \), \( B = zA \). Assume that \( x \) is an eigenvector of \( \frac{1}{2}(B + B^*) \) of length one corresponding to the eigenvalue \( \lambda \). Then

\[
|\lambda| = |\Re(x^*(zA)x)| \leq |x^*(zA)x| = |x^*Ax| \leq r_2(A).
\]

Hence the right-hand side of (7.8.2) is not bigger its left-hand side. On the other hand there exists \( x \in C^n, x^*x = 1 \) and \( z \in C, |z| = 1 \) such that
\( r_2(A) = |x^*Ax| = x^*(zA)x \). For this value of \( z \) we have that
\[
r_2(A) \leq \lambda_1(\frac{zA + \bar{z}A}{2}) \leq \rho(\frac{zA + \bar{z}A}{2}).
\]
Clearly,
\[
\rho(\frac{zA + \bar{z}A}{2}) \leq ||zA + \bar{z}A|| \leq ||A|| + ||A^*||.
\]
Hence \( r_2(A) \leq \frac{1}{2}(||A|| + ||A^*||). \)

For \( A \in \mathbb{C}^{n \times n} \), view the matrix \( \otimes^n A \) as a linear operator on \( \otimes^n \mathbb{C}^n \), which is identified with \( \mathbb{C}^n \). \( \omega_2(\otimes^n A), r_2(\otimes^n A) \) are the numerical range and the numerical radius of \( \otimes^n A \) corresponding to the inner product \( \langle \cdot, \cdot \rangle \) on \( \otimes^n \mathbb{C}^n \) induced by the standard inner product \( y^*x \) on \( \mathbb{C}^n \).

**Lemma 7.8.4** Let \( A \in \mathbb{C}^{n \times n} \). Then \( \text{perm } A \in \omega_2(\otimes^n A) \).

**Proof.** Assume that \( e_i = (\delta_{i1}, \ldots, \delta_{in})^\top, i \in [n] \) is a standard basis in \( \mathbb{C}^n \). Then \( \otimes^n_{j=1} e_{i_j} \), where \( i_j \in [n], j = 1, \ldots, n \), is the standard basis in \( \otimes^n \mathbb{C}^n \). A straightforward calculation shows that
\[
\langle \otimes^n Ax, x \rangle = \text{perm } A, \ x = \frac{1}{\sqrt{n!}} \sum_{\sigma \in \Sigma_n} \otimes_{i=1}^n e_{\sigma(i)}, \langle x, x \rangle = 1.
\]
(See Problem 1.) Hence \( \text{perm } A \in \omega_2(\otimes^n A) \). \( \square \)

**Proof of Theorem 7.8.2.** Since \( x \) given in (7.8.3) does not depend on \( A \) we deduce \( \text{perm } A - \text{perm } B \in \omega_2(\otimes^n A - \otimes^n B) \). Let \( ||| \cdot ||| \) the maximal cross norm on \( \otimes^n \mathbb{C}^n \) induced by the norm \( || \cdot || \) on \( \mathbb{C}^n \). Denote by \( ||| \cdot ||| \) the operator norm on \( ||| \cdot ||| \) on \( \otimes^n \mathbb{C}^{n \times n} \), induced by the norm \( || \cdot || || \) on \( \otimes^n \mathbb{C}^n \). Use the definition of \( r_2(\otimes^n A - \otimes^n B) \) and Lemma 7.8.3 to deduce
\[
\text{perm } A - \text{perm } B \leq r_2(\otimes^n A - \otimes^n B) \leq \frac{1}{2}(|| \otimes^n A - \otimes^n B || + || \otimes^n A^* - \otimes^n B^* ||).
\]

Theorem 7.5.14 implies that the operator norm \( ||| \cdot ||| \) on \( \otimes^n \mathbb{C}^{n \times n} \), induced by the norm \( || \cdot || \) on \( \otimes^n \mathbb{C}^n \), is a cross norm with respect to the operator norm \( || \cdot || \) on \( \mathbb{C}^{n \times n} \). Observe next
\[
\otimes^n A - \otimes^n B = \sum_{i=0}^{n-1} (\otimes^i B) \otimes (A - B) \otimes^{n-1-i} A.
\]
7.8. VARIATION OF PERMANENTS

(Here ⊗₀A means that this term does not appear at all.) Use the triangular inequality and the fact that the operator norm \([\|\cdot\|]\) is a cross norm we deduce

\[
\|\otimes^n A - \otimes^n B\| \leq \sum_{i=0}^{n-1} \|((\otimes^i B) \otimes (A - B) \otimes^{n-1-i} A)\| \leq \sum_{i=0}^{n-1-i} \|B\|^i \|A - B\| \|A\|^{n-1-i} \|A\|^i \|A - B\| \|A\|^{n-1-i}.
\]

Apply the above inequality to (7.8.4) to deduce the theorem. □

Problems

1. Prove (7.8.3).

2. Let the assumptions of Theorem 7.8.2 hold. Show that

\[
(7.8.5) \quad |\text{perm } A - \text{perm } B| \leq \|A - B\| \frac{\|A\|^n - \|B\|^n}{\|A\| - \|B\|},
\]

in the following cases.

(a) \(A = A^*, B = B^*\).

(b) The norm \([\cdot, \cdot]\) on \(\mathbb{C}^n\) is \([\cdot, \cdot]_2\).

3. Show that (7.8.5) holds for the norms \([\cdot, \cdot]_1, [\cdot, \cdot]_\infty\) using the following steps.

(a) For \(A = [a_{ij}] \in \mathbb{C}^n\) denote \(|A| := [|a_{ij}|] \in \mathbb{R}^{n \times n}_+\). Show

\[
|\text{perm } A| \leq \text{perm } |A| \leq \prod_{i=1}^{n} \sum_{j=1}^{n} |a_{ij}|
\]

(b) Let \(A = [a_1, \ldots, a_n], B = [b_1, \ldots, b_n] \in \mathbb{C}^{n \times n}\), where \(a_i, b_i\) are the \(i\)-th columns of \(A, B\) respectively, for \(i = 1, \ldots, n\). Let

\[
C_0 = [a_1 - b_1, a_2, \ldots, a_n], \quad C_{n-1} = [b_1, \ldots, b_{n-1}, a_n - b_n],
\]

\[
C_i = [b_1, \ldots, b_i, a_{i+1} - b_{i+1}, a_{i+2}, \ldots, a_n], \quad \text{for } i = 1, \ldots, n-2.
\]
Then
\[ \text{perm } A - \text{perm } B = \sum_{i=1}^{n} \text{perm } C_i, \quad \Rightarrow \]
\[ |\text{perm } A - \text{perm } B| \leq \sum_{i=1}^{n} |\text{perm } C_i|. \]

(c) Recall that \( \| A \|_1 = \| A \| = \max_{i \in [n]} \| a_i \|_1. \) Then
\[ \| C_i \|_1 \leq \|a_i - b_i\|_1 \|B\|^{i-1} \|A\|^{n-i} \leq \|A - B\|_1 \|B\|^{i-1} \|A\|^{n-i}, \]
for \( i = 1, \ldots, n. \) Hence, (7.8.5) holds for \( \| \cdot \|_1 \) norm.

(d) Use the equalities \( \text{perm } A^\top = \text{perm } A, \| A \|_\infty = |A^\top|_1 \) deduce that (7.8.5) holds for \( \| \cdot \|_\infty \) norm.

### 7.9 Vivanti-Pringsheim theorem and applications

We start with the following basic result on the power series in one complex variable, which is usually called the Cauchy-Hadamard formula on power series [Rem98, §4.1].

**Theorem 7.9.1** Let
\[ f(z) = \sum_{i=0}^{\infty} a_i z^i, \quad a_i \in \mathbb{C}, \ i = 0, 1, \ldots, \text{ and } z \in \mathbb{C}, \]
be power series. Define
\[ R = R(f) := \limsup_{i \to \infty} |a_i|^i \in [0, \infty]. \]
\( (R \text{ is called the radius of convergence of the series.}) \) Then

1. For \( R = 0 \) the series converge only for \( z = 0. \)

2. For \( R = \infty \) the series converge absolutely and uniformly for each \( z \in \mathbb{C}, \) and \( f(z) \) is an entire function, i.e. analytic on \( \mathbb{C}. \)

3. For \( R \in (0, \infty) \) the series converge absolutely and uniformly to an analytic function for each \( z, |z| < R, \) and diverge for each \( |z| > R. \) Furthermore, there exist \( \zeta, |\zeta| = R, \) such that \( f(z) \) can not be extended to an analytic function in any neighborhood of \( \zeta. \) \( (\zeta \text{ is called a singular point of } f.) \)
Consider the Taylor series for the function complex valued $\frac{1}{1-z}$

$$
\frac{1}{1-z} = \sum_{i=0}^{\infty} z^i.
$$

Then $R = 1$, the function $\frac{1}{1-z}$ is analytic in $\mathbb{C}\{1\}$, and has a singular point at $z = 1$. Vivanti-Pringsheim theorem is an extension of this example [Viv93, Pri94].

**Theorem 7.9.2** Let the power series $f(z) = \sum_{i=0}^{\infty} a_i z^i$ have positive finite radius of convergence $R$, and suppose that the sequence $a_i, i = 0, 1, \ldots$, is eventually nonnegative. (I.e. all but finitely many of its coefficients are real and nonnegative.) Then $\zeta := R$ is a singular point of $f$.

See [Rem98, §8.1] for a proof. In what follows we need a stronger version of this theorem for rational functions, e.g. [Fri78b, Thm 2]. Assume that $f(z)$ is a rational function with 0 as a point of analyticity. So $f$ has power series (7.9.1). Assume that $f$ is not polynomial, i.e. $R(f) \in (0, \infty)$. Then $f$ has the following form.

$$
f(z) = P(z) + \sum_{i=1}^{N} \sum_{j=1}^{p_i} \frac{b_{j,i}}{(1 - \lambda_i z)^j},
$$

where $P \in \mathbb{C}[z], \lambda_i, b_{p_i,i} \in \mathbb{C}\{0\}, \lambda_i \neq \lambda_{i'}$ for $i \neq i'$.

Note that

$$
R(f) = \frac{1}{\max_{i} |\lambda_i|}.
$$

**Definition 7.9.3** Let $f(z)$ be a rational function of the form (7.9.3). Let $p := \max_{i:|\lambda_i|=R(f)^{-1}} p_i$. Denote

$$
f_{\text{prin}} = \sum_{i:|\lambda_i|=R(f)^{-1} \text{ and } p_i=p} \frac{b_{p,i}}{(1 - \lambda_i z)^p}.
$$

$f_{\text{prin}}$ is called the principle part of $f$, i.e. $f - f_{\text{prin}}$ does not have poles of order $p$ on $|z| = R(f)$.

**Theorem 7.9.4** Let $f(z)$ be a rational function of the form (7.9.3). Assume that the sequence of coefficients in the power expansion (7.9.1) is eventually nonnegative. Then

1. The set $\{\lambda_1, \ldots, \lambda_N\}$ is symmetric with respect to $\mathbb{R}$. That is, for each $i \in [N]$ there exists $i' \in [N]$ such that $\lambda_i = \lambda_{i'}$. Furthermore $p_i = p_{i'}$, and $b_{j,i} = b_{j,i'}$ for $j = 1, \ldots, p_i$ and $i = 1, \ldots, N$. 
2. After renaming the indices in \([N]\) we have: \(\lambda_1 = \frac{1}{\pi i} \), \(|\lambda_i| = \lambda_1\) for \(i = 2, \ldots, M\), and \(|\lambda_i| > \lambda_1\) for \(i > M\). (Here \(M \in [N]\).)

3. Let \(p := p_1\). There exists \(L \in [M]\) such that \(p_1 = p\) for \(i \in [L] \setminus \{1\}\), and \(p_1 < p\) for \(i > L\).

4. \(b_{p,1} > 0\) and there exists \(m \in [L]\) such that \(|b_{p,1}| = b_{p,1}\) for \(i = 1, \ldots, m\) and \(|b_{p,1}| < b_{p,1}\) for \(i \in [L] \setminus [m]\).

5. Let \(\zeta = e^{2\pi i \bar{z}/m}\). After renaming the indices \(2, \ldots, m\), \(\lambda_i = \zeta^{i-1}\lambda_1\) for \(i = 2, \ldots, m\). Furthermore there exists \(l \in [m]\) such that \(b_{p,l} = \zeta^{l-1}b_{p,1}\) for \(i = 2, \ldots, m\).

6. \(f_{\text{prin}}(\zeta z) = \zeta^{-l}f_{\text{prin}}(z)\).

**Proof.** We outline the major steps in the proof of this theorem. For all details see the proof of [Fri78b, Thm 2]. By considering \(g(z) = f(z) + P_1\) for some polynomial \(P_1\), we may assume that the MacLaurin coefficients of \(g\) are real and nonnegative. As \(g_{\text{prin}} = f_{\text{prin}}\), without loss of generality we may assume that the MacLaurin coefficients of \(f\) real and nonnegative.

Hence \(\bar{f}(\bar{z}) = f(z)\) for each \(z\) where \(f\) is defined. This shows part 1.

Part 2 follows from Theorem 7.9.2. For simplicity of the exposition assume that \(R(f) = 1\). Recall that for each singular point \(\lambda_i^{-1} = \lambda_i\) of \(f\) on the circle \(|z| = 1\) we have the equality

\[
(7.9.5) \quad b_{p,i} = \lim_{r \to 1}(1-r)^{p}f(\lambda_ir).
\]

In particular \(b_{p,1} = \lim_{r \to 1}(1-r)^{p}f(r) \geq 0\). Since \(b_{p,1} \neq 0\) we obtain that \(b_{p,1} > 0\). Let \(p := p_1\). Since all the MacLaurin coefficients of \(f\) are nonnegative we have the inequality \(|f(z)| \leq f(|z|)\) for all \(|z| < 1\). Hence \(\limsup_{r \to 1}(1-r)^{p}|f(\lambda_ir)| \leq b_{p,1}\). This inequality and (7.9.5) implies parts 3–4.

For \(m = 1\) parts 5–6 are trivial. Assume that \(m > 1\). Let \(b_{p,i} = \eta_i b_{p,1}, |\eta_i| = 1\) for \(i = 2, \ldots, m\). In view of the part 1 for each \(i \in [m] \setminus \{1\}\) there exists \(i' \in [m] \setminus \{1\}\) such that \(\lambda_i = \lambda_{i'}, \eta_i = \eta_{i'}\). Consider the function

\[
g(z) = 2f(z) - \eta_i f(\lambda_iz) - \bar{\eta}_i f(\bar{\lambda}_iz) = \sum_{j=0}^{\infty}2(1-\Re(\eta_i\lambda_j))a_jz^j.
\]

So the MacLaurin coefficients of \(g\) are nonnegative. Clearly \(R(g) \geq 1\), and if \(g\) has a pole at 1, its order is at most \(p - 1\). This implies the equality

\[
2f_{\text{prin}}(z) - \eta_i f_{\text{prin}}(\lambda_i z) - \bar{\eta}_i f_{\text{prin}}(\bar{\lambda}_i z) = 0.
\]
Therefore the set \( \{ \lambda_1, \ldots, \lambda_m \} \) form a multiplicative group of order \( m \). Hence, it is a group of all \( m \)-roots of unity. So we can rename the indices \( 2, \ldots, m \) such that \( \lambda_i = \zeta^{(i-1)} \) for \( i = 1, \ldots, m \). Similarly, \( \eta_1 = 1, \eta_2, \ldots, \eta_m \) form a multiplicative group, which must be a subgroup of \( m \) roots of 1. Furthermore \( \eta_i \mapsto \lambda_i \) is a group homomorphism. This shows part 5. Part 5 straightforward implies part 6.

**Definition 7.9.5** Let \( S = \{ \lambda_1, \ldots, \lambda_n \} \subset \mathbb{C} \) be a finite multiset. i.e. a point \( z \in S \) appears exactly \( m(z) \geq 1 \) times in \( S \). Denote

1. \( r(S) := \max_{z \in S} |z| \).
2. For any \( t \geq 0 \) denote by \( S(t) \) the multiset \( S \cap \{ z \in \mathbb{C}, |z| = t \} \).
3. For an integer \( k \in \mathbb{N} \) denote by \( s_k(S) := \sum_{i=1}^{n} \lambda_i^k \) the \( k \)-th moment of \( S \). Let \( s_0(S) = n \).
4. For \( z = (z_1, \ldots, z_N)^T \in \mathbb{C}^N \) denote by \( \sigma_k(z) = \sum_{1 \leq i_1 < \ldots < i_k \leq N} z_{i_1} \cdots z_{i_k} \) the elementary symmetric polynomials in \( z_1, \ldots, z_N \).
5. Denote \( z(S) = (\lambda_1, \ldots, \lambda_n)^T \in \mathbb{C}^n \). Then \( \sigma_k(z(S)) \) for \( k = 1, \ldots, n \) are called the elementary symmetric polynomials of \( S \).

\( S \) is called a Frobenius multiset if the following conditions hold.

1. \( \overline{S} = S \).
2. \( r(S) \in S \).
3. \( m(z) = 1 \) for each \( z \in S(r(S)) \).
4. Assume that \( \#S(r(S)) = m \). Then \( \zeta S = S \) for \( \zeta = e^{\frac{2 \pi i}{m}} \).

A simple example of Frobenius multiset is the set of eigenvalues, counted with their multiplicities, of a square nonnegative irreducible matrix.

**Theorem 7.9.6** Let \( S \subset \mathbb{C} \) be a multiset. Assume that the moments \( s_k(S), k \in \mathbb{N} \) are eventually nonnegative. Then the following conditions hold.

1. \( r(S) \in S \).
2. Denote \( \mu := m(r(S)) \). Assume that \( \lambda \in S(r(S)) \). Then \( m(\lambda) \leq \mu \).
3. Assume that \( r(S) > 0 \) and suppose that \( \lambda_1 = r(S), \lambda_2, \ldots, \lambda_m \) are all the distinct elements of \( S \) satisfying the conditions \( |\lambda_i| = r(S), m(\lambda_i) = \mu \) for \( i = 1, \ldots, m \). Then \( \frac{\lambda_i}{r(S)}, i = 1, \ldots, m \) are the \( m \) distinct roots of 1.
4. Let \( \zeta = e^{\frac{2\pi \sqrt{-1}}{m}} \). Then \( \zeta S(r(S)) = S(r(S)) \).

5. If \( r(S) > 0, \mu = 1 \) and none of the other elements of \( S \) are positive, then \( S \) is a Frobenius multiset.

**Proof.** For a finite multiset \( S \subseteq \mathbb{C} \) define

\[
(7.9.6) \quad f_S(z) := \sum_{\lambda \in S} \frac{1}{1 - \lambda^z} = \sum_{k=0}^{\infty} s_k(S) z^k.
\]

Apply Theorem 7.9.4 to deduce the parts 1–4.

Assume that \( r(S) \) is the only positive element of \( S \) and \( \mu = 1 \). If \( m = 1 \) then \( S \) is a Frobenius set. Suppose the \( m > 1 \). Consider the function \( g(z) = 2f_S(z) - f_S(\zeta z) - f_S(\overline{\zeta} z) \). We claim that \( g \) is the zero function. Suppose to the contrary that \( g \neq 0 \). In view of 4 we deduce \( R(f) < R(g) < \infty \).

Since the MacLaurin coefficients of \( g \) are eventually nonnegative, Theorem 7.9.4 yields that \( g \) must have a singular point \( \xi > 0 \) whose residue at \( \xi \) is positive. Since \( \rho(A) \) is the only positive eigenvalue of \( A \), all other positive residues of \( g \), coming from \( 2f_S \) are not located on positive numbers. Hence the residues of \( g \) at its poles located on the positive axes are negative integers. The above contradiction shows that \( g = 0 \), i.e. \( S \) is a Frobenius multiset.

Let \( A \in \mathbb{C}^{n \times n} \) and assume that \( S(A) \) is the eigenvalue multiset of \( A \). Then

\[
(7.9.7) \quad f_{S(A)}(z) = \text{tr}(I - zA)^{-1} = \sum_{i=0}^{\infty} (\text{tr} A^i) z^i.
\]

**Corollary 7.9.7** Let \( A \in \mathbb{C}^{n \times n} \). Denote by \( S \) be the multiset consisting of all eigenvalues of \( A \), counted with multiplicities. Assume that the traces of \( A^k, k \in \mathbb{N} \) are eventually nonnegative. Then the following conditions hold.

1. \( \rho(A) \) is an eigenvalue of \( A \).

2. Assume that the algebraic multiplicity of \( \rho(A) \) is \( \mu \). Let \( \lambda \) be an eigenvalue of \( A \) of multiplicity \( m(\lambda) \) satisfying \( |\lambda| = \rho(A) \). Then \( m(\lambda) \leq \mu \).

3. Assume that \( \rho(A) > 0 \) and suppose that \( \lambda_1 = \rho(A), \lambda_2, \ldots, \lambda_m \) are all the distinct eigenvalues of \( A \) satisfying the conditions \( |\lambda_i| = \rho(A), m(\lambda_i) = \mu \) for \( i = 1, \ldots, m \). Then \( \frac{\lambda_i}{\rho(A)} \), \( i = 1, \ldots, m \) are the \( m \) distinct roots of 1.

4. Let \( \zeta = e^{\frac{2\pi \sqrt{-1}}{m}} \). Then \( \zeta S(\rho(A)) = S \).
5. If \( \rho(A) > 0 \) is an algebraically simple eigenvalue of \( A \), and none of the other eigenvalues of \( A \) are positive, then \( S \) is a Frobenius multiset.

**Definition 7.9.8** \( A \in \mathbb{R}^{n \times n} \) is called eventually nonnegative if \( A^k \geq 0 \) for all integers \( k > N \).

**Lemma 7.9.9** Let \( B \in \mathbb{R}^{n \times n} \). Then there exists a positive integer \( N \) with the following property. Assume that \( L > N \) is a prime. Suppose that \( B^L \) is similar to a nonnegative matrix. Then the eigenvalue multiset of \( B \) is a union of Frobenius multisets.

**Proof.** Associate with the eigenvalues of \( B \) the following set \( T \subset S^1 \). For \( 0 \neq \lambda \in \text{spec } B \) we let \( \frac{1}{|\lambda|} \in T \). For \( \lambda \neq \kappa \in \text{spec } B \) satisfying the conditions \( |\lambda| = |\kappa| > 0 \) we assume that \( \frac{1}{|\lambda|}, \frac{1}{|\kappa|} \in T \). Let \( T_1 \subset T \) be the set of all roots of 1 that are in \( T \). Recall that \( \eta \in S^1 \) is called a primitive \( k \)-root of 1, if \( \eta^k = 1 \), and \( \eta^{k'} \neq 1 \) for all integers \( k' \in [1,k) \). \( k \) is called the primitivity index of \( \eta \). Let \( L > k \) be a prime. Then \( \eta^L \) is a \( k \)-primitive root of 1. Furthermore, the map \( \eta \mapsto \eta^L \) is an isomorphism of the group of all \( k \text{-th} \) roots of 1, which commutes with conjugation \( \eta \mapsto \overline{\eta} \). Clearly, if \( \eta \in S \), and \( \eta \) is not a root of unity then \( \eta^L \) is not root of unity. Define \( M \in \mathbb{N} \) to be the maximum over all primitivity indices of \( \eta \in T_1 \). If \( T_1 = \emptyset \) then \( M = 1 \). Let \( L > M \) be a prime. Assume that \( B^L \) is similar to \( C \in \mathbb{R}^{n \times n} \). Apply Theorem 6.4.4 and the Perron-Frobenius theorem to each irreducible diagonal block of the matrix in (6.4.3), to deduce that the eigenvalue multiset of \( S(C) \) is \( \bigcup_{j=1}^{r+f} F_j \) and each \( F_j \) a Frobenius multiset.

Clearly, \( \text{spec } B = \text{spec } B \) and \( \text{spec } B^L = \text{spec } C \). Observe next that the condition that \( L \) is a prime satisfying \( L > M \) implies that the map \( z \mapsto z^L \) induces a \( 1 \mapsto 1 \) and onto map \( \phi : \text{spec } B \to \text{spec } C \). Moreover, \( \phi^{-1}(r) > 0 \) if and only of \( r > 0 \). Hence \( \phi \) can be extended to a \( 1 \mapsto 1 \) and onto map \( \phi : S(B) \to S(C) \). Furthermore, \( \phi^{-1}(F_j) \) is a Frobenius set, where the number of distinct points \( F_j(r(F_j)) \) is equal to the number of points in \( \phi^{-1}(F_j)(r(\phi^{-1}(F_j))) \). Hence \( S(B) = \bigcup_{j=1}^{r+f} F_j \) is a decomposition of \( S(B) \) to a union of Frobenius multisets.

**Corollary 7.9.10** Assume that a matrix \( B \in \mathbb{R}^{n \times n} \) is similar to an eventually nonnegative matrix. Then the eigenvalue multiset \( S(B) \) of \( B \) is a union of Frobenius multisets.

**Theorem 7.9.11** Assume that the eigenvalue multiset \( S(B) \) of \( B \in \mathbb{R}^{n \times n} \) is a union of Frobenius multisets. Then there an eventually nonnegative \( A \in \mathbb{R}^{n \times n} \), such that \( S(A) = S(B) \).
Proof. It is enough to show that for a given Frobenius multiset \( F \) there exists an eventually \( A \in \mathbb{R}^{n \times n} \) such that \( S(A) = F \). Assume that \( r(F) > 0 \). Without loss of generality we can assume that \( r(F) = 1 \). Suppose first that \( F \cap S^1 = \{1\} \). To each real point \( \lambda \in F \) of multiplicity \( m(\lambda) \) we associate \( m(\lambda) \) the diagonal matrix \( G(\lambda) = \lambda I_{m(\lambda)} \in \mathbb{R}^{m(\lambda) \times m(\lambda)} \). For nonreal points \( \lambda \in F \) of multiplicity \( m(\lambda) \) we associate the block diagonal matrix \( H(\lambda) = I_{m(\lambda)} \otimes \begin{bmatrix} 2\Re(\lambda) & |\lambda|^2 \\ -1 & 0 \end{bmatrix} \).

Note that \( H(\bar{\lambda}) = H(\lambda) \). Let \( C := [1] \oplus_{\lambda \in F \cap S^1} G(\lambda) \oplus_{\lambda \in F, \Im \lambda > 0} H(\lambda) \),
\[
C = C_0 + C_1, \quad C_0 = [1] \oplus 0_{(n-1) \times (n-1)}, \quad C_1 = [0] \oplus (\oplus_{\lambda \in F \cap S^1} G(\lambda) \oplus_{\lambda \in F, \Im \lambda > 0} H(\lambda)).
\]

Clearly,
\[
S(C) = F, \quad C_0 C_1 = C_1 C_0 = 0, \quad C_{0m} = C_0, \quad C_{1m} = C_1, \quad \rho(C_1) < 1, \quad \lim_{m \to \infty} C_{1m}^m = 0.
\]

Let \( X \in \text{GL}(n, \mathbb{R}) \) be a matrix such \( X1 = X^\top 1 = e_1 \). Define
\[
A_0 := X^{-1} C_0 X = \frac{1}{n} 11^\top, \quad A_1 = X^{-1} C_1 X, \quad A := A_0 + A_1 = X^{-1} X.
\]

So \( S(A) = S(C) = F \). Also
\[
A^m = A_{0m} + A_{1m}^m, \quad A_{0m} = A_0, \quad \lim_{m \to \infty} A_{1m}^m \Rightarrow \lim_{m \to \infty} A^m = A_0.
\]

So \( A \) is eventually positive.

Assume now that \( F \) is a Frobenius set with \( r(F) = 1 \) such that \( F \cap S^1 \) consist of exactly \( m > 1 \) roots of unity. Let \( \zeta = e^{\frac{2\pi i}{m}} \). Recall that \( \zeta F = F \). Let \( F = F_1 \cup F_0 \), where \( 0 \notin F_1 \) and \( F_0 \) consists of \( m(0) \) copies of \( \{0\} \). If \( F_0 \neq \emptyset \) then the zero matrix of order \( m(0) \) has \( F_0 \) as its eigenvalue multiset. Thus it is enough to show that there exists an eventually nonnegative matrix \( B \) whose eigenvalue multiset is \( F_1 \). Clearly, \( F_1 \) is a Frobenius set satisfying \( r(F_1) = 1 \) and \( F \cap S^1 \) consist of exactly \( m > 1 \) roots of unity. Assume that all the elements of \( F_1 \), counted with their multiplicity are the coordinates of the vector \( z = (z_1, \ldots, z_N)^\top \in \mathbb{C}^N \).

Let
be the elementary symmetric polynomials in \( z_1, \ldots, z_N \). Hence the multiset \( F_1 \) consists of the roots of \( P(z) := z^N + \sum_{k=1}^N (-1)^k \sigma_k(z) z^{N-k} \).

Since \( F_1 = F_1 \) it follows that each \( \sigma_k(z) \) is real. As \( \zeta F_1 = F_1 \) we deduce that
7.10. Inverse eigenvalue problem for nonnegative matrices

Let \( N = mN' \) and \( \sigma_k = 0 \) if \( m \) does not divide \( k \). Let \( F_2 \) be the root multiset \( Q(z) := z^N + \sum_{k=1}^{N'} (-1)^{mk} \sigma_k \) \( z^{N'-k} \). Clearly, \( F_2 = F_2 \). Since \( 1 \in F_1 \), it follows that \( 1 \in F_2 \). Furthermore, \( F_1 = \phi^{-1}(F_2) \), where \( \phi(z) : \mathbb{C} \to \mathbb{C} \) is the map \( z \mapsto z^m \). That is, if \( z \in F_2 \) has multiplicity \( m(z) \) then \( \phi^{-1}(z) \) consists of \( m \) points, each of multiplicity \( m(z) \) such that these \( m \)-points are all the solutions of \( w^m = z \). Hence \( F_2 \cap S^1 = \{1\} \). Therefore \( F_2 \) is a Frobenius set.

According to the previous case there exists an eventually nonnegative matrix \( A \in \mathbb{R}^{N' \times N'} \) such that \( F_2 \) is its eigenvalue multiset. Let \( P \in \mathcal{P}_m \) be a permutation matrix corresponding to the cyclic permutation on \( \langle m \rangle \) \( i \mapsto i+1 \), for \( i = 1, \ldots, m \), where \( m+1 = 1 \). Consider the matrix \( B = P \otimes A \). Then \( B \) is eventually nonnegative, and the eigenvalue multiset of \( B \) is \( F_1 \).

7.10 Inverse eigenvalue problem for nonnegative matrices

The following problem is called the inverse eigenvalue problem for nonnegative matrices, abbreviated an IEPFNM:

Problem 7.10.1 Let \( S \subset \mathbb{C} \) be a multiset consisting of \( n \) points, (counting with their multiplicities.) Find necessary and sufficient conditions such that there exists a nonnegative \( A \in \mathbb{R}^{n \times n} \) whose eigenvalue multiset is \( S \).

Proposition 7.10.2 Let \( A \in \mathbb{R}^{n \times n}_+ \). Then the eigenvalue multiset \( S \) satisfies the following conditions.

1. \( S \) is a union of Frobenius multisets.
2. All the moments of \( s_k(S) \geq 0 \).
3. \( s_{kl}(S) \geq s_k(S)^l n^{k-l} \) for each \( k, l \in \mathbb{N} \).

Proof. 1 Follows from Theorem 6.4.4 and the Perron-Frobenius theorem applied to each irreducible diagonal block of the matrix in (6.4.3). Since \( A^k \geq 0 \) it follows that \( \text{tr} A^k \geq 0 \). Hence 2 holds. Since \( A^k \geq 0 \) it is enough to show the inequality in 3 for \( k = 1 \). Decompose \( A = [a_{ij}] \) as \( D + A_0 \), where \( D = \text{diag}(a_{11}, \ldots, a_{nn}) \) and \( A_0 := A - D \geq 0 \). So \( A^l - D^l \geq A_0^l \geq 0 \). Hence \( \text{tr} A^l \geq \text{tr} D^l = \sum_{i=1}^n a_{ii}^l \). Hölder inequality for \( p = l \) yield that \( \sum_{i=1}^n a_{ii} \leq (\sum_{i=1}^n a_{ii}^l)^{1/l} n^{1-1/l} \), which yields 3.
The following result gives simple sufficient conditions for a multiset \( S \) to be the eigenvalue multiset of a nonnegative matrix.

**Proposition 7.10.3** Let \( S \subseteq C \) be a multiset containing \( n \) elements, counting with multiplicities. Assume that the elementary symmetric polynomials corresponding to \( S \) satisfy \((-1)^{k-1}\sigma_k(S) \geq 0\) for \( k = 1, \ldots, n \). Then there exists \( A \in \mathbb{R}_{+}^{n \times n} \) such that \( S \) is the eigenvalue multiset of \( A \).

**Proof.** Note that the companion matrix to the polynomial \( P(z) = z^n + \sum_{k=1}^{n} (-1)^k \sigma_k(S)z^{n-k} \) is a nonnegative matrix. \( \Box \)

Recall the MacLaurin inequalities [HLP52, p. 52].

**Proposition 7.10.4** Let \( w = (w_1, \ldots, w_{n-1})^\top \in \mathbb{R}_{+}^{n-1} \). Then the sequence \( \left( \frac{\sigma_k(w)}{\binom{n-1}{k}} \right)^{1/k} \) is nonincreasing for \( k = 1, \ldots, n-1 \).

**Proposition 7.10.5** Let \( S \) be a multiset of real numbers, which contains exactly one positive number. Assume that the sum of all elements in \( S \) is nonnegative. Then \( S \) satisfies the conditions of Proposition 7.10.3. In particular, there exists \( A \in \mathbb{R}_{+}^{n \times n} \) such that \( S \) is the eigenvalue multiset of \( A \).

**Proof.** Without loss of generality we may assume that \( S = \{1, -w_1, \ldots, w_{n-1}\} \) where \( w_1 \geq 0 \) for \( i = 1, \ldots, n-1 \) and \( 1 \geq \sum_{i=1}^{n-1} w_i \). Denote \( z = (1, -w_1, \ldots, -w_{n-1})^\top \) and \( w = (w_1, \ldots, w_{n-1})^\top \). Clearly, \( \sigma_1(z) \geq 0 \).\(-1)^{n-1} \sigma_n(z) = \sigma_{n-1}(w) \geq 0 \). Observe next that

\[
\sigma_{k+1}(z) = (-1)^k (\sigma_k(w) - \sigma_{k+1}(w)) \quad \text{for} \quad k = 1, \ldots, n-2.
\]

Thus to prove that \((-1)^k \sigma_{k+1}(z) \geq 0\) it is enough to show that the sequence \( \sigma_i(w), i = 1, \ldots, n-1 \) is nonincreasing.

Observe that \( \sigma_1(w) \leq 1 \). We now use Use Propositon 7.10.5. First observe that

\[
\left( \frac{\sigma_k(w)}{\binom{n-1}{k}} \right)^{1/k} \leq \frac{\sigma_1(w)}{n-1} \leq \frac{1}{n-1} \quad \text{for} \quad k = 1, \ldots, n-1.
\]

Next

\[
\sigma_k(w) - \sigma_{k+1}(w) \geq \sigma_k(w) - \left[ \frac{\sigma_k(w)}{\binom{n-1}{k}} \right]^{1/k} \binom{n-1}{k} [k+1] =
\]

\[
\frac{\sigma_k(w)}{\binom{n-1}{k}} \left[ \frac{n-1}{k} \right] - \frac{\sigma_k(w)}{\binom{n-1}{k}} \left[ \frac{n-1}{k} \right] \geq
\]

\[
\frac{\sigma_k(w)}{\binom{n-1}{k}} \left[ \frac{n-1}{k} \right] - \frac{1}{n-1} \left[ \frac{n-1}{k} \right] \geq 0.
\]
Hence $S$ satisfies the conditions of Proposition 7.10.3. The last part of Proposition 7.10.3 yields that there exists $A \in \mathbb{R}_{+}^{n \times n}$ such that $S$ is the eigenvalue multiset of $A$.

Example 7.10.6 Let $S = \{\sqrt{2}, \sqrt{-1}, -\sqrt{-1}\}$. Then $S$ is a Frobenius set. Furthermore, $s_2(S) = 0$ and all other moments of $S$ are positive. Hence the condition 3 of Proposition 7.10.2 does not hold for $k = 1, l = 2$. In particular, there is an eventually nonnegative matrix $A \in \mathbb{R}_{+}^{3 \times 3}$, which can not be nonnegative, whose eigenvalue multiset is $S$.

Theorem 7.10.7 Let $S = \{\lambda_1, \lambda_2, \lambda_3\}$ be a multiset satisfying the following properties.

1. $r(S) \in S$.
2. $S = S$.
3. $s_1(S) \geq 0$.
4. $(s_1(S))^2 \leq 3s_2(S)$.

Then there exist $A \in \mathbb{R}_{+}^{3 \times 3}$ such that $S$ is the eigenvalue multiset of $A$.

Proof. Suppose first that $S \subset \mathbb{R}$. It is straightforward to show that $S$ is a union of Frobenius multisets. In that case the theorem can be shown straightforward. See Problem 2. It is left to discuss the following renormalized case $S = \{r, e^{\sqrt{-1}\theta}, e^{-\sqrt{-1}\theta}\}$, where $r \geq 1, \theta \in (0, \pi)$. The condition $s_1(S) \geq 0$ yields that

\begin{equation}
2 \cos \theta + r \geq 0.
\end{equation}

The condition $(s_1(S))^2 \leq 3s_2(S)$ boils down to

\[(r - 2 \cos(\frac{\pi}{3} + \theta))(r - 2 \cos(\frac{\pi}{3} - \theta)) \geq 0.\]

For $r \geq 1, \theta \in (0, \pi)$ we have $r - 2 \cos(\frac{\pi}{3} + \theta) > 0$. Hence the condition 4 is equivalent to

\begin{equation}
(7.10.2) \quad r - 2 \cos(\frac{\pi}{3} - \theta) \geq 0.
\end{equation}

Let $U$ be the orthogonal matrix

\[
\frac{1}{\sqrt{2}} \begin{bmatrix}
\sqrt{2} & \sqrt{3} & -1 \\
\sqrt{2} & 0 & 2 \\
\sqrt{2} & -\sqrt{3} & -1
\end{bmatrix}
\]

and $J = 1_3 1_3^T$. So $U^T J U = \text{diag}(3, 0, 0)$. $S$ is the eigenvalue set of $B = \begin{bmatrix}
r & 0 & 0 \\
0 & \cos \theta & \sin \theta \\
0 & -\sin \theta & \cos \theta
\end{bmatrix}$. 


Then $A := U B U^\top$ is the following matrix

$$
\begin{bmatrix}
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1 \\
\end{bmatrix}
- \frac{2}{3}
\begin{bmatrix}
-\cos \theta & \cos(\frac{\pi}{3} + \theta) & \cos(\frac{\pi}{3} - \theta) \\
\cos(\frac{\pi}{3} - \theta) & -\cos \theta & \cos(\frac{\pi}{3} + \theta) \\
\cos(\frac{\pi}{3} + \theta) & \cos(\frac{\pi}{3} - \theta) & -\cos \theta \\
\end{bmatrix}.
$$

The above inequalities show that $A \geq 0$.

A weaker version of the solution of Problem 7.10.1 was given in [BoH91].

Theorem 7.10.8 Let $T \subset \mathbb{C}\{0\}$ be Frobenius multiset satisfying the following conditions.

1. $T(\tau(T)) = \{\tau(T)\}$.

2. $s_k(T) \geq 0$ for $k \in \mathbb{N}$.

3. If $s_k(T) > 0$ then $s_{lk}(T) > 0$ for all $l \in \mathbb{N}$.

Then there exist a square nonnegative primitive matrix $A$, whose eigenvalues multiset is a union of $T$ and $m_0 \geq 0$ copies of $0$.

We prove the above theorem under the stronger assumption

$$s_k(T) > 0 \text{ for } k \geq 2,$$

following the arguments of [LaF12].

Lemma 7.10.9 Let $A_n \in \mathbb{C}^{n \times n}$ be the following lower Hessenberg matrix

$$A_n =
\begin{bmatrix}
s_1 & 1 & 0 & \ldots & 0 \\
s_2 & s_1 & 2 & 0 & \ldots & 0 \\
s_3 & s_2 & s_1 & 3 & 0 & \ldots & 0 \\
\vdots & s_3 & \ddots & \ddots & \ddots & \ddots & \ddots \\
s_{n-1} & s_{n-2} & \ldots & s_2 & s_1 & n-1 \\
s_n & s_{n-1} & \ldots & s_3 & s_2 & s_1 \\
\end{bmatrix}.
$$

Let $S = \{\lambda_1, \ldots, \lambda_n\} \subset \mathbb{C}$ be the unique multiset such that $s_k = s_k(S)$ for $k = 1, \ldots, n$. Let $\sigma_1, \ldots, \sigma_n$ be the $n$-elementary symmetric polynomials corresponding to $S$. Then the characteristic polynomial of $A_n$ is given by

$$\det (z I_n - A_n) = z^n + \sum_{i=1}^{n} (-1)^i \binom{n}{i} \sigma_i.$$
Proof. Recall the Newton identities.

\[ s_1 = \sigma_1, \quad s_k = (-1)^{k-1}k\sigma_k + \sum_{i=1}^{k-1}(-1)^{i-1}\sigma_is_{k-i} \text{ for } k = 2, \ldots, n. \]

Let \( p(z) \) be the polynomial given by the right-hand side of (7.10.5). Denote by \( C(p(z)) \in \mathbb{C}^{n \times n} \) the companion matrix corresponding to \( p(z) \). Let \( Q = [q_{ij}] \in \mathbb{C}^{n \times n} \) be the following lower triangular matrix.

\[ q_{ij} = \frac{(-1)^{i-j}\sigma_{i-j}}{(j-1)!}, \quad j = 1, \ldots, i, \quad i = 1, \ldots, n, \quad \text{where } \sigma_0 := 1. \]

Use the Newton identities to verify the equality \( A_nQ = C(p(z))Q \). Hence \( A_n \) is similar to \( C(p(z)) \), and the characteristic polynomial of \( A_n \) is given by (7.10.5).

Proof of Theorem 7.10.8 under the assumption 7.10.3. Let \( T = \{\lambda_1, \ldots, \lambda_n\} \) be a multiset in \( \mathbb{C} \). Denote by \( \sigma_1, \ldots, \sigma_n \) the elementary symmetric polynomials corresponding to \( T \). Let \( p(z) = z^n + \sum_{i=1}^{n}(-1)^{i}\sigma_iz^{n-i} \) be the normalized polynomial whose zero set is \( T \). For \( m \in \mathbb{N} \) denote \( S_m := T \cup \{0, \ldots, 0\} \). Let \( \sigma_{i,m} \) be the \( i-th \) elementary symmetric polynomial corresponding to \( S_m \) for \( i = 1, \ldots, n + m \). Then \( \sigma_{i,m} = \sigma_i \) for \( i = 1, \ldots, n \) and \( \sigma_{i,m} = 0 \) for \( i = n + 1, \ldots, n + m \). The \( s_k(T) = s_k(S_m) \) for all \( k \in \mathbb{N} \). Denote by \( A_{n+m} \in \mathbb{C}^{(n+m) \times (n+m)} \) the matrix (7.10.4), where \( s_k = s_k(T) \) for \( k = 1, \ldots, n + m \). Observe that

\[
\det(zI_{n+m} - \frac{1}{n+m}A_{n+m}) = (z^n + \sum_{i=1}^{n}(\prod_{j=1}^{i}(1 - \frac{j-1}{n+m}))(\prod_{j=1}^{i}(\frac{j-1}{n+m})^{-1}(-1)^{i-1}\sigma_iz^{n-i}z^m). 
\]

Let

\[
p_m(z) := z^n + \sum_{i=1}^{n}(\prod_{j=1}^{i}(1 - \frac{j-1}{n+m})^{-1})(-1)^{i-1}\sigma_iz^{n-i}. \tag{7.10.6}
\]

Denote by \( T_m = \{\lambda_1, \ldots, \lambda_{n,m}\} \) the multiset formed the \( n \) zeros of \( p_m \). Since \( \lim_{m \to \infty} p_m(z) = p(z) \) we deduce that \( \lim_{m \to \infty} \text{dist}(T_m, T) = 0 \). That is, we can rename \( \lambda_1, \ldots, \lambda_{n,m}, m \in \mathbb{N} \) such that \( \lim_{m \to \infty} \lambda_1, \ldots, = \lambda_i \) for \( i = 1, \ldots, n \). Let \( B_{m+n} \in \mathbb{C}^{(m+n) \times (m+n)} \) be the matrix defined by (7.10.4), where \( s_k, k = 1, \ldots, m + n \) are the moments corresponding to \( T_m \). Then

\[
\det(zI_{n+m} - \frac{1}{n+m}B_{n+m}) = z^np(z). 
\]

Thus, if the first \( n + m \) moments corresponding to \( T_m \) are nonnegative, it follows that that the multiset \( S_m \) is realized as an eigenvalue set of a nonnegative matrix.
We now show that the above condition holds for \( m \geq N \), if \( T \) satisfies the assumption 1 of Theorem 7.10.8 and (7.10.3). It is enough to consider the case where \( T = \{ \lambda_1 = 1, \lambda_2, \ldots, \lambda_n \} \), where \( 1 > |\lambda_2| \geq \ldots \geq |\lambda_n| \). Let \( \varepsilon := \frac{1 - |\lambda_2|}{4} \). First we choose \( M \) big enough such that after renaming the elements of the multiset of \( T \) we have that \( |\lambda_{i,m} - \lambda_i| \leq \varepsilon \) for \( i = 1, \ldots, n \) and \( m \geq M \). Let \( \varepsilon := 1 - |\lambda_2| \). First we choose \( M \) big enough such that after renaming the elements of the multiset of \( T \) we have that \( |\lambda_{i,m} - \lambda_i| \leq \varepsilon \) for \( i = 1, \ldots, n \) and \( m \geq M \). Note that since \( \bar{T}_m = T_m \) it follows that \( \lambda_{1,m} \in \mathbb{R} \) and \( \lambda_{1,m} \geq 1 - \varepsilon \) for \( m \geq M \). Furthermore, \( |\lambda_{i,m}| \leq 1 - 3\varepsilon \) for \( i = 2, \ldots, n \).

Hence

\[
\mathbf{s}_k(T_m) \geq (1 - \varepsilon)^k (1 - (n - 1) \frac{1 - 3\varepsilon}{1 - \varepsilon})^k.
\]

Thus for \( k > k(\varepsilon) := \log(n-1) / \log(1 - \varepsilon) - \log(1 - 3\varepsilon) \) and \( m \geq N \) we have that \( \mathbf{s}_k(T_m) > 0 \). Clearly \( \mathbf{s}_1(T_m) = \mathbf{s}_1(T) \) and \( \lim_{m \to \infty} \mathbf{s}_k(T_m) = \mathbf{s}_k(T) \) for \( k = 2, \ldots, [k(\varepsilon)] \). Since \( \mathbf{s}_k(T) > 0 \) for \( n > 1 \) we deduce the positivity of all \( \mathbf{s}_k(T_m) \) for all \( k > 1 \) if \( m \geq N \geq M \).

It is straightforward to generalize this result to a general Frobenius multiset. See [Fri12].

**Theorem 7.10.10** Let \( T \subset \mathbb{C} \setminus \{0\} \) be a Frobenius multiset satisfying the following conditions.

1. \( T(r(T)) = \{ r(T), \zeta r(T), \ldots, \zeta^{m-1} r(T) \} \) for \( \zeta = e^{2\pi\sqrt{-1}/m} \) where \( m \) is an integer.

2. \( s_k(T) \geq 0 \) for \( k \in \mathbb{N} \).

3. If \( s_k(T) > 0 \) then \( s_{kl}(T) > 0 \) for all \( l \in \mathbb{N} \).

Then there exist a square nonnegative irreducible matrix \( A \), whose eigenvalues multiset is a union of \( T \) and \( m_0 \geq 0 \) copies of \( 0 \).

**Proof.** Observe first that \( \mathbf{s}_k(T) = 0 \) if \( m \nmid k \). Let \( \phi : \mathbb{C} \to \mathbb{C} \) be the map \( z \mapsto z^m \). Since \( \zeta T = T \) it follows that for \( z \in T \) with multiplicity \( m(z) \) we obtain the multiplicity \( z^m \) in \( \phi(T) \) is \( mm(z) \). Hence \( \phi(T) \) is a union of \( m \) copies of a Frobenius set \( T_1 \), where \( r(T_1) = r(T)^m \) and \( T_1(r(T_1)) = \{ r(T_1) \} \). Moreover \( s_{km}(T) = ms_k(T_1) \). Hence \( T_1 \) satisfies the assumptions of Theorem 7.10.8. Thus there exists a primitive matrix \( B \in \mathbb{R}^{n \times n} \) whose nonzero eigenvalue multiset is \( T_1 \). Let \( A = [A_{ij}]_{i,j=1}^m \) be
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the following nonnegative matrix of order $mn$.

\[
A = \begin{bmatrix}
0_{n \times n} & I_n & 0_{n \times n} & 0_{n \times n} & \ldots & 0_{n \times n} \\
0_{n \times n} & 0_{n \times n} & I_n & 0_{n \times n} & \ldots & 0_{n \times n} \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0_{n \times n} & 0_{n \times n} & 0_{n \times n} & 0_{n \times n} & \ldots & I_n \\
B & 0_{n \times n} & 0_{n \times n} & 0_{n \times n} & \ldots & 0_{n \times n}
\end{bmatrix}.
\]

(7.10.7)

Then $A$ is irreducible and the nonzero part of eigenvalue multiset if $T$. (See Problems 4 and 5.)

Problems

1. **Definition 7.10.11** Let $S \subset \mathbb{C}$ be a finite multiset. $S$ is called a semi Frobenius multiset if either $S$ has $m$ elements all equal to 0, or the following conditions hold.

   (a) $r(S) > 0$, $S = S$, $r(S) \in S$.

   (b) $m(z) \leq \mu := m(r(S))$ for each $z \in S$ such that $|z| = r(S)$.

   (c) Assume that $S$ contains exactly $m$ distinct points satisfying $|z| = r(S)$, $m(z) = \mu$. Then $\zeta S = S$ for $\zeta = e^{\frac{2\pi i}{m\alpha}}$.

$S$ is called an almost a Frobenius multiset if the the number points in $S$, counted with their multiplicites, satisfying $z \in S, |z| = r(S), m(z) < \mu$ is strictly less than $m\mu$.

Let $f_S$ by (7.9.6). Show

(a) $S = \{1, 1, z, \bar{z}\}$, with $|z| = 1, z \neq \pm 1$ is a semi Frobenius multiset, and $f_S$ has nonnegative moments.

(b) Let $S = \bigcup_{i=1}^{j} S_i$, where each $S_i$ is almost a Frobenius multiset. Then $f_S$ has eventually nonnegative MacLaurin coeffients.

(c) Assume that the MacLaurin coefficients $f_S$ are eventually nonnegative. Then $r(S) \in S$. Suppose furthermore that $0 < \alpha < r(S)$ is the second largest positive number contained in $S$. Then $S \cap \{z \in \mathbb{C}, \alpha < |z| \leq r(S)\}$ is a semi Frobenius set.

(d) Assume that the MacLaurin coefficients $f_S$ are eventually nonnegative. Suppose that $S$ contains only one positive number of multiplicity one. Then $S$ is semi Frobenius.
(e) Assume that the MacLaurin coefficients \( f_S \) are eventually non-negative. Suppose that \( S \) contains only two positive number of multiplicity one each: \( r(S) > \alpha > 0 \). Decompose \( S \) to \( S_1 \cup S_2 \), where \( S_1 \) is a maximal semi Frobenius set containing \( \{ z \in \mathbb{C}, \alpha < |z| \leq r(S) \} \). If \( \alpha \in S_1 \) then \( S_2 = \emptyset \). Suppose that \( \alpha \in S_2 \). Then \( S_3 := S_2 \cap \{ z \in \mathbb{C}, |z| = \alpha \} \) is a set, i.e. \( m(z) = 1 \) for each \( z \in S_3 \). Assume for simplicity of the exposition that \( \alpha = 1 \). Let \( m' \in \mathbb{N} \) be the greatest divisor of \( m > 1 \), entering in the definition of the Frobenius multiset \( S_1 \), such that all \( m' \) roots of 1 are in \( S_3 \). Let \( m'' := \frac{m}{m'} > 1 \). Then there exists \( r \in \mathbb{N} \) coprime with \( m'' \) such that one of the following conditions hold.

i. If \( m'' \) is even then \( S_3 = S_4 \), where \( S_4 \) consists of all \( m'r \) roots of 1.

ii. If \( m'' \) is odd then either \( S_3 = S_4 \) or \( S_3 = S_4 \cup S_5 \), where

\[
S_5 = \sum_{q,k,j=1}^{m''} e^{2\pi i (q + \frac{2j-1}{m''} + \frac{j}{m'})}.
\]

Hint: Use the function \( g \) in the proof of Theorem 7.9.6, or/and consult with [Fri78b, Thm 4] and its proof.

2. Let \( S = \{ \lambda_1, \ldots, \lambda_n \} \subset \mathbb{R} \) be a union of Frobenius multiset. Assume furthermore that \( \sum_{i=1}^{n} \lambda_i \geq 0 \). Show that if \( n \leq 4 \) then there exists a nonnegative \( n \times n \) matrix whose eigenvalue multiset if \( S \). Hint: For \( n = 3 \) use Proposition 7.10.5. For \( n = 4 \) and the case where \( S \) contains exactly two negative numbers consult with the proof of [LoL78, Thm. 3].

3. Show that for \( n \geq 4 \) the multiset \( S := \{ \sqrt{2}, \sqrt{2}, -\sqrt{-1}, -\sqrt{-1}, 0, \ldots, 0 \} \) satisfies all the conditions of Proposition 7.10.2. However there is no \( A \in \mathbb{R}_{n \times n}^+ \) with the eigenvalue set \( S \).

4. Let \( B \in \mathbb{R}_{+}^{n \times n} \) be a primitive matrix. Show that the matrix \( A \in \mathbb{R}_{+}^{mn \times mn} \) defined (7.10.7) is irreducible for any integer \( m > 1 \).

5. Let \( B \in \mathbb{C}^{n \times n} \). Assume that \( T \) is the eigenvalue multiset of \( B \). Assume that \( A \in \mathbb{C}^{mn \times mn} \) is defined by (7.10.7). Let \( S \) be the eigenvalue multiset of \( A \). Show that \( w \in S \) if and only if \( w^m \in T \). Furthermore the multiplicity of \( 0 \neq w \in S \) equals to the multiplicity of \( w^m \) in \( T \). The multiplicity of \( 0 \in S \) is \( m \) times the multiplicity of \( 0 \in T \).

### 7.11 Cones

Let \( \mathbf{V} \) be a vector space over \( \mathbb{C} \). Then \( \mathbf{V} \) is a vector space over \( \mathbb{R} \), which we denote by \( \mathbf{V}_\mathbb{R} \), or simply \( \mathbf{V} \) when no ambiguity arises. See Problem 1.
Definition 7.11.1 Let $V$ be a finite dimensional vector space over $\mathbb{F} = \mathbb{R}, \mathbb{C}$. A set $K \subset V$ is called a cone if

1. $K + K \subset K$, i.e. $x + y \in K$ for each $x, y \in K$.
2. $\mathbb{R}_+ K \subset K$, i.e. $ax \in K$ for each $a \in [0, \infty)$ and $x \in K$

Assume that $K \subset V$ is a cone. (Note that $K$ is convex set.) Then

1. $\text{ri } K, \dim K$, is the relative interior and the dimension of $K$, viewed as a convex set.
2. $K' := \{ f \in V', \forall f(x) \geq 0 \text{ for all } x \in V \}$ is called the conjugate cone, (in $V'$).
3. $K$ is called pointed if $K \cap -K = \{ 0 \}$.
4. $K$ is called generating if $K - K = V$, i.e. any $z \in V$ can be represented as $x - y$ for some $x, y \in K$.
5. $K$ is called proper if $K$ is closed, pointed and generating.
6. For $x, y \in V$ we denote: $x \geq^K y$ if $x - y \in K$; $x \geq^K y$ if $x \geq^K y$ and $x \neq y$; $x >^K y$ if $x - y \in \text{ri } K$.
7. For $x \in V$ we call: $x$ nonnegative relative to $K$ if $x \geq^K 0$; $x$ is semipositive relative to $K$ if $x \geq^K 0$; $x$ is positive relative to $K$ if $x \in \text{ri } K$. When there is no ambiguity about the cone $K$ we drop the term relative to $K$.
8. $K_1 \subset K$ is called a subcone of $K$ if $K_1$ is a cone in $V$. $F \subset K$ is called a face of $K$, if $F$ is a subcone of $K$ and the following condition holds: Assume that $x, y \in K$ and $x + y \in F$. Then $x, y \in F$. dim $F$, the dimension of $F$, is called the dimension of $F$. $F = \{ 0 \}, F = K$ are trivial faces, (dim $\{ 0 \} = 0$). $x \geq 0$ is called an extreme ray if $\mathbb{R}_+ x$ is a face in $K$, (of dimension 1). For a set $X \subset K$, the face $F(X)$ generated by $X$, is the intersections of all faces of $K$ containing $X$.
9. Let $T \in \text{Hom } (V, V)$. Then: $T \geq^K 0$, and $T$ is called nonnegative with respect to $K$, if $TK \subset K; T \geq^K 0$, and $T$ is called semipositive with respect to $K$, if $T \geq^K 0$ and $T \neq 0; T >^{K} 0$, and $T$ is called positive with respect to $K$, if $T(K \backslash \{ 0 \}) \subset \text{ri } K$. $T \geq^K 0$ is called primitive with respect to $K$, if $F$ is a face of $K$ satisfying $TF \subset F$, i.e. $F$ is $T$ invariant, then $F$ is a trivial face of $K$. $T$ is called eventually positive with respect to $K$ if $T^l \geq^K 0$ for all integers $l \geq L(\geq 1)$. When there is no ambiguity about the cone $K$ we drop the
term relative to $K$. Denote by $\text{Hom}(V, V)^K$ the set of all $T \geq_K 0$. For $T, S \in \text{Hom}(V, V)$ we denote: $T \geq_K S \iff T - S \geq_K 0$, $T \geq_K S \iff T - S \geq_K 0$, $T \geq_K S \iff T - S >_K 0$.

As pointed out in Problem 3, without loss of generality we can discuss only the cones in real vector spaces. Also, in most of the applications the cones of interest lie in the real vector spaces. Since most of the results we state hold for cones over complex vector spaces, we state our results for cones in real or complex vector spaces, and give a proof only for the real case, when possible.

**Lemma 7.11.2** Let $V$ be a finite dimensional vector space over $\mathbb{F} = \mathbb{R}, \mathbb{C}$. Let $K$ be a cone in $V$. Then $V = K - K$, i.e. $K$ is generating, if and only if the interior of $K$ is nonempty, i.e. $\dim K = \dim \mathbb{R}V$.

**Proof.** It is enough to assume that $V$ is an $n$ dimensional vector space over $\mathbb{R}$. Let $k = \dim K$ and span $K$ is a $k$ dimensional vector space in $V$. Assume that $K - K = V$. Since K - K \subset \text{span} K we deduce that $\dim K = n$. Hence $K$ must have an interior.

Assume now that $K$ has an interior. Hence it interior must contain $n$ linearly independent vectors $x_1, \ldots, x_n$ which form a basis in $V$. So $\sum_{i=1}^n a_i x_i \in K$ for any $a_1, \ldots, a_n \geq 0$. Since any $z \in V$ is of the form $\sum_{i=1}^n z_i x_i$ we deduce that $K - K = V$. □

**Theorem 7.11.3** Let $K \subset V$ be a proper cone over $\mathbb{F} = \mathbb{R}, \mathbb{C}$, where $\dim V \in [1, \infty)$. Then the following conditions holds.

1. There exists $f \in K'$ which is strictly positive, i.e. $\Re f(x) > 0$ if $x \geq_K 0$.

2. Every $x \geq 0$ is a nonnegative linear combination of at most $\dim \mathbb{R}U$ extreme rays of $K$.

3. The conjugate cone $K' \subset V'$ is proper.

**Proof.** It is enough to assume that $V$ is a vector space over $\mathbb{R}$. Observe that for any $u \geq_K 0$ the set $I(u) := \{x \in V, u \geq_K x \geq_K -u\}$ is a compact set. Clearly, $I(u)$ is closed. It is left to show that that $I(u)$ is bounded. Fix a norm $\| \cdot \|$ on $V$. Assume to the contrary that there exists a sequence $0 \neq x_m \in C$ such that $\lim_{m \to \infty} \| x_m \| = \infty$. Let $y_m = \frac{1}{\| x_m \|} x_m, m \in \mathbb{N}$. Since $\| y_m \| = 1, m \in \mathbb{N}$ it follows that there exists a subsequence $m_k, k \in \mathbb{N}$ such that $\lim_{m \to \infty} y_{m_k} = y, \| y \| = 1$. Since $y_m \in I(\frac{1}{\| x_m \|} u)$ it follows that $y \in I(0)$. So $y \in K \cap -K = \{0\}$ which is impossible. Hence $I(u)$ is compact.
Choose \( u \in \text{ri } K \). We claim that \( u \) is an isolated extreme point of \( I(u) \). Since \( u \in \text{ri } K \) it follows that there exist \( r > 0 \) so that \( u + x \in K \) for each \( \|x\| \leq r \). Suppose that there exist \( v, w \in I(u) \) such that \( tv + (1-t)w = u \) for some \( t \in (0, 1) \). So \( v = u - v_1, w = u - v_2 \) for some \( v_1, w_1 \geq K 0 \). The equality \( u = (1-t)v + tw \) yields \( 0 = (1-t)v_1 + tw_1 \geq (1-t)v_1 + 0 \). Hence \( v_1 = 0 \). (See Problem 2). Similarly, \( w_1 = 0 \). Hence \( u \) is an extreme point.

We now show that for any \( x \in U \) such that \( x \geq K 0, \|x\| \leq r \) the point \( u - x \) is not an extreme point of \( I(u) \). Indeed, \( u - \frac{1}{2} x, u - \frac{1}{2} x \in I(u) \) and \( u - x = \frac{1}{2}(u - \frac{1}{2} x) + \frac{1}{2}(u - \frac{1}{2} x) \). Since \( u \) is an isolated extreme point, Corollary 4.6.10 yields that \( u \) is exposed. Hence there exists \( f \in U^* \) such that \( f(u) > f(u - x) \) for any \( x \geq K 0 \) satisfying \( \|x\| < r \). So \( f(x) > 0 \) for any \( x \geq K 0 \) satisfying \( \|x\| < r \). Hence \( f(y) = \frac{\|u\|}{\|x\|} f(\frac{x}{\|x\|}) > 0 \) for any \( y \geq K 0 \). This proves the part 1 of the theorem.

Let \( C = \{ x \geq K 0, f(x) = 1 \} \). Since \( K \) is closed, it follows that \( C \) is a convex closed set. We claim that \( C \) is compact, i.e. bounded. Fix a norm \( \| \cdot \| \) on \( U \). Assume to the contrary that there exists a sequence \( x_m \in C \) such that \( \lim_{m \to \infty} \|x_m\| = \infty \). Let \( y_m = \frac{1}{\|x_m\|} x_m, m \in \mathbb{N} \). Since \( \|y_m\| = 1, m \in \mathbb{N} \) it follows that there exists a subsequence \( m_k, k \in \mathbb{N} \) such that \( \lim_{k \to \infty} y_{m_k} = \tilde{y}, \|\tilde{y}\| = 1 \). Since \( K \) is closed it follows that \( \tilde{y} \geq K 0 \). Note that

\[
\lim_{k \to \infty} f(y_{m_k}) = \lim_{k \to \infty} f(x_{m_k}) = \lim_{k \to \infty} \frac{1}{\|x_{m_k}\|} = 0.
\]

This contradicts the assumption that \( f \) is strictly positive on \( K \). Thus \( C \) is a convex compact set. We next observe that \( \dim C = n - 1 \). First observe that \( f(C - x) = 0 \) for any \( x \in C \). Hence \( \dim C \leq n - 1 \). Observe next that if \( f(z) = 0 \) and \( \|z\| \leq r \) then \( u + z \in C \). Hence \( \dim C = n - 1 \). Let \( w \geq K 0 \). Define \( w_1 = \frac{1}{f(w)} w \in C \). Carathéodory’s theorem claims that \( w_1 \) is a convex combination of at most \( n \) extreme points of \( C \). This proves the part 2 of the theorem.

Let \( R := \{ \max \|x\|, x \in C \} \). Let \( g \in U^*, \|g\|^* \leq \frac{1}{R} \). Then for \( x \in C \|g(x)\| \leq 1 \). Hence \( f + g \) satisfies \( f(x) \geq 1 - |g(x)| \geq 0 \). Thus \( f + g \in K' \). So \( f \) is an interior point of \( K' \). Clearly \( K' \) is a closed and a pointed cone. Hence part 3 of the theorem hold.

\[\textbf{Theorem 7.11.4} \text{ Let } V \text{ be a vector space over } F = \mathbb{R}, \mathbb{C}. \text{ Assume that } K \subset V \text{ be a proper cone. Assume that } T \in \text{Hom } (V, V)^K \text{. Let } S(T) \subset \mathbb{C} \text{ be the eigenvalue multiset of } T, \text{ (i.e. the root set of the polynomial det } (zI - T)). \text{ Then} \]
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1. \( \rho(T) \in S(T) \).

2. Let \( \lambda \in S(T)(\rho(T)) \). Then \( \text{index } (\lambda, T) \leq k := \text{index } (\rho(T), T) \).

3. There exists \( \mathbf{x} \geq^k 0 \) such that \( T\mathbf{x} = \rho(T)\mathbf{x} \), and \( \mathbf{x} \in (\rho(T)I - T)^{k-1}\mathbf{V} \).

4. If \( T >^k 0 \) then \( \rho(T) > 0, k = 1, S(T)(\rho(T)) = \{ \rho(T) \} \) and \( \rho(A) \) is a simple root of the characteristic polynomial of \( T \). (This statement can hold only if \( \mathbb{F} = \mathbb{R} \).)

Assume in addition that \( \rho(T) = 1 \). Let \( P \in \text{Hom } (\mathbf{V}, \mathbf{V}) \) be the spectral projection, associated with \( T \), on the generalized eigenspace corresponding to 1. Then

\[
(7.11.1) \quad \lim_{m \to \infty} \frac{k!}{m^k} \sum_{i=0}^{m-1} T^i = (T - I)^{k-1}P >^k 0.
\]

Assume finally that \( \mathbb{F} = \mathbb{R}, \lambda \neq 1, |\lambda| = 1 \) is an eigenvalue of \( T \) of index \( k \). Let \( P(\lambda) \in \text{Hom } (\mathbf{V}, \mathbf{V}) \) be the spectral projection, associated with \( T \), on the generalized eigenspace corresponding to \( \lambda \). View \( P(\lambda) = P_1 + \sqrt{-1}P_2 \), where \( P_1, P_2 \in \text{Hom } (\mathbf{V}, \mathbf{V}) \). Then

\[
(7.11.2) \quad |f((T - \lambda I)^{k-1}P(\lambda)\mathbf{y})| \leq f((T - I)^{k-1}P\mathbf{y}) \text{ for any } \mathbf{y} \in \mathbb{K}, f \in \mathbb{K}'.
\]

**Proof.** Suppose first that \( \rho(T) = 0 \), i.e. \( T \) is nilpotent. Then parts 1-2 are trivial. Choose \( \mathbf{y} \geq^k 0 \). Then there exists an integer \( j \in [0, k - 1] \) so that \( T^j\mathbf{y} \geq^k 0 \) and \( T^{j+1}\mathbf{y} = 0 \). Then \( \mathbf{x} := T^j\mathbf{y} \) is an eigenvector of \( A \) which lies in \( \mathbb{K} \). Since \( Ax = 0 \) it follows that \( A \) can not be positive.

From now on we assume that \( \rho(T) > 0 \), and without loss of generality we assume that \( \rho(T) = 1 \). In particular, \( \text{dim } \mathbf{V} \geq 1 \). Choose a basis \( \mathbf{b}_1, \ldots, \mathbf{b}_n \) in \( \mathbf{V} \). Assume first that \( \mathbb{F} = \mathbb{R} \). Then \( T \) represented in the basis \( \mathbf{b}_1, \ldots, \mathbf{b}_n \) by \( A = [a_{ij}] \in \mathbb{R}^{n \times n} \). Consider the matrix \( B(z) = (I-zA)^{-1} = [b_{ij}]_{i,j=1}^n \). Using the Jordan canonical form of \( A \) we deduce that all the singular points of all \( b_{ij}(z) \) are of the form \( \mu := \frac{1}{z} \) where \( \lambda \) is a nonzero eigenvalue of \( A \). Furthermore, if \( 0 \neq \lambda \in \text{spec } (A), \lambda \) and has index \( l = l(\lambda) \). Then for each \( i, j, b_{ij}(z) \) may have a pole at \( \mu \) of order \( l \) at most, and there is at least one entry \( b_{ij}(z) \), where \( i = i(\lambda), j = j(\lambda) \), such that \( b_{ij}(z) \) has a pole of order \( l \) exactly. In particular, for each \( \mathbf{x}, \mathbf{y} \in \mathbb{R}^n \) the rational function \( \mathbf{y}^TB(z)\mathbf{x} \) may have a pole of order \( l \) at most \( \mu \). Furthermore, there exists \( \mathbf{x}, \mathbf{y} \in \mathbb{R}^n, \mathbf{x} = \mathbf{x}(\lambda), \mathbf{y} = \mathbf{y}(\lambda) \) such that \( \mathbf{y}^TB(z)\mathbf{x} \) has a pole at \( \mu \) of order \( l \). (See Problem 7.)
Let \( \hat{K} \in \mathbb{R}^n \) denote the induced cone by \( K \subset V \). Then \( \hat{K} \) is a proper cone. Denote by

\[
\hat{K}' := \{ y \in \mathbb{R}^n, y^\top x \geq 0 \text{ for all } x \in \hat{K}' \}.
\]

Theorem 7.11.3 implies that \( \hat{K}' \) is a proper cone. Observe next that \( AK \subset \hat{K} \). Clearly, we have the following MacLaurin expansion

\[
B(z) = (I - zA)^{-1} = \sum_{i=0}^{\infty} z^i A^i, \text{ for } |z| < \frac{1}{\rho(A)},
\]

(7.11.3)

\[
y^\top B(z)x = \sum_{i=0}^{\infty} (y^\top A^i x)z^i, \text{ for } |z| < \frac{1}{\rho(A)}.
\]

(7.11.4)

Note that \( y^\top B(z)x \) is a rational function. Denote by \( r(x, y) \in (0, \infty] \) the convergence radius of \( y^\top B(z)x \). So \( r(x, y) = \infty \) if and only if \( y^\top B(z)x \) is polynomial. Assume first that \( x \in \hat{K}, y \in \hat{K}' \). Then the MacLaurin coefficients of \( y^\top B(z)x \) are nonnegative. Hence we can apply the Vivanti-Pringsheim theorem 7.9.2, i.e. \( r(x, y) \) is a singular point of \( y^\top B(z)x \). Hence \( \frac{1}{r(x, y)} \in \text{spec}(A) \) if \( r(x, y) < \infty \). Suppose now that \( x, y \in \mathbb{R}^n \). Since \( \hat{K} \) and \( \hat{K}' \) are generating it follows \( x = x_+ - x_- \), \( y = y_+ - y_- \) for some \( x_+, x_- \in \hat{K}, y_+, y_- \in \hat{K}' \). So

\[
y^\top B(z)x = y_+^\top B(z)x_+ + y_-^\top B(z)x_- - y_-^\top B(z)x_+ - y_+^\top B(z)x_-.
\]

Hence

(7.11.5)

\[
r(x, y) \geq r(x_+, x_-, y_+, y_-) := \min(r(x_+, y_+), r(x_-, y_-), r(x_+, y_-), r(x_-, y_+)).
\]

Let \( \lambda \in \text{spec}(A), |\lambda| = \rho(A) \), and assume that \( l = \text{index}(\lambda) \). Choose \( x, y \) such that \( \mu = \frac{1}{\lambda} \) is a pole of \( y^\top B(z)x \) of order \( l \). Hence we must have equality in (7.11.5). More precisely, there exists \( x_i, \in \{ x_+, x_- \}, y_i, \in \{ y_+, y_- \} \) such that \( r(x, y) = r(x_i, y_i) \) and \( y_i^\top B(z)x_i \) has a pole of at \( \mu \) of order \( l \). Vivanti-Pringsheim theorem yields that \( r(x_{i}, y_i) \) is pole of order \( k' \geq l \) of \( y_i^\top B(z)x_i \). Hence \( \rho(A) \in \text{spec}(A) \) and \( \text{index}(\rho(A)) \geq k' \geq l = \text{index}(\lambda) \). This proves parts 1-2. Choose \( \lambda = \rho(A) \) that satisfies the above assumptions. Hence \( B(z)x_i \) must have at least one coordinate with a pole at \( \rho(A)^{-1} \) of order \( k = \text{index}(\rho(A)) \). Problem 7 yields that

\[
\lim_{t \to 1} B(tp(A)^{-1})x_i = u \neq 0 \text{ such that } Au = \rho(A)u, \text{ and } u \in (\rho(A)I - A)^{k-1}\mathbb{R}^n.
\]

Use the fact that for \( z = tp(A)^{-1}, t \in (0, 1) \) we have the equality (7.11.3). So \( (1-t)^k B(tp(A)^{-1})x_i \in K \) for each \( t \in (0, 1) \). Since \( \hat{K} \) is closed we deduce that \( u \in \hat{K} \). This proves part 3.

The equality (7.11.1) follows from the Tauberian theorem 8 and it application to the series (7.11.3).
Assume now that $A > \hat{K}$. Observe first that the eigenvector $x \geq \hat{K} 0$, $Ax = x$ satisfies $x > \hat{K} 0$, i.e., $x \in \text{ri} \hat{K}$. Next we claim that the dimension of the eigenspace $\{y, (A-I)y = 0\}$ is 1. Assume to the contrary that $Ay = y$ and $x, y$ are linearly independent. Since $x(s_0) = Ax(s_0) > \hat{K} 0$ we obtain a contradiction. Hence $x$ is a geometrically simple eigenvalue.

Next we claim that $k = \text{index} (1) = 1$. Assume to the contrary that $k > 1$. Recall that $x \in (A-I)^{k-1} \mathbb{R}^n$. So $x = (A-I)y$. Hence $x = (A-I)(y + tx)$. Choose $t > 0$ big enough so that $z = y + tx = t(\frac{1}{t}y + x) > \hat{K} 0$. Since $x > \hat{K} 0$ it follows that there exists $s > 0$ such that $(A-I)z-rz = x-rz > \hat{K} 0$. That is $Ax > \hat{K}(1+r)z$. Hence $A^mz > (1+r)^mz = (\frac{1}{1+r^m})z$.

Since $\rho(A) > 0$ it follows that $0 = \lim_{m \to \infty} (\frac{1}{1+r^m})z \geq \hat{K} z > \hat{K} 0$, which is impossible. Hence index (1) = 1.

We now show that if $\lambda \in \text{spec}(A)$ and $|\lambda| = 1$ then $\lambda = 1$. Let $J := \{y \in \hat{K}, \|y\|_2 = 1\}$. Since $\hat{K}$ is closed it follows that $J$ is compact set. Since $A > \hat{K}$ it follows that $AJ \in \text{ri} \hat{K}$. Hence there exists $s \in (0, 1)$ such that $Ay - sz > \hat{K} 0$ for any $y \in J, z \in \mathbb{R}^n, \|y\|_2 = 1$. In particular, $Ay - sy > \hat{K} 0$ for each $y \in J$. That is $(A-sI)J \in \text{ri} \hat{K}$. Hence $(A-sI) > \hat{K}$.

Note that $(A-sI)x = (1-s)x > \hat{K} 0$. So $\rho(A-sI) = 1-s$. Each eigenvalue of $A-sI$ is $\lambda-s$, where $\lambda \in \text{spec}(A)$. Apply part 1 of the theorem to deduce that $|\lambda-s| \leq 1-s$. Since for any $\zeta \in S \{1\}$ we must have that $|\zeta-s| > |\zeta|-s = 1-s$, we obtain that $S(A)(1) = \{1\}$, which concludes the proof of part 4 for $\mathbb{F} = \mathbb{R}$.

Assume next that $\rho(T) = \rho(A) = 1$, and $k = \text{index} (1)$. (7.11.11) of Problem 9 yields the equality in (7.11.1). Since any sum in the left-hand side of (7.11.1) is nonnegative with respect to the cone $K$ it follows that $(A-I)^{k-1}P \geq 0$. Let $\lambda_1 = 1$ so $s_1 = k$, see notation of Problem 7. Recall that $(A-I)^{k-1}P$ in the basis $b_1, \ldots, b_n$ is represented by the component $Z_{1(k-1)} \neq 0$. Hence $(A-I)^{k-1}P \geq 0$.

Assume finally that $\lambda \in \text{spec}(T), |\lambda| = 1, \lambda \neq 1, \text{index} (\lambda) = k$. Let $P(\lambda)$ be the spectral projection on the eigenvalue $\lambda$. Then (7.11.11) yields

\[ \lim_{m \to \infty} \frac{k!}{m^k} \sum_{r=0}^{m-1} \lambda^r T^r = \lambda^{k-1}(T - \lambda I)^{k-1}P(\lambda). \]

Let $y \in K, f \in K$. Since $f(T^r y) \geq 0$ and $|\lambda| = 1$ we obtain $|f(\lambda^r T^r y)| = f(T^r y)$. The triangle inequality

\[ |\frac{k!}{m^k} \sum_{r=0}^{m-1} f(\lambda^r T^r y)| \leq \frac{k!}{m^k} \sum_{r=0}^{m-1} f(T^r y) \]

Let $m \to \infty$ and use the equalities (7.11.6) and (7.11.1) to deduce (7.11.2).
7.11. CONES

We now point out why our results hold for a vector space \( V \) over \( \mathbb{C} \). Let \( T \in \text{Hom}(V,V) \) and assume that \( b_1, \ldots, b_n \) is a basis \( V \). Then \( V_\mathbb{R} \) has a basis \( b_1, \ldots, b_n, \sqrt{-1}b_1, \ldots, \sqrt{-1}b_n \). Clearly \( T \) induces an operator \( \tilde{T} \in \text{Hom}(V_\mathbb{R},V_\mathbb{R}) \). Let \( A \in \mathbb{C}^{n \times n} \) represents \( T \) in the basis \( b_1, \ldots, b_n \). Observe that \( A = B + \sqrt{-1}C \), where \( B, C \in \mathbb{R}^{n \times n} \). Then \( \tilde{T} \) is presented by the matrix \( \tilde{A} = \begin{bmatrix} B & -C \\ C & B \end{bmatrix} \) in the basis \( b_1, \ldots, b_n, \sqrt{-1}b_1, \ldots, \sqrt{-1}b_n \).

See Problem 10.

Problems

1. Let \( V \) be a vector space of dimension \( n \) over \( \mathbb{C} \), with a basis \( z_1, \ldots, z_n \). Show.
   (a) \( V \) is a vector space over \( \mathbb{R} \) of dimension \( 2n \), with a basis \( z_1, \sqrt{-1}z_1, \ldots, z_n, \sqrt{-1}z_n \). We denote this real vector space by \( V_\mathbb{R} \) and its dimension \( \text{dim}_\mathbb{R} V \).
   (b) Let the assumptions of 1a hold. Then \( V' \) can be identified with \( (V_\mathbb{R})^* \) as follows. Each \( f \in V' \) gives rise to \( \hat{f} \in (V_\mathbb{R})' \) by the formula \( \hat{f}(z) = \Re(f(z)) \). In particular, if \( f_1, \ldots, f_n \) form a basis in \( V' \) then \( \hat{f}_1, \sqrt{-1}\hat{f}_1, \ldots, \hat{f}_n, \sqrt{-1}\hat{f}_n \) is a basis in \( (V_\mathbb{R})' \).

2. Let \( K \) be a cone. Show that \( K \) is pointed if and only the two inequalities \( x \geq_K y, y \geq_K x \) imply that \( x = y \).

3. Let the assumptions of Problem 1 hold. Assume that \( K \subset V \) is a cone. Denote by \( K_\mathbb{R} \) the induced cone in \( V_\mathbb{R} \). Show
   (a) \( K \) is closed if and only if \( K_\mathbb{R} \) is closed.
   (b) \( K \) is pointed if and only if \( K_\mathbb{R} \) is pointed.
   (c) \( K \) is generating if and only if \( K_\mathbb{R} \) is generating.
   (d) \( K \) is pointed if and only if \( K_\mathbb{R} \) is pointed.

4. Let \( U \) be a real vector space. Denote by \( U_\mathbb{C} \) as in Proposition 4.1.2. Assume that \( K \subset U \) is a cone. Let \( K_\mathbb{C} := \{(x,y), x,y \in K\} \). Show
   (a) \( K_\mathbb{C} \) is a cone in \( U_\mathbb{C} \).
   (b) \( K \) is closed if and only if \( K_\mathbb{C} \) is closed.
   (c) \( K \) is pointed if and only if \( K_\mathbb{C} \) is pointed.
   (d) \( K \) is generating if and only if \( K_\mathbb{C} \) is generating.
(e) K is proper if and only if $K_C$ is proper.

5. Let the assumptions of Problem 4 hold. Assume that $A \in \text{Hom}(U, U)^K$. Define $\tilde{A} : U_C \rightarrow U_C$ by $\tilde{A}(x, y) = (Ax, Ay)$. Show
   (a) $\tilde{A} \in \text{Hom}(U_C, U_C)^K$.
   (b) $\det(zI - A) = \det(zI - \tilde{A})$.
   (c) $\tilde{A}$ is not positive with respect to $K_C$.

6. Let $V$ be a vector space over $F = \mathbb{R}, \mathbb{C}$. Assume that $K \subset V$ and $A \in \text{Hom}(V, V)^K$. Then $A^* \in \text{Hom}(V', V')^K$.

7. Let $A \in \mathbb{C}^{n \times n}$. Assume that $S(A) = \{\lambda_1, \ldots, \lambda_n\}$ is the eigenvalue multiset of $A$. Consider the matrix $B(z) = (I - zA)^{-1} = [b_{ij}]_{i=1}^{n} \in \mathbb{C}(z)^{n \times n}$. Show
   (a) Let $Z_{i0}, \ldots, Z_{i(s_i-1)}, i = 1, \ldots, \ell$ be all the matrix components of $A$ as in §3.1. Then
      i. $Z_{i0}$ is the spectral projection of $A$ on $\lambda_i$. (See §3.4.) Furthermore
         \begin{equation}
         (7.11.7) \quad (A - \lambda_i I)^{s_i - 1} Z_{i0} = Z_{i(s_i - 1)} \text{ for } i = 1, \ldots, \ell.
         \end{equation}
      (Use (3.1.6).) So $Z_{i(s_i - 1)}C^n$ is a subspace of eigenvectors of $A$ corresponding to all Jordan blocks of $A$ of order $s_i$ and eigenvalue $\lambda_i$.
      ii.
         \begin{equation}
         (7.11.8) (I - zA)^{-1} = \sum_{i=1}^{\ell} \sum_{j=0}^{s_i - 1} \frac{z^j}{(1 - \lambda_i z)^{j+1}} Z_{ij},
         \end{equation}
         \begin{equation}
         (7.11.9) \lim_{t \downarrow 1} (1 - t)^{s_i} (I - \frac{t}{\lambda_i} A)^{-1} = \frac{1}{\lambda_i^{s_i}} Z_{i(s_i - 1)}.
         \end{equation}
      (Hint: To show the first equality use (3.4.1) by letting $\lambda = \frac{1}{z}$ and divide (3.4.1) by $z$.)
   (b) All the singular points of all $b_{ij}(z)$ are of the form $\mu = \frac{1}{\lambda}$ where $\lambda$ is a nonzero eigenvalue of $A$. Furthermore, if $0 \neq \lambda \in \text{spec}(A)$, and $\lambda$ has index $l = l(\lambda)$. Then for each $i, j$ $b_{ij}(z)$ may have a pole at $\mu$ of order $l$ at most, and there is at least one entry $b_{ij}(z)$, where $i = i(\lambda), j = j(\lambda)$, such that $b_{ij}(z)$ has a pole of order $l$ exactly. Furthermore Suppose furthermore, that for $x \in \mathbb{C}^n$, at least one of the entries of $B(z)x$ has a pole of order $l$ at $\mu$. Then $\lim_{t \downarrow 1} (1 - t)^l B(t\mu)x = y \neq 0$, $Ay = \lambda y$ and $y \in (\lambda I - A)^{l-1}C^n$.\]
(c) Let \( e_i = (\delta_{i1}, \ldots, \delta_{in})^\top, i \in \langle n \rangle \). For each \( 0 \neq \lambda \in \text{spec} (A) \) of index \( l = l(\lambda) \) there exists \( e_i, e_j, i = i(\lambda), j = j(\lambda) \) such that \( e_i^\top B(z)e_j \) has a pole at \( \frac{1}{\lambda} \) of order \( l \) exactly.

8. Let \( k, l \in \mathbb{N} \) and consider the rational function

\[
f(z) = \frac{1}{(1-z\mu)^l} = \sum_{i=0}^{\infty} (-1)^i \binom{l}{i} \mu^i z^i.
\]

Show

(a) \[
\frac{k!}{m^k} \sum_{i=0}^{m-1} (-1)^i \binom{l}{i} = \frac{k!}{m^k} \sum_{i=0}^{m-1} |\binom{l}{i}| = 1.
\]

Hint: Use the Riemann sums for the integral \( \int_0^1 x^{k-1} dx \) to show

\[
\lim_{m \to \infty} \frac{k!}{m^k} \sum_{i=1}^m i^{k-1} = 1.
\]

(b) \[
\frac{k!}{m^k} \sum_{i=0}^{m-1} (-1)^i \binom{-l}{i} \mu^i = 0.
\]

Under the following assumptions

i. \( |\mu| = 1, \mu \neq 1 \) and \( l = k \). Hint: Recall the identity

\[
s_m(z) = \sum_{i=0}^{m-1} (-1)^i \binom{-l}{i} z^i = \sum_{i=0}^{m-1} z^i = \frac{1-z^m}{1-z}.
\]

Show that

\[
\frac{1}{(k-1)!} \frac{d^{k-1}}{dz^{k-1}} s_{m+k-1}(z) = \sum_{i=0}^{m-1} (-1)^i \binom{-l}{i} z^i.
\]

ii. \( |\mu| = 1 \) and \( l < k \). Hint: Sum the absolute values of the corresponding terms and use part 8a.

iii. \( |\mu| < 1 \). Hint: Use the Cauchy-Hadamard formula to show that \( \sum_{i=0}^m |\binom{-l}{i}| |\mu|^i < \infty \).

9. Let the assumptions of Problem 7 hold.
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(a) For \( m \geq \max(s_1, \ldots, s_\ell) \)

\[
(7.11.10) \quad m - 1 \sum_{r=0}^{m-1} z^r A^r = \sum_{i=1}^{\ell} \sum_{j=0}^{s_i-1} z^j \left( \sum_{r=0}^{m-1-j} (-1)^r \binom{m-1-j}{r} \lambda_i^r z^r Z_{ij} \right).
\]

(Use the first \( m \) terms of MacLaurin expansion of both sides of (7.11.8).)

(b) Assume furthermore that \( \rho(A) = 1 \) and \( k \) is the maximal index of all eigenvalues \( \lambda_i \) satisfying \( |\lambda_i| = 1 \). Assume that \( \lambda = \lambda_1, |\lambda| = 1 \), and \( k = \text{index } (\lambda_1) = s_1 \). Let \( P(\lambda) = Z_{10} \) be the spectral projection on \( \lambda \) and \( Z_{1(s_1-1)} = (A - \lambda)^{k-1} P(\lambda_1) \). Then (7.11.10) and Problem 8 implies.

\[
(7.11.11) \quad \lim_{m \to \infty} \frac{k!}{m^k} \sum_{r=0}^{m-1} \lambda^r A^r = \lambda^{k-1} (A - \lambda)^{k-1} P(\lambda).
\]

10. Let \( V \) be a vector space over \( \mathbb{C} \) with a basis \( b_1, \ldots, b_n \). Then \( V_\mathbb{R} \) has a basis \( b_1, \ldots, b_n, \sqrt{-1} b_1, \ldots, \sqrt{-1} b_n \). Let \( T \in \text{Hom } (V, V) \). Show Clearly \( T \) induces an operator \( \tilde{T} \in \text{Hom } (V_\mathbb{R}, V_\mathbb{R}) \). Let \( A \in \mathbb{C}^{n \times n} \) represents \( T \) in the basis \( b_1, \ldots, b_n \). Observe that \( A = B + \sqrt{-1} C \), where \( B, C \in \mathbb{R}^{n \times n} \). Then \( \tilde{T} \) is presented by the matrix

\[
\tilde{A} = \begin{bmatrix} B & -C \\ C & B \end{bmatrix}
\]

in the basis \( b_1, \ldots, b_n, \sqrt{-1} b_1, \ldots, \sqrt{-1} b_n \).

7.12 Historical remarks

§7.1 is standard. §7.2 follows Friedland-Zener [FrZ84] and [Fri84]. The results of §7.3 are well known. Theorem 7.3.2 was conjectured by P.R. Halmos, and proved by several authors: [Ber65, Kat65, Pea66, BeS67]. §7.4 is standard. §7.5 follows the basic notion of separable states in quantum mechanics as in [Gur03, BeZ06]. The notion of the cross norm is well known [Sch50]. §7.6 follows some ideas in [Fri08]. §7.7 follows closely [Fri82]. §7.8 follows closely [Fri90]. §7.9 follows [Fri78b]. §7.10 gives a short account on the inverse eigenvalue problem for nonnegative matrices. Part 3 of Proposition 7.10.2 is due to Loewy-London and Johnson [LoL78, Joh81]. Theorem 7.10.8 is due to Boyle-Handelman [BoH91]. Our proof follows the arguments of Laffey [Laf12]. Theorem 7.10.10 is due to Friedland [Fri12]. The results of §7.11 are well known, e.g. [BeP79].
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Chapter 9

Index of symbols
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>column vector of whose all coordinates are 1</td>
</tr>
<tr>
<td>a</td>
<td>b</td>
</tr>
<tr>
<td>(a₁, ..., aₙ)</td>
<td>g.c.d. of a₁, ..., aₙ</td>
</tr>
<tr>
<td>A⁺</td>
<td>transpose of matrix A</td>
</tr>
<tr>
<td>A[α, β]</td>
<td>submatrix of A formed by the rows α and columns β</td>
</tr>
<tr>
<td>A(α, β)</td>
<td>submatrix of A obtained by deleting the rows α and columns β</td>
</tr>
<tr>
<td>adj A</td>
<td>adjoint matrix of A</td>
</tr>
<tr>
<td>A ∼ₗ B</td>
<td>A is left equivalent to B</td>
</tr>
<tr>
<td>A ∼ᵣ B</td>
<td>A is right equivalent to B</td>
</tr>
<tr>
<td>A ∼ B</td>
<td>A is equivalent to B</td>
</tr>
<tr>
<td>A ≈ B</td>
<td>A is similar to B</td>
</tr>
<tr>
<td>A</td>
<td>augmented coefficient matrix</td>
</tr>
<tr>
<td>A ≥ 0</td>
<td>nonnegative, nonzero</td>
</tr>
<tr>
<td>A &gt; 0</td>
<td>positive matrix</td>
</tr>
<tr>
<td>A(D)</td>
<td>adjacency matrix of digraph D</td>
</tr>
</tbody>
</table>
| A ⊕ B       | block diagonal matrix \[
<p>| ⊕ₖ i=1 Aᵢ   | block diagonal matrix diag(A₁, ..., Aₖ)                                     |
| AS(V)       | all anti self-adjoint operators                                             |
| AS(n, D)    | all n × n skew-symmetric matrices with entries in D                         |
| AHₙ          | all n × n skew hermitian matrices                                           |
| C            | the field of complex numbers                                               |
| Cⁿ           | n-dimensional vector space over C                                           |
| C(D)         | the set of continuous function in D                                        |
| Cᵏ(D)        | the set of continuous function in D with k continuous derivatives          |
| Cl T         | closure of T                                                               |
| conv S       | all convex combinations of elements in S                                   |
| convᵥ₋₁ S   | all convex combinations of at most j elements in S                          |</p>
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathbb{D}$</td>
<td>integral domain</td>
</tr>
<tr>
<td>$\mathbb{D}_B$</td>
<td>Bezout domain (BD)</td>
</tr>
<tr>
<td>$\mathbb{D}_E$</td>
<td>Euclidean domain (ED)</td>
</tr>
<tr>
<td>$\mathbb{D}_{ED}$</td>
<td>elementary divisor domain (EDD)</td>
</tr>
<tr>
<td>$\mathbb{D}_G$</td>
<td>greatest common divisor domain (GCD)</td>
</tr>
<tr>
<td>$\mathbb{D}_P$</td>
<td>principal ideal domain (PID)</td>
</tr>
<tr>
<td>$\mathbb{D}_U$</td>
<td>unique factorization domain (UFD)</td>
</tr>
<tr>
<td>$\mathbb{D}^{m\times n}$</td>
<td>ring of $m \times n$ matrices with entries in $\mathbb{D}$</td>
</tr>
<tr>
<td>$\mathbb{D}^{m_1 \times \cdots \times m_k}$</td>
<td>all $k$-mode $m_1 \times \cdots \times m_k$ tensors with entries in $\mathbb{D}$</td>
</tr>
<tr>
<td>$\mathbb{D}[x_1, \ldots, x_n]$</td>
<td>ring of polynomials in $x_1, \ldots, x_n$ with coefficients in $\mathbb{D}$</td>
</tr>
<tr>
<td>$D = (V, E)$</td>
<td>digraph with $V$ vertices and $E$ edges</td>
</tr>
<tr>
<td>$D^n$</td>
<td>the interior of $D$</td>
</tr>
<tr>
<td>$D(p)$</td>
<td>discriminant of polynomial $p$</td>
</tr>
<tr>
<td>$D(x)$</td>
<td>diagonal matrix with diagonal entries equal to coordinates of $x$</td>
</tr>
<tr>
<td>$D(n, \mathbb{D})$</td>
<td>all $n \times n$ diagonal matrices with entries in $\mathbb{D}$</td>
</tr>
<tr>
<td>$DO(n, \mathbb{D})$</td>
<td>all $n \times n$ diagonal orthogonal matrices with entries in $\mathbb{D}$</td>
</tr>
<tr>
<td>$DU_n$</td>
<td>all $n \times n$ diagonal unitary matrices</td>
</tr>
<tr>
<td>$D_{n,+}$</td>
<td>the set of $n \times n$ diagonal matrices with nonnegative entries</td>
</tr>
<tr>
<td>$\deg p$</td>
<td>degree of polynomial $p$</td>
</tr>
<tr>
<td>$\deg v$</td>
<td>degree of a vertex $v$</td>
</tr>
<tr>
<td>$\deg_{in} v, \deg_{out} v$</td>
<td>in and out degree of a vertex $v$</td>
</tr>
<tr>
<td>$\det$</td>
<td>determinant</td>
</tr>
<tr>
<td>$\delta_k(A)$</td>
<td>g.c.d. of all $k \times k$ minors of $A$</td>
</tr>
<tr>
<td>$\text{diag}(A)$</td>
<td>the diagonal matrix with the diagonal entries of $A$</td>
</tr>
<tr>
<td>$e_k$</td>
<td>$(\delta_{11}, \ldots, \delta_{nn})^\top$</td>
</tr>
<tr>
<td>$\text{ext } C$</td>
<td>the set of extreme points of a convex set $C$</td>
</tr>
<tr>
<td>$e^x$</td>
<td>$(e^{x_1}, \ldots, e^{x_n})^\top$ for $x = (x_1, \ldots, x_n)^\top \in \mathbb{C}^n$</td>
</tr>
<tr>
<td>$\eta(A)$</td>
<td>degree of maximal local invariant polynomial of $A(z)$</td>
</tr>
<tr>
<td>$\mathbb{F}$</td>
<td>field</td>
</tr>
<tr>
<td>$\text{Fr}(k, \mathbb{V})$</td>
<td>all orthonormal $k$-frames in $\mathbb{V}$</td>
</tr>
<tr>
<td>$\text{GL}(n, \mathbb{D})$</td>
<td>group of $n \times n$ invertible matrices in $\mathbb{D}^{n \times n}$</td>
</tr>
<tr>
<td>$\text{Gr}(m, \mathbb{V})$</td>
<td>Grassmannian of $m$-dimensional subspaces in $\mathbb{V}$</td>
</tr>
<tr>
<td>$G = (V, E)$</td>
<td>undirected graph with $V$ vertices and $E$ edges</td>
</tr>
<tr>
<td>$\text{g.c.d.}$</td>
<td>greatest common divisor</td>
</tr>
<tr>
<td>$\mathbb{H}$</td>
<td>ring of quaternions</td>
</tr>
<tr>
<td>$\text{H}_n$</td>
<td>all $n \times n$ hermitian matrices</td>
</tr>
<tr>
<td>$\text{H}_{n,+}$</td>
<td>all $n \times n$ nonnegative definite hermitian matrices</td>
</tr>
<tr>
<td>$\text{H}_{n,+1}$</td>
<td>all $n \times n$ nonnegative definite hermitian matrices with trace one</td>
</tr>
<tr>
<td>$\text{H}(\Omega)$</td>
<td>ring of analytic functions in $\Omega \subset \mathbb{C}^n$</td>
</tr>
<tr>
<td>$\mathbb{H}_c$</td>
<td>is $\mathbb{H}({\zeta})$ for $\zeta \in \mathbb{C}^n$</td>
</tr>
<tr>
<td>$\text{Hom}(\mathbb{N}, \mathbb{M})$</td>
<td>all homomorphisms from $\mathbb{N}$ to $\mathbb{M}$</td>
</tr>
<tr>
<td>$\text{Hom}(\mathbb{M})$</td>
<td>all homomorphisms from $\mathbb{M}$ to $\mathbb{M}$</td>
</tr>
<tr>
<td>$H(A)$</td>
<td>$\begin{bmatrix} 0 &amp; A \ A^* &amp; 0 \end{bmatrix}$ for $A \in \mathbb{C}^{m \times n}$</td>
</tr>
<tr>
<td>$i_k(A)$</td>
<td>$k$-invariant factor of $A$</td>
</tr>
<tr>
<td>$\text{index } \lambda$</td>
<td>the multiplicity of $\lambda$ in minimal polynomial of $A$</td>
</tr>
<tr>
<td>$\text{index } A$</td>
<td>maximal index of eigenvalues of $A$ on peripheral spectrum</td>
</tr>
<tr>
<td>$\text{Ker } T$</td>
<td>kernel of homomorphism $T$</td>
</tr>
<tr>
<td>$K_n$</td>
<td>a complete graph on $n$ vertices</td>
</tr>
<tr>
<td>$K_{m,n}$</td>
<td>a complete bipartite graph on $m$ and $n$ vertices</td>
</tr>
<tr>
<td>$k_{lip}(A)$</td>
<td>number of local invariant polynomials of $A(z)$ of degree $p$</td>
</tr>
<tr>
<td>$\text{lcm}(a_1, \ldots, a_n)$</td>
<td>least common multiple of $a_1, \ldots, a_n$</td>
</tr>
<tr>
<td>$\text{LT}(m, \mathbb{D})$</td>
<td>all $m \times m$ lower triangular matrices with entries in $\mathbb{D}$</td>
</tr>
<tr>
<td>$\lambda(T)$</td>
<td>eigenvalue vector of self-adjoint operator $T$, eigenvalues are decreasing</td>
</tr>
<tr>
<td>$\lambda_{(p)}(T)$</td>
<td>is $(\lambda_1(T), \ldots, \lambda_p(T))^\top$</td>
</tr>
</tbody>
</table>
Index of symbols

$m(\lambda)$ multiplicity of eigenvalue $\lambda$ in $\det (A - \lambda I)$
$\mathcal{M}(\Omega)$ field of meromorphic functions in $\Omega$
$\mathbb{N}$ all positive integers
$[n]$ set $\{1, \ldots, n\}$ for $n \in \mathbb{N}$
$\mathcal{M}_k(n)$ all subsets of $[n]$ of cardinality $k$
$\mathbb{N}$ a module over $\mathbb{D}$
$\mathbb{N}'$ the dual module of $\mathbb{N}$
$\mathbb{N}(n, \mathbb{R})$ all $n \times n$ real valued normal matrices
$\mathbb{N}(n, \mathbb{C})$ all $n \times n$ complex valued normal matrices
$n$ nullity of matrix $A$
$\nu(A, B)$ nullity of $I_n \otimes A - B^\top \otimes I_m$
$\|\cdot\|$ norm on matrices
$\mathbb{O}(n, \mathbb{D})$ all $n \times n$ orthogonal matrices with entries in $\mathbb{D}$
$\omega_0(A)$ $\phi$-numerical range of $A \in \mathbb{C}^{n \times n}$
$\omega_{\|\|}(A)$ Bauer numerical range
$\omega_p(A)$ $p$-numerical range
$\Omega_n$ all $n \times n$ doubly stochastic matrices
$\Omega_{n,s}$ all $n \times n$ symmetric doubly stochastic matrices
$p$ principal homogeneous part of polynomial $p$
$\mathcal{P}_n$ all $n \times n$ permutation matrices
$\mathcal{P}_{n,s}$ all $n \times n$ matrices of the form $\frac{1}{2}(P + P^\top)$ where $P \in \mathcal{P}_n$
$\Pi_n$ the set of probability vectors with $n$ coordinates
$\mathbb{R}$ the field of real numbers
$\mathbb{R}_+$ the set of all nonnegative real numbers
$\mathbb{R}$ $[-\infty, \infty]$
rank $A$ the rank of a matrix $A$
$r(A, B)$ rank of $I_n \otimes A - B^\top \otimes I_m$
$r_{\phi}(A)$ $\phi$-numerical radius of $A \in \mathbb{C}^{n \times n}$
$r_{\|\|}(A)$ Bauer numerical radius
$r_p(A)$ $p$-numerical radius
$R$ a ring
$R(p, q)$ resultant of polynomials $p$ and $q$
$\mathcal{R}_{m,n,k}(\mathbb{F})$ all $m \times n$ matrices of at most rank $k$ with entries in $\mathbb{F}$
Range $T$ range of a homomorphism $T$
Rank $\tau$ rank of a tensor $\tau$
$\rho(A)$ spectral radius of $A$
$\text{sign} \ \sigma$ the sign of permutation $\sigma$
$S^1$ the unit circle $|z| = 1$ in the complex plane
$S^{2n-1}$ the $2n - 1$ dimensional sphere
$\mathcal{S}(\mathcal{V})$ all self-adjoint operators acting on IPS $\mathcal{V}$
$\mathcal{S}_+(\mathcal{V})$ all self-adjoint nonnegative definite operators
$\mathcal{S}_{+1}(\mathcal{V})$ all self-adjoint nonnegative definite operators with trace one
$\mathcal{S}_+(\mathcal{V})^+$ all self-adjoint positive definite operators
$\mathcal{S}_m^{n \times n}$ all $m \times n$ matrices with entries in $S$
$\mathcal{S}_n$ the set of $n \times n$ stochastic matrices
$\mathcal{S}(n, \mathbb{D})$ all $n \times n$ symmetric matrices with entries in $\mathbb{D}$
$\mathcal{S}_{O}(n, \mathbb{D})$ all $n \times n$ special orthogonal matrices with entries in $\mathbb{D}$
$\mathcal{S}_{U}(n)$ all $n \times n$ special unitary matrices
Index of symbols
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spec (T) spectrum of T
spec peri (T) peripheral spectrum of T
σ₁(T) ≥ σ₂(T) ≥ ... singular values of T
σ(A) (σ₁(A), ..., σ_{min(m,n)}(A))^T for A ∈ ℂ^{m×n}
σ(ₜ)(T) (σ₁(T), ..., σₚ(T))^T
Σₙₙ the group of permutations of [n]
T ⊃ S, (T ⊃ S) T − S is positive (nonnegative) definite
trT sum of the first k eigenvalues of self-adjoint T
U(V) all unitary operators
Uₙ all n × n unitary matrices
U₄(m, D) all m × m upper triangular matrices with entries in D
V a vector space
V' the dual vector space Hom(V, ℱ)
x(D) (d₁, ..., dₙ)^T for D = diag(d₁, ..., dₙ)
x⁻¹ (x⁻¹, ..., x⁻¹)^T for 0 < x = (x₁, ..., xₙ)
x ⊗ y (x ≤ y) x (weakly) majorized by y
(x, y), [x, y] open and closed intervals spanned by x, y
X, μ(X) vector in ℂ^mṅ corresponding to matrix X ∈ ℂ^{m×n}
̅z complex conjugate of z
Z all integers
Zₙ all nonnegative integers
#J cardinality of a set J
⊗_{i=1}^k Vᵢ tensor product of V₁, ..., Vₖ
⊗^k V = V ⊗^k k-tensor power of V
⊗^mᵢ Xᵢ a set tensor product of X₁, ..., Xₘ
Sym^k V k-symmetric power of V
Λₖ V k-exterior power or wedge product of V
⊗ₖ₁ Xᵢ k-decomposable tensor, rank one tensor if each Xᵢ is nonzero
Λₖ₁ Xᵢ k-wedge product
⊗ₖ₁ Aᵢ Kronecker tensor product of matrices A₁, ..., Aₖ
Λₖ A k-th compound matrix of A
(A₁, ..., Aₖ) ⊗ the generator of the group ⊗ₖ₁ e^{tAᵢ}
Aₖ the generator of the group Λₖ e^{tA}
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