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The Golden Section Search Method

The purpose of this document is to show the derivation of the golden section search method to find the
minimum of a unimodal continuous function over an interval without using derivatives. You can find the
algorithm on page 412 of our textbook [2].

1 Derivation of the Method of Golden Section Search

Consider a function f over the interval [a, b]. We assume that f(x) is continuous over [a, b]; and that f(x)
is unimodal over [a,b], i.e.: f(x) has only one minimum in [a,b]. Note that the method applies as well to
finding the maximum.

The conditions above remind us to the bisection method and we will apply a similar idea: narrow the
interval that contains the minimum comparing function values. In designing the method we seek to satisfy
two goals. We want an optimal reduction factor for the search interval and minimal number of function
calls. With these goals in mind we are going to determine the location to evaluate the function.

One choice inspired by the bisection method would be to compute the midpoint m = (a 4+ b)/2 and
to evaluate at x1; and x4, defined by 1 = m — §/2 and z2 = m + 6/2, for some small value ¢ for which
f(z1) # f(x2). If f(z1) < f(x2), then we are left with [a, 1], otherwise [z2, b] is our new search interval.
While this halves the search interval in each step, we must take two new function evaluation in each step.
This is not optimal.

So we only want to perform one new function evaluation in each step. Furthermore, we want a constant
reduction factor, say c, for the size of the interval.

For x; and x2 somewhere in [a, b], there are two cases:
1. If f(x1) < f(x2), then [a,b] := [a, x2], with interval size reduction

zo—a=clb—a)=22=a+cb—ca= z9=(1—-c)a+cb. (1)

2. If f(z1) > f(x2), then [a,b] := [z1,b], with interval size reduction

b—x1=clb—a)=—-z1=cb—ca—b=x1 =ca+ (1 —c)b. (2)

Thus, once we know ¢, we know the location of x1 and x2. Without loss of generality, we focus on the case
f(z1) < f(x2). For the ease of calculation, take [a,b] = [0, 1].

If f(z1) < f(x2), then we recycle x1 = 1 — ¢ and have to determine where to evaluate next, either at
the left, or at the right of 1 — c.

1. Suppose we place a new function evaluation at the left of x1 = 1 — ¢, then x; is the right point of the
interval [0, |, and we write 1 in two ways (using the formula for z2 derived above with a = 0,b = ¢):

l—c=(1—-¢c)04cc=P+c—1=0 (3)
The positive root leads to ¢ = (=1 4 v/5)/2, which equals approximately 0.6180.

2. Suppose we place a new function evaluation at the right of z;1 = 1 — ¢, then z; is the left point of the
interval [0, ], and we write 1 in two ways (using the formula for z; derived above with a = 0,b = ¢):

l—c=c0+(1—cle=(1-¢)?=0 (4)
The (double) root of this equation is 1, which gives no reduction, so we exclude this possibility.

Thus we have two rules. If f(z1) < f(z2), we keep x1, which becomes z2, and compute a new x; using (2).
If f(x1) > f(x2), we keep x2, which becomes x1, and compute a new x5 using (1).
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2 Executing the method
Below is a simple function (save as gss.m) to run the golden section search method:
function [a,b] = gss(f,a,b,eps,N)
%
% Performs golden section search on the function f.
% Assumptions: f is continuous on [a,b]; and
% f has only one minimum in [a,b].
% No more than N function evaluations are done.
% When b-a < eps, the iteration stops.
%
% Example: [a,b] = gss(’myfun’,0,1,0.01,20)
%
c = (-1+sqrt(5))/2;
x1 = c*a + (1-c)x*b;
fx1 = feval(f,x1);
x2 = (1-c)*a + c*b;
fx2 = feval(f,x2);
fprintf(’-------------"--""-— \n’);
fprintf (° x1 x2 f(x1) f(x2) b - a\n’);
fprintf(’-------------"--"--" \n’);
fprintf(’%.4e %.4e %.4e %.4e %.4e\n’, x1, x2, fx1, fx2, b-a);
for i = 1:N-2
if fx1 < £x2
b = x2;
X2 = x1;
fx2 = fx1;
x1 = c*xa + (1-c)*b;
fx1 = feval(f,x1);
else
a = x1;
x1 = x2;
fx1 = £x2;
x2 = (1-c)*a + cxb;
fx2 = feval (f,x2);
end;
fprintf(’Y.4e %.4e %.4e %.4e ¥ .4e\n’, x1, x2, fxl, fx2, b-a);
if (abs(b-a) < eps)
fprintf (’succeeded after %d steps\n’, i);
return;
end;
end;
fprintf(’failed requirements after %d steps\n’, N);
To run it, we need a function (save as myfun.m):
function y = myfun(x)
%
% returns y = e"x - 2%*x
%
y = exp(x) - 2%x;
University of Illinois at Chicago, Department of Mathematics, Statistics and Computer Science  page 2



MCS 471

The Golden Section Search Method

Fall 2005

Then we use gss.m in a session with MATLAB or Octave like

>> [a,b] = gss(’myfun’,0,1,0.01,20)

.8197e-01
.1803e-01
.6393e-01
.0820e-01
.7376e-01
.0820e-01
.9505e-01
.8692e-01
.9505e-01
.9194e-01
.9002e-01

DO NOONNOW

0.6869

0.6950

>>

.1803e-01
.6393e-01
.5410e-01
.6393e-01
.0820e-01
.2949e-01
.0820e-01
.9505e-01
.0007e-01
.9505e-01
.9194e-01
succeeded after 10 steps
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