VARIABLES: SYNTAX, SEMANTICS AND SITUATIONS
JOHN T. BALDWIN

ABSTRACT. We expand the usual mathematical treatment of the syntax and semantics of variable
to include consideration of the assignment of concrete referents in order to apply the mathematics to
a real world situation. We lay out this framework in the context of high school algebra and discuss
its use in analyzing teaching and learning.
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Developing the concept of variable seems to be a major obstacle for students in learning algebra
[KNO4, MCO1, LM99, Usi88]. In this article we describe in the context of high school algebra a
framework for understanding the notion of variable. Two components of this framework, syntax
and semantics, are standard mathematical notions. Since their precise formulation might not be
familiar to the reader, we summarize the ideas in the high school algebra context and place them in
a historical framework. But this analysis suffices only for ‘naked math’. We then discuss the third
component: situation. If we view these three notions as the vertices of a triangle, our claim is that
all three vertices of the triangle are essential elements of learning algebra. The goal of this paper is
to lay out this mathematical and epistemological framework; in future work we intend to employ
this analysis as a tool to explore specific lessons and student work.

This paper expands one section of our joint work with Hyung Sook Lee and Alexander Ra-
dosavljevic [BLROO]. We acknowledge helpful comments by Sergei Abramovich, Daniel Chazan,
William Howard, Cathy Kessel, Lena Khisty, Dan Miltner, Mara Martinez, Aria Razfar, Kelly
Rivette, Judah Schwartz and Kristin Umland.

1. THEORETICAL BACKGROUND

This paper draws from a number of perspectives including logic, mathematics education, history
of mathematics, and philosophy. Our first goal is expository. We just describe the syntax and
semantics of first order logic as it been accepted by philosophers, mathematicians, and logicians
for the last seventy-five years. We argue that this notion of variable is simpler and more appropriate
for high school algebra than the notion of ‘variable quantity’ that remains as vague now as it was
when introduced in the 17th century. But we further argue that an analysis of quantity is necessary
to connect pure algebra with concrete problems. And we lay out such an analysis. It is only at this
stage that questions of the psychology of teaching and learning enter our discussion. We discuss in
the conclusion how our analysis connects with recent papers [CYLO08, HFHO8] that study teachers
attaching of meaning to symbols.

Date: April 2, 2009.
The research for this article was partially supported by NSF grant DMS-0500841. Further partial support is from
a grant from the National Science Foundation to the Center for the Mathematics Education of Latinos (Cemela) (No.
ESI-0424983). Dr. Lena Licn Khisty, is Principal Investigator at University of Illinois Chicago (UIC) for Cemela. The
findings and opinions expressed here are those of the author(s) and do not necessarily reflect the views of the funding
agency.
1



Arcavi and Schoenfeld [AS88] describe many different uses of the word variable by profession-
als in various fields. Other mathematics educators [Usi88, Cha00] also stress the many uses of
variables; many of these accounts suggest that these are really different meanings of the word vari-
able. We attempt to provide a single explanation by insisting that no use of the word variable can
be fully understood without specifying a context: syntax, semantics, and, in applications, situation.
Rather than positing many meanings of ‘variable’ we fix a particular notion with several compo-
nents; in fixing a particular context each of these components must be specified. In discussing
mathematical syntax and semantics we are just rehearsing the standard ‘Tarski semantics’' for the
special case of high school algebra. However, in order to describe applications of mathematics, we
add a third component: situation®. For this analysis we draw heavily on the Judah Schwartz study
[Sch] of the semantic aspects of quantity.

Among the potpourri of definitions of variables advanced in [AS88], they find two major types:
polyvalent names and variable objects. We identify these complexes of ideas as the ‘substitutional
approach’ and the ‘function approach’. We discuss two aspects of the function approach. First
we distinguish the modern notion of function from the earlier notion® of ‘variable quantities’.
Dominguez [Dom04] gives a nice and short summary of how these notions were understood in the
18th and early 19th century. The ‘variable quantity’ viewpoint has largely died out in advanced
mathematics with the acceptance of the modern view of function. But the tradition persists in
some mathematics education literature e.g. [Cha00, AS88] and in some basic texts [Loo82]. We
then show how the function approach is subsumed by the substitutional approach and argue that
‘variable quantity’ mystifies an idea that is now well understood.

Usiskin [Usi88] separates the kinds of use on another axis. He lists four conceptions: algebra
as generalized arithmetic, procedures for equation solving, study of relationship among quantities,
and study of structures. This classification can be correlated with the various categories that we
study.*

Our analysis is rooted in the investigations of the notion of variable by such philosophers and
mathematicians as Peirce, Frege, Hilbert, Lowenheim, Skolem, Godel, and Tarski. We will first
describe in Section 2 the application to high school algebra of the general procedure for defining
truth in a mathematical structure that resulted from these investigations. The general procedure can
be found in any undergraduate text in symbolic logic (e.g. [Hed04, Mat72]. There is no thought
that a fully formal explanation of the meaning of variables as begun in Section 2 is part of the K-12
curriculum; rather it is a way to describe one aspect of that curriculum. Note however that the
description we give below of the interpretation of expressions and equations is implicit in many
high school algebra books, e.g. ([Edu09, Bea0O, Mea94]).

We will comment several times on Chazan’s work in [Cha00]; despite our critique of some
his analysis, we find his classroom suggestions extremely helpful. We adapt Schwartz [Sch] de-
scription of quantity as key to our analysis of situation. But we realize that this account does not
represent the broader scope of his inquiry.

'Tarski gave a mathematical definition of truth in an arbitrary mathematical structure in [Tar35].

The term situation was first chosen for alliterative effect. We then realized that the term had been subliminally
picked up the natural language semantics of [BP99]; that is a far more sophisticated study than we attempt here.
Another source is the productive use of the term problem situation in [DW90].

3[AS88] refer to a 1710 definition of variable quantity.

“The first three of these conceptions correspond to our categories discussed as way 5, laws of algebra, way 2: un-
knowns, and ways 1,3,4: function arguments, curves, function families. His fourth category of structures corresponds
to the role in our analysis of choosing different models (or structures) to interpret an inscription.
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Our approach draws on Emily Grossholz’s [Gro07] concept of ‘productive ambiguity’, which
we will explain further below. Roughly speaking, productive ambiguity occurs when a phrase
admits distinct informative interpretations. We argue that the productive ambiguity of a symbolic
expression can be disambiguated by specifying the mathematical interpretation and the physical
situation where it is being used. Nevertheless, the ability to transfer not only individual inscriptions
but their relations from one context to another is at the heart of mathematical applicability.

In general our departure from the mathematics education literature discussed above that dis-
tinguished many kinds of variable is that we seize on one description of the relation between
syntactic objects including variables and mathematical structures. In Section 2.2 we show how
this relationship can be interpreted in various ways to encompass the meanings these other writers
have elaborated. Our claim is that this unifying procedure makes the mathematics at various levels
easier to understand.

Logicians divide the elements of mathematical language into ‘terms’ which denote objects of a
model (a set of numbers) and logical ‘formulas’ (such as equations) which denote’ truth or false-
hood. The language of high school algebra generally uses ‘expressions’ for terms and ‘sentences
or statements’ for formulas. We adopt this second convention and write inscription when we mean
either an expression or a statement.

2. SYNTAX AND SEMANTICS

In this section we describe in the context of high school algebra one of the insights of modern
logic: the notion of variable can cogently be explained by describing both a system of formal in-
scriptions (a mathematical language) involving variables and the interpretation of these inscriptions
in number systems. Connecting this mathematical notion with concrete problems requires detail-
ing the situation connecting the inscriptions and the numbers with specific entities. We explore
this connection in Section 3.

As we discuss in the historical section (Section 2.6) much of the difficulty in understanding
variable comes from difficulty in disentangling the related notions of function and variable. Before
beginning our more detailed analysis of variables we quickly sketch the two notions.

Functions: It is no accident that many introductory mathematics books or sets of mathematical
standards include sections on functions and variables. But, such a linkage is not inevitable. In the
simplest sense a function is a rule that assigns to each member of its domain a unique value.® Thus
the domain might be the words (strings of letters) in English and the function f could assign to
each word the number of distinct letters occurring in it. We have just described functions without
using variables. Frequently, f(x) is written rather than f although the = adds no information. Karl
Menger [Men53] argued powerfully but futilely against writing the x more than 50 years ago. We
might write A% for the ‘add three’ function. This kind of idea has been explored extensively for
developing function intuition in children (e.g. David Page [PC95] and Robert Moses [MCO01])).
But when the function is defined by a more complicated combination of a given set of operations
on a specified domain (e.g. polynomials), it is useful to introduce a symbol such as x to represent
the argument of the function. We illustrate the versatility of this notation in the examples below.

SStrictly speaking a formula (statement) denotes a truth value only if each free variable has been replaced by a
name; see Section 2.2. So instances of formulas denote truth or falsehood.
®More precisely a function f from A to B is subset of A x B such that if (a, b) and (a, b’ are both in f then b = b'.
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The development of intuition for the notion of function is an important subject for study. The
use of tables, graphs, in-out machines and other activities may all help to instill intuition for func-
tions. But developing this intuition is not our concern here. We are arguing for a specific way to
understand the symbolic representation of algebraic functions that can be used as framework when
analyzing teacher and student conceptions.

Variables The term ‘variable’ is used in many ways. For example, the words independent and
dependent variable are introduced to elucidate the notions of argument and range of a function.
This use of ‘variable’ developed since the 17th century in an attempt to explicate calculus. Al-
ternatively a variable can be viewed as symbol that can be replaced in the formal statement by a
name for a number. This last usage, which we refer to as the substitutional approach appears much
earlier, stemming from at least the 16th century (Viete). Section 2.7 explains the sense in which it
encompasses the first and enables the description of polynomial functions.

The crux of our analysis in that ‘variable’ cannot be understood in isolation. We describe the
use of variable in terms of one syntactical and two semantical contexts. Syntax refers to a formal
language of mathematics involving sequences of symbols (inscriptions). Some of these symbols
represent numbers; different sorts of formal expressions involving the symbols describe numbers,
functions, and truth values. Mathematical semantics connects the formal language with mathemat-
ical structures. ‘Real world’” semantics attaches these symbols and numbers to objects in the world
(e.g. the number or cost of pizza). This section of the paper expounds syntax and mathematical
semantics; the interface with real world semantics occupies Section 3.

2.1. The Substitutional approach. We describe below, specifically for the algebra of the real
numbers, how to interpret various uses of variable in terms of the substitutional approach. In
this note, variable refers (as in most mathematics) to a symbol such as z, v, .... There are three
components to the use of such a symbol: an expression or equation containing the symbol, a
set of numbers for the variable to represent (domain of the variable)’, and the assignment of a
concrete quantity that the numbers measure (Mary’s age in years). More precisely, there is a
fixed vocabulary of mathematical operation symbols; expressions and equations are formed using
that vocabulary. They are interpreted in a structure for that vocabulary: a set equipped with an
operation (with an appropriate number of arguments) for each operation symbol in the vocabulary.
For convenience we use the same symbol, e.g., + for the symbol in the formal language and for
its interpretation as the usual addition on the reals. Our discussion of syntax is very close to the
explication of Frege in 9.3 of [DT98].

‘Algebra’ generally refers to contexts where a set of numbers (e.g. R, the reals), is equipped with
a set of operations called the vocabulary (e.g. +, x,0,1), mapping R? to . When we contrast
algebra with arithmetic,® we are contrasting the calculation of specific operations on numbers with
more general formulations. Thus expressions in arithmetic are formal strings of symbols; each
symbol is either a name for numbers or a name for a fundamental arithmetical operation such
as addition or multiplication. We explain below how to assign meaning to such expressions. In

"The term domain of the variable is well-entrenched. But the domain of the the variable is the range of the inter-
pretation functions and the usage ‘as x ranges over the reals’ is also common.
8There is a second meaning of arithmetic as referring to operations on the natural numbers. We adopt a common
mathematical phrase where one speaks of the ‘arithmetic of the real numbers’ to mean the calculation with 4 and x
on the reals.
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arithmetic we write expressions such as 1 + 1 and equations’ such as

(D 344=5+2.
We have a set of numbers, say the real numbers, in mind and the symbols
1,2,3,...,1/2,1/3, 7. .. naturally denote particular real numbers. And an equation is either true

(Equation 1) or false:
3+4=5+3.

In studying algebra, we introduce a new group of symbols, called variables; they usually are
letters such as x, v, z, . ..

This allows us to write new expressions '° such as x + 3 or 322 + 52 + 2 and new equations such
as

Example 1. MHy=xz+3
(2) 3224+ 52+2=0
3 +y*=1
4 b=2d
B) x(y+2)=xy+zz

These equations appear similar but the variables are used differently.

2.2. Five ways to use variables. We will discuss five ways of use in turn. In each of these equa-
tions, the variables are free (not quantified; see Section 5). Equations with free variables determine
relations on the real numbers (solution sets). We stress again that one cannot describe variables
without specifying the domain of interpretation; in these examples that domain is the reals.

(1) Function arguments Life is now more complicated than when we considered arithmetic.
The expression = 4 3 does not denote a number; for each particular value that is substituted
for z, we get another number (the first plus 3). An expression like x + 3 determines (or
represents) a function. In fact, we take advantage of this and write the equation y = x + 3.
This equation is neither true nor false. Rather, it defines a subset of & x ¥: the collection
of pairs (a, b) such that b = a + 3. And so we compute the ‘add 3 function by substituting
a value for x and evaluating the expression.

(2) Unknowns The solution set of an equation in one variable is a subset of the real numbers.
That is, 322 +5x+2 = 0 defines the subset!! of those numbers a such that 3a2+5a+2 = 0.
Now since the real numbers satisfy the distributive law: 3a® + 5a + 2 = (3a + 2)(a + 1).
And since the real numbers satisfy the zero product property'? (3a +2)(a +1) = 0 implies
that 3a +2 = O or a + 1 = 0. So the only two numbers that satisfy the given equation are
—2/3 and —1. So 3z? 4+ 5z + 2 = 0 is a fancy way to describe the set {—2/3, —1}.

In this context, the word unknown is often used instead of variable. We are trying to
find what values can be substituted for = to make the equation true. In the contexts where

9Techni(:ally, the 3 in Equation 1 is a numeral, a name for a number. Trying to make this distinction in the lower
grades was one of the notorious follies of the ‘new math’. But it is essential in algebra to distinguish between expres-
sions or equations which are formal statements that either represent numbers, functions, or have a truth value. We have
used the same symbol for the numeral and the number it denotes.

10m fact, if we introduce ™ as an abbreviation for the product of n x’s, we have defined the class of polynomials
as done in high school algebra.

"One may write {a : 30> + 5a + 2 = 0} to denote this set.

2Mathematicians would say “have no non-trivial zero divisors’

5



high school students first meet unknowns there are usually only a finite number of values
for the unknown that satisfy the given equation(s). But as the next example shows, this is
misleading.

(3) Curves and higher dimensional equations The equation 2° + y? = 1, is a less trivial
example. It defines the unit circle; all pairs of numbers (a, b) such that a® + > = 1. In
example (1) we have defined the graph of a function. We just described the graph of a
relation that is not a function. The solution set of an equation in n variables is a subset of
R, a set of n-tuples of real numbers.

(4) Function familiesln the first context we vary the argument by choosing which number to
substitute for = and then we compute the value of ‘add 3’ at that argument. In addition
to varying the input of a process, we may also change certain parameters to reflect similar
relationships. Consider the bouncing ball experiment [GolOO]: A ball is dropped from
various heights and each time we measure the height to which it bounces back. We collect
data and to analyze it we fix the following vocabulary. The ‘manipulated variable’, d, is
drop height - the distance above the ground from which we drop the ball. The ‘responding
variable’, b, is bounce height - the distance above the ground the ball rises to. Suppose
that the data shows the bounce height is 3/4 of the drop height. How do we represent that
information as an equation? We write

3
b=-d
4

and interpret this equation exactly as in way 3). But this example illustrates the flexibility
of our notation. b = %d, is the result of substituting 3/4 for the variable & in the equation
in three variables b = kd. For any particular ball, we find that the ‘bounciness’ (more
formally ‘coefficient of resiliency’) & is constant. Thus we have a family of equations with
the parameter k; we say the bounce height is proportional to the drop height.

So our analysis of the bouncing ball represents a more general phenomena. We have an
equation in several variables (for simplicity: k, d, b); thus it defines a subset of $3. For any
particular choice (substitution) of a value for k, we get an equation with a ‘manipulated’
(or independent) variable d and a ‘responding’ (or dependent) variable b. To describe
the graphs of these equations we consider substitutions of real numbers into the equation
b = kd; these give us a subset of R2.

(5) Quantified Variables We discuss several aspects of quantification.

(a) Free and bound variables An occurrence of a variable x in a statement is bound if it
lies in the scope of a quantifier (V or 3)'. Otherwise the occurrence is free. Thus for
example in the statement

(Fy)y < 2,
y is bound and z is free. A statement with n distinct free variables defines a subset
of R". Logicians call a statement with no free variables a sentence; like a declarative
sentence in English it is either true or false (in the particular mathematical structure
under consideration). We now describe the most common use of quantifiers in algebra.

13y is read “for all’ and Va:¢(z) is true in the reals if ¢(r) is true for each real number 7. Similarly, 3 is read ‘there
exists’ and Jx¢(x) is true in the reals if ¢(r) is true for some real number r. This description is the inductive step
in the definition of truth in first order logic. The further development does not appear in ‘algebra’ and so we do not
pursue it here. See any introductory text such as [Hed04, Mat72].
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(b) Laws of Algebra The equation x(y + z) = xy + xz is a problematic notation. If we
interpret it in the same way as the examples above we see that it defines  x R x R.
So we really meant to write:

(V) (Vy)(V2)x(y + 2) = 2y + z=.

This sentence is true because it is true no matter what triple of real numbers is substi-
tuted for the variables. The universal quantifiers V have bound the variables. Recall
that the solution of a finite set (system) of equations is those tuples of numbers that
satisfy each of the equations. Generally speaking, in high school algebra only univer-
sal quantifications of systems of equations or systems of equations with no quantifiers
appear. And often the universal quantifiers are omitted for convenience despite the
ambiguity.

(c) Limits One does not need more complicated inscriptions involving quantifiers to study
algebra. But the notion of limit does use several quantifiers. To say that the limit of a
function f at the point a is b, we write:

(Ve)e >0 — (30)d > 0A [(Va)|lz —a| <0 — |f(x) —b] <.
It is exactly this greater complexity that led to the confusion around the notion of
variable in the 17th and 18th centuries that we discuss in Section 2.6.

2.3. Polynomial rings and Polynomial Functions. As we noted above, for the purpose of al-
gebra, expression is another name for polynomial. And by definition, the sum or product of two
expressions is another expression. Naturally, one wants to simplify notation by identifying two
expressions which induce the same function on the reals. The laws of rings then justify the usual
procedures in algebra for ‘simplifying expressions’. The resulting structure can be described in
other ways. The expressions discussed above correspond to the elements of the ring R|x] studied
in abstract algebra. The operation of each element of R[z| on R by substitution is then called a
polynomial function. As an alternative to the concrete definition of operations on R[x] we have
just given, the notion of variable can be avoided by appealing to more sophisticated algebraic con-
structions (e.g. [Lan64] pages 180-182). A different construction more allied to the ideas here is
common in universal algebra [Gra68].

2.4. The choice of interpreting structure. In Section 2.2 we gave five examples of how to in-
terpret equations in the vocabulary (4, x,0, 1) in the real numbers. The choice of structure is as
essential aspect in understanding a particular use of variable and very much dependent on the sit-
uation. And while the usual choice in high school algebra is the real numbers, the correct solution
of some problems in high school algebra depend essentially on a choosing a different structure for
the value of the variables. Consider for example the question of how many buses, each carrying 45
students, are needed to transport 128 students. The problem situation calls for an integer answer.
A natural first step is to construct the function f(b) = 45b which tells us the number of students
that are carried by b buses. We want to know for what value of b, f(b) is 187. But the equation
45b = 128 has no integer solution; 45 does not have a multiplicative inverse in the integers. But
we can find the answer by operations on the integers: quotient and remainder. We must look more
closely at the specific situation to determine how the quotient determines the actual solution. In the

bus problem we increase the quotient by 1 since we must accommodate the remaining students. If
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the problem asked how many figurines requiring 45 ounces of plaster each can be made from a 128
ounce cannister of plaster the answer would be the quotient. This sort of problem is very sensitive
to practical meaning of the quotient and the remainder.

The distinction between discrete and continuous quantity is reflected in the mathematical differ-
ence between the reals and the integers (viewed as structures for (+, x, 0, 1). The reals satisfy14

(Vz)zr =0V (Jy)yx = 1;

the integers do not. But we can (indeed must) consider the meaning of quotient and remainder
in the division algorithm: m = dq + r for the integers. This example also illustrates the advan-
tage of considering two domains for the same equation. We can graph in the reals and see an
approximation to the integer solution.

2.5. Productive Ambiguity. Grosholz introduces the notion of productive ambiguity. On page 24
of [Gro07] she writes “When distinct representations are juxtaposed and superimposed, the result
is often a productive ambiguity that expresses and generates new knowledge.’

A basic example that causes much confusion in Algebra I is the minus sign. ‘—’ denotes in
various contexts the unary operator denoting a specific negative number (—3), the unary operation
of additive inverse ((—)(—)3 = 3, and the binary subtraction operator (5 — 3). And an example
fundamental to the discussion here is functional notation: f(1) means the value of f at 1; f(a)
means the value of f at a for some unspecified a; f(x) means f. But students learning the notation
may well think that each notation denotes multiplication by f.

The equals sign: The confusion between the ‘evaluation” meaning of equality and the relational
value of equality (which we used implicitly in Section 2.2) is well-known (e.g. [HK80, AS88]).
For those who know, this is a productive ambiguity. As studies such as [HK80] show, excessive
emphasis on the evaluative interpretation of equality in the early grades can have a disastrous effect
on student understanding. A third meaning of equality is given by Example 1.2. In the discussion
of the way: unknowns we construed the problem as finding the set of x on which the expressions
the left and right hand side of an equation have the same value. In view of the discussion of the way:
function arguments (see also Section 2.7.1), this can also be viewed as asking when the functions
defined on each side have the same value. That is, where does the graph of f(z) = 32% + 5z + 2
intersects the graph of g(z) = 0? Arcavi and Schoenfeld [AS88] earlier provided the following
example concerning this notion:

13

1 1 2
M (Vx)[x— 1 z+1 T o2 1]
2 1 1
2) Wl = 701 731

They point out that in one context Statement 1 represents the subtraction of two rational ex-
pressions while in another context Statement 2 represents the partial fraction decomposition of
the rational function x22—1' In order to make sense of the second statement we must modify our
meaning of equality to mean: either the expression on the left and right are both defined and equal
or neither is defined. When studying integration in calculus, we regard the rational expressions
in Statement 2 as defining functions (just as in the function argument way of use.Thus we could

141 the following we use V for ‘or’; dually we would write A for ‘and’.
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(though not in high school) regard this as a statement about function spaces.'> Again, we see that
specifying the domain in which inscriptions are interpreted is necessary to clarify the productive
use of the same symbolic expression in different situations.

2.6. A brief history of variables. According to Mates [Mat72] the first use of letters as vari-
ables occurs in Aristotle: in the Prior Analytics A stands for an arbitrary term of syllogism; in the
Physics it is a measure of force. Letters also stand for arbitrary points in Greek geometry and pairs
of letters stand for line segments. But only with Diophantus do letters represent pure numbers (i.e.
positive integers) giving rise to the term Diophantine equation). The Greeks speak geometrically
of distinct notions of points, line segments, and areas and do not allow for ‘numbers’ that might
measure various dimensions. Mahoney ([Mah94], pages 35-36) notes that Viéte in the 17th cen-
tury denotes both unknowns and parameters by letters and the significant consequence that he can
develop formulas in the coefficients for the solutions to equations. The semantics is of the substi-
tutional type but Viéte allows only positive numbers as values. He retains the Greek concept of
dimension and rather than having a operator for powers, he speaks of square and cubic by special
symbols. Descartes ([Mah94], page 43-45) makes several crucial extensions: exponentiation is
represented by superscripts; the notion that the powers of a variable have different dimensions is
abandoned: the expressions can take values anywhere in the real field. But, new notions of vari-
able are introduced with the beginning of calculus and the study of limits. Newton spoke of the
ultimate ratio of quantities, of nascent and evanescent quantities. Several 18th century variants on
the notion of variable quantities are described in [Dom04]. There seems to be confusion at that
time between what developed into our modern notions of variable and function. Thus many 18th
century writers [Dom04] speak of the limit of a variable where we would speak of the limit of
a function. Leibnitz introduced the word function and gradually through the work of e.g. Euler,
D’ Alembert, Cauchy and Dirichlet the function notion triumphs.'® But the metaphysical notion of
variable quantity remained. It is only in Frege’s 1879 Begriffsschrift'’ that Church ([Chu56], page
23) finds, ‘the elimination of the dubious notion of variable quantity in favor of the variable as
a kind of symbol’. And finally the extension to truth in arbitrary mathematical structures, which
clarifies the distinction between discrete and continuous quantity is taken during the early 20th
century. This culminates in Tarski’s 1933 definition of truth. Considering different structures is
what makes the discussion here a Tarskian as opposed to a Fregean treatment.

2.7. Two Claims. We make two claims,'® one mathematical and one pedagogical.

2.7.1. Claim 1: In algebra, the substitutional approach subsumes the functional approach. We
take as understood the notion of a unary function'” on the reals as a rule that determines a value for
each argument. Moreover, in algebra (by definition) each rule is given by a (piece-wise) polynomial

5The elements of a function space are functions; these are standard tools in advanced analysis

16A¢ first, a function is given by a formula although possibly one involving an infinite series. Dirichlet in 1837
allows more generalized notions of law defining a function. And the current set theoretic notion comes only after
Cantor.

"This booklet of Frege is often seen as the foundation of modern symbolic logic and quantification theory. ‘Be-
griffsschrift’ means ‘formula language’ or as we now say formal language.

8Neither of these claims in original. In fact, I can provide no source; I have ‘known’ them for as long as I can
remember. I do recall working out how to prove the first when teaching a course for middle school teachers.

A unary function depends on a single input; our remarks extend easily to functions of several variables
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function p(z).?° In high school algebra, we frequently define functions by saying y = = + 3 or
f(z) = = + 3 or more generally f(x) = p(x) where f is a function symbols introduced at this
point and p(z) is a specific polynomial such as 22 + 7z + 3. And as noted in Example 1, the graph
of the function f is the set of pairs (a, p(a)) = (a,a®+ 7a+ 3) for a € R. In Example 1, we wrote
y for the value of the function; we could as well write f(z) = 2 + 3. *!

2.7.2. Claim 2: ‘Variable quantity’ is an archaic term. We have just noted the standard fact that
the substitutional approach provides a mathematical explanation of the connections between func-
tions and variables in algebra. Despite the several hundred year history of ‘variable quantities’,
they are a mischievous notion in this context. By focusing on input and output rather than rule,
‘Variable quantities’ emphasizes the wrong notion. As we described in Section 2.6, the notion of
variable quantity arose as a mixture of the modern notions of variable and function. The key notion
to explain ‘regular variation’is function. The rule for a function provides a definite value for each
input. Rather than quantities changing, different arguments and values are considered. We have a
definite correspondence rather than some indefinite object changing. The modern formulation of
the limit concept (either in terms of € — ¢ or nonstandard analysis) is based on this understanding
of variable. In fact, it was only this understanding of variable that allowed Abraham Robinson to
put nonstandard analysis*? on a solid footing.
To emphasize this point we contrast it with the view of Chazan who writes:

In common parlance, there is a view of quantity as amount, a static view, whereas
mathematicians think of quantity as something whose value can change. ([Cha00]
p. 85)

This contrast is less sharp than the historical distinction between the static and dynamic view
of variable/quantity. For example in the late 18th century encyclopedia of Diderot and D’alembert
(translation in [Dom04]), we find:

In geometry we call variable quantities those quantities that vary following any law.
Such are the abscissae and the ordinates of curves, their osculating radii, etc. They
are called that way as opposite to constant quantities which are those that never
change, like the diameter of a circle, the parameter of a parabola, etc.

We see a central distinction: the static view assigns to some object (variable” or quantity) dif-
ferent values; the dynamic view sees the quantity or variable assuming values (usually with respect
to a rule). Thus the dynamic view tends to conflate variable and function.

Chazan goes on to quote Kaput :

Quantities are conceptual entities that exist in people’s conception of situations.
A person is thinking of a quantity when he or she conceives a quality or event in
such a way that this quality is measurable or countable. A quantity is composed
of the object, an appropriate unit or dimension and a process by which to assign a
numerical value to the quality. ([Cha00] p. 85, [Kap89], p. 45)

20A function p is piece-wise polynomial if the reals are partitioned into intervals and the restriction of p to each
interval is given by a polynomial. It is an easy extension to consider rational expressions (ratios of polynomials).

21Formally, we add a unary function symbol f to the language. But the specification of the formal language is not
appropriate in high school.

22 Abraham Robinson famously established in the 1960’s a framework for studying infinitesimals that is as rigorous
as the e-0 foundation for calculus.

23And on the Fregean view espoused here a variable is just a letter.
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We agree with Chazan that the common view of quantity is static. And indeed careful reading
of the quote indicates Kaput shares this static meaning.** The point is made even more sharply by
the mathematician Susanna Epp *[Epp08]:

It is especially in connection with functions that people describe a variable as ‘a
quantity that can change’ or say that variables x and y ‘truly vary’. But this termi-
nology can cause students to think of variables as a bizzare new kind of being.

It seems that both ‘common parlance’ and mathematicians share the static view of quantity. In
common language one speaks both of a quantity of wheat and more specifically of four bushels.
So it hard to understand the contrast Chazan makes. If he means, one assigns values to a quantity,
the two clauses describe the same concept. If he means variable quantity in the dynamic sense
described above then the notion is not the modern mathematicians notion of quantity.

We should apply Occam’s razor: one should not increase, beyond what is necessary, the number
of entities required to explain anything. The student arrives with a static view of quantity as
amount. This view is reflected in the modern understanding of how to interpret variables and
functions. So rather than reintroduce the confusions of the 17th century, we should simply use the
substitutional approach to variable.

Our argument is not with such manners of speaking as, ‘as time varies’. Our objection is to the
notion that a ‘varying quantity’ provides some new and different idea of variable than that studied
in solving equations.

Kaput raises a further issue about quantities: measurement versus counting. Note that purely
mathematically this issue is addressed by the two components, syntax and semantics, that we
have used to describe variables. If we write 3x + 2 = 7, we can interpret and attempt to solve
that equation either in the real numbers as we described for concreteness above or in a discrete
structure (the natural numbers or the integers). Which is chosen depends on the third vertex of our
triangle: situation. Measurement calls for interpretation in the reals or rationals; counting in the
integers or natural numbers.

3. SITUATION AND QUANTITY

In Section 2, we examined two vertices of our fundamental triangle, syntax and semantics, and
the edge, interpretation, that connects them. This analysis did not require the word quantity; we
contrasted our approach with others that use that concept. But Section 2 concerned the relations
between a language of mathematics and numbers. In this section, we consider how to connect
these domains with concrete problem situations. And for this the notion of quantity is central.

Schwartz [Sch] distinguishes between ‘nominal’ and ‘adjectival’ quantity. By nominal (or noun-
like) quantity or ‘pure quantity’, he means numbers; we’ll just say numbers. But his notion of
adjectival quantity is much more subtle. Unlike the view of Chazan that we critiqued above,
Schwartz’s notion is of definite quantity. He asserts (page 9) that ‘adjectival quantity may be
thought of as having the following structure: {measure, attribute}.” He further distinguishes that
the measure may be by either ‘count nouns’ (cardinal numbers) or ‘mass nouns’. In order to
specify, e.g. the attribute width, which is measured by a mass noun, one must assign a unit and
measure. So we make the representation (cardinality of set, definition of set):

There are four apples. {4, apples}
24 bit further on he writes, ‘While we can in principle assign a numerical value to a quantity, we needn’t do so in

order to engage in quantitative reasoning.” ([Kap89], p. 45)
2They were made equally forcefully 75 years ago by Tarski [Tar65] on page 4 and again on page 100.
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or
((magnitude, unit), attribute):

The door is three feet wide. {(3.ft), door’s width}

We reflect the distinction between mass nouns and count nouns by the choice of the mathemati-
cal structure in which the inscription is interpreted. Thus, count nouns are interpreted in the natural
numbers. Schwartz emphasizes that the measurement of a mass noun yields a non-negative rational
number. He then studies the difficulties of calculation with adjectival quantities. An immediate ob-
stacle is that the results of measurement are not closed under arithmetical operations. The natural
numbers are not closed under subtraction or division. And the positive rationals are victims of the
Pythagorean paradox: if we suppose to have measured the two legs of a right triangle, we cannot
precisely measure the third side.

Schwartz makes an insightful analysis of many operations on adjectival quantities. But there
are many cases to consider (at least four operations, at least three aspects of each quantity that
is an argument for the operation). We argue that the notion of adjectival quantity is extremely
useful for mathematizing a problem. And Schwartz’s analysis is valuable in the teaching students
to understand the use and meaning of arithmetic operation. But once the mathematical equations
expressing a specific situation have been set up, the solution of the problem should proceed entirely
in the mathematical domain. Let’s examine this in a particular case.

3.1. Pizza problem. This problem adapted to a local situation an example in [LM99] and has been
given both on exams and for class discussion to several cohorts of students in Methods of Teaching
Secondary Mathematics. These were either graduate students or advanced undergraduates. These
future teachers are asked to analyze a student’s reasoning; the exact problem the student was asked
to solve is deliberately left vague.

I went to the Pompeii restaurant and bought the same number of salads and small
pizzas. Salads cost two dollars each and pizzas cost six dollars each. I spent $40 all
together. Assume that the equation 25 + 6P = 40 is correct. Then,

25 + 6P = 40.
Since S = P, I can write
2P + 6P = 40.
So
P = 40.

The last equation says 8 pizzas is equal to $40 so each pizza costs $5.
What is wrong with the above reasoning? Be as detailed as possible. How would
you try to help a student who made this mistake?

In each case only about one-half of the students identified the source of the difficulty: P is the
number of pizzas 1 bought; not the cost of the pizza, and not ‘pizzas’. This problem proved an
effective way of drawing the students attention to the need to identify the variable verbally (e.g.

number of salads) and determine what set of numbers it ranges over.
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In Schwartz’s notation, the variable P should identified as the currently unknown count of the
number of objects in the set: pizzas.?® If we attempt to follow the analysis and identify the appro-
priate variable at each stage in the solution, we run into trouble. After applying the distributive law
P, we have the equation

8P = 40.

This no longer directly corresponds to our original data. We have at least two ways to describe
the quantities in this situation. We can think of P as the number of ‘meals’ (where a meal is a pizza
and a salad) bought. In that case the coefficient 8 is the price of a meal. Or we can retain P as the
number of pizzas and indeed retain that 8 is the ‘amount spent when buying each pizza’. But now
the amount is not cost of a pizza but the cost of a pizza-salad combination.

Note that we in interpreting the situation we must carefully describe not only the quantity cor-
related to each variable but to also the quantity correlated to each coefficient. It is only when both
of correspondences have been established that the correctness of the equation can be assessed by
unit analysis. Agreement of units on the two sides of the equation is a necessary but by no means
sufficient test for a correct mathematization.

Schwartz’s notion ([Sch], page 21) of intensive quantity provides further insight into the assign-
ment of quantities to coefficients in such situations. These are descriptors like price per pound,
miles per gallon, miles per hour. A first test for the adequacy of a formula purporting to describe
a physical situation is that each coefficient and variable can be labeled by a meaningful quantity.
This is a good test of purported descriptions of physical relationships obtained by curve fitting.

One advantage of algebra is that we do not necessarily have an assigned meaning for each
variable that remains the same throughout the computation. We had said in [BLROO] that the
example shows that this is often impossible, even in very simple situations. But a more careful
examination disputes this claim. If we attempt to provide a semantics of quantity in the Schwartz
sense for each equation in the calculation, we must determine the ((magnitude, unit), attribute)
of each variable and of each coefficient. And, at least in this case, we can maintain the quantity
assigned to the variable P by carefully construing the coefficient.

To elaborate a bit, in the given equation 25 + 6P = 40, the coefficients 2 and 6 indicate unit
prices of salads and pizza. 2 and 6 are not 2 dollars and 6 dollars; they represent 2 dollars/salad
and 6 dollars/pizza. So, the addition of them doesn’t result in 8 dollars; it is 8 dollars/(salad
and pizza), or meals as we wrote above. For arithmetical as opposed to algebraic reasoning, it
is important to know that the sum of the unit prices of different units requires a new unit for the
sum. If we continue this fine analysis, one might think that in the equations 2P + 6P = 40 and
8P = 40, each P refers to a different unit: the number of salads, the number of pizzas, and the
number of (salads and pizza) in order. But this neglects the fact that in the problem situation these
are the same number. Again, one power of algebra is that we do not have to worry about such
matters. If our formal algebraic reasoning is correct and we have assigned the proper meaning to
P at the beginning of the calculation, the value of P that we find has that meaning, the number of
pizzas. Of course, this power is not needed for all problems. Koedinger and Nathan [KN04] argue
that for certain problems intuitive argument is more effective for algebra learners than symbolic
manipulation.

21 the li ght of Schwartz’s analysis, we offer a different analysis of this situation than in our earlier paper [BLROO].
We retain the original moral; algebra is safer and easier than too-fine an analysis.
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Recall we have a triangle: equations, mathematical structure, and situation. In order to set up
the equations, we have to make a semantic analysis of the situation and establish what measure of
each attribute we want to assign to each variable. If these attributes are measured by mass nouns
we want to interpret the variables in the reals; if they are count nouns we want to interpret them in
the integers.

The key point is that the role of the semantics of quantity is to set up mathematical equations.
If the variables have been properly assigned an attribute and its measure, the equations correctly
reflect the situation, and the algebraic calculation is performed correctly, the final value of the
variable is the number that gives the required measurement. There is no need to keep track of the
semantics of the attributes during the calculation. As Schwartz has pointed out; nevertheless, such
an analysis may sometimes clarify understanding.

4. SUMMARY AND CONSEQUENCES FOR TEACHING

We have made four points. There is an established semantics for mathematical language. It
provides a cogent and complete explanation of the purely mathematical use of variables and func-
tions. However, to connect concrete problems with algebra one must not only interpret variables in
numbers but connect the variable with the concrete situation. The notion of quantity (and indeed of
adjectival quantity) play an important role in establishing a mathematical description of a concrete
situation. This use does not fall back on the vague notion of a variable quantity. Rather, it assigns
a measure to some attribute. There is no need, and it is often counter productive, to continue the
semantical analysis of quantity during an algebraic calculation.

How does this analysis affect teaching? The point is not a change in content but a greater real-
ization of the unity of the various topics. The crucial point that a variable is a symbol is standard
in many algebra texts ([Edu(09, Bea0O, Mea94]). By using the unifying substitutional approach,
we can present students with different aspects of the same notion rather than a parade of distinct
notions. The generalized arithmetic and functions approach to algebra are seen to be two sides of
the same coin. Let us answer Chazan’s question ([Cha00], page 89), ‘What is an expression?’. An
expression is a concrete object, a polynomial, such as 22 + 7x + 3. Two things we can do with a
polynomial are the two notions Chazan sees as conflicting: evaluate the polynomial at a particular
number by substitution and define a function by writing f(x) = 2? + 7z + 3. The uses are com-
plementary not conflicting. And indeed we should continue as Chazan does in his development to
motivate ‘simplification’ as providing a more useful expression describing the same function (See
Section 2.3). Rather than introducing confusing notions of variable quantity, focus on the role of
functions in representing change. The same notion of variable underlies the solution of equations
and writing formulas for functions. Not only does the substitutional viewpoint emphasize the re-
inforcing aspects of function approach and the generalized arithmetic approach to algebra but it
provides a clear foundation for analytic geometry. The connections between solutions of equations
in one variable and several variables was already explicit in Examples 2 and 3 of Example 1. The
development of functions in the with a table of values in the Overland Trail Unit (([ARO3], page
258) of the Integrated Mathematics Program is a way of introducing quantity and variable that co-
heres with our analysis. Indeed, the exercises on ‘ox expressions’ in [AR03] help instill the notion
of substitution as well as providing symbolic representations for functions. In another direction
the teaching experiment of Mara Martinez [MBOS8], which combines mathematical experimenta-
tion with the beginnings of proof, makes the substitutions explicit as students develop their own

expressions for a numerical relationship.
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Daniel Chazan suggested comparing the treatment here with his study of the ‘ship problem’
on page 77-85 of [Cha00]. The problem deals with two ships that proceed in opposite directions
from a given point at speeds of 22 and 28 knots. It asks when they will be 125 nautical miles
apart. Chazan contrasts what he calls the ‘traditional’ (static) and the ‘dynamic’ method. In the
traditional solution, one takes the distance at time = as 50z and sets 50x = 125. In Chazan’s
dynamic approach one considers the two functions: f(x) is the distance apart of the ships after =
hours; the second is the function g(x) which is a constant 125.%” Then one determines where these
two functions agree. Under our analysis these are not two solution methods but two steps in the
solution. Chazan’s dynamic method explains in clear and welcome detail why the equation solved
by the static method is appropriate. Defining the functions correctly requires attention to quantity.
That is to define the function f(z) as the distance between the ships at time x, we must look at
the expressions 22x and 28z and realize that adding them gives this distance. That decision refers
again to the specific situation and requires the geometric input that the ships are going in opposite
directions. But, having established that f and g are functions whose graphs intersect at the required
value of z, to actually find the solution one must have a method for determining the intersection
point. And any exact solution depends ultimately on solving the equation in the traditional sense.
(Graphical methods can give approximations.) We discuss a similar approach to ‘sink problems’
in [BLROO].

In [BLROO], we discuss in more detail the role of ‘word problems’ in introductory algebra. In
general, these problems are not studied because the answer to specific contrived questions are
interesting. Nor are the techniques of algebra necessarily the best method of finding the answer to
a specific problem. For certain simpler problems Koedinger and Nathan [KN04] showed a solution
in arithmetic is often more natural and easier for 9th graders than an algebraic formulation. But the
real problems of science and engineering require that passing from the set-up in terms of quantities
to purely mathematical solutions. And these mathematical solutions eventually require much more
complicated technical manipulations. In beginning algebra students are provided examples they
can solve in multiple ways to develop confidence in the algebraic method.

Our analysis of quantity has several consequences: it provides a framework for setting up equa-
tions when solving word problems; it emphasizes that the effort in understanding quantity is es-
sential for mathematizing but not for calculation. Further, if the problem is phrased so that the
solution calls for discrete quantities, the third vertex of our analysis comes into play. The variables
should be interpreted in the integers rather than the reals.

In [HFHO8] the authors analyze teachers failure to attend to meaning in several episodes. In a
section concerning the potential impact on student learning, they object to ‘non-referential sym-
bolic reasoning’. We have argued for a refinement of this notion. While agreeing with the im-
portance of meaning in mathematizing a problem we have pointed out (particularly via the pizza
problem, Section 3.1) that insisting on maintaining the connection with the concrete throughout
a computation can be counterproductive. Our distinction between ‘semantics’ and ‘situation’ dis-
tinguishes two sorts of mathematical meaning: meaning of symbols in a mathematical context
and interpretation of mathematical statements in the physical world. Both of these notions are
discussed in [HFHO8], but the distinction is not emphasized.

[CYLOS] reports the teachers have a clear psychological distinction between a ‘functional’ and
‘substitutional” approach to variable. In particular, the teachers are asked to solve the equation:

27 — g2,

27Interestingly, in the 18th century meaning, f would be a variable quantity and g a constant quantity.
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The teachers report that they could not solve it strictly by symbolic manipulation and by using
calculators (and the idea of comparing functions) they realize that there are(depending on the
teacher) two or three solutions. This is the kind of problem that one (optimistically) tried to get
precalculus and calculus students to reason about as the function notion was introduced. It is
striking that the teachers in [CYLO08] regard the functional approach to equations as a ‘new concept’
when it has been a standard topic of Calculus I for at least the century that this course makes sense
and a highly emphasized topic under the aegis of ‘reform calculus’.

But the teachers have hit upon a key point. If algebra is about finding closed forms for solutions
then it is not an algebra problem. However, it is the substitutional approach to variable (in
the structure (R, +, x,2%,0, 1)) immediately provides an account of the assertion that there three
solutions and so, as indicated in Section 2.7.1, the functional approach does as well. Of course,
justifying the approximation to the third root requires methods far beyond first year high school
algebra.

Variables are a core notion in algebra. They can be described only in a context which includes
a syntax, what operations may appear in expressions using them and a choice of the mathematical
structure in which the variables are to be interpreted. In order to study concrete problems each
variable must be taken to measure (or count) some attribute or object. Separating these three
aspects of variable can clarify algebraic applications. Our analysis emphasizes the complementary
nature of the traditional algebraic use of variables as unknowns and their more modern use as
arguments of functions. Thus, the development of the function concept as recommended in (e.g.
[OCPOS, ST98]) is compatible with this analysis. The two interpretations in our discussion of the
ship problem of an equations such as

28z 4 22x = 125

provides one more instance of the productive ambiguity discussed in Section 2.5. Recognition of
these productive ambiguities can be a crucial teaching tool. By realizing that different interpre-
tations will arise and not stressing too much the particular one occurring in a particular class, a
teacher can prepare students for different uses of notation that the student may confront later.

The distinctions in this paper direct attention away from the misleading notion that several dif-
ferent concepts of variable appear in beginning algebra. By establishing that variables are just a
particular kind of symbol, it focuses attention on establishing the concrete referents of those sym-
bols (e.g. the number of pizzas) when translating a verbal problem to a mathematical one and on
the mathematical referents (e.g. integers) when solving the problem.
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