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Abstract

We give a detailed presentation of the first example of hyperbolization of a
knot complement, due to Riley [Ri1].

Chapter 1 is dedicated to theoretical background. In particular, we intro-
duce the concepts of knot theory, Kleinian groups, fundamental domains,
Poincaré’s Polyhedron Theorem, and hyperbolic 3-manifold theory.
In Chapter 2, we give an isomorphism between the fundamental group of the
figure-eight complement R3 \41 and a certain subgroup Γ < PSL(2,C). We
then make use of Poincaré’s Polyhedron Theorem to produce a fundamental
domain D for the action of Γ on the hyperbolic 3-space U3. As an outcome,
we obtain that Γ is discrete and torsion-free, so that the quotient space
D∗ = U3/Γ is a complete oriented hyperbolic 3-manifold of finite volume.
We finally use topological arguments to show that R3 \ 41 is homeomorphic
to U3/Γ.
In Chapter 3, we outline two related results: Mostow-Prasad rigidity, and
the Hyperbolization Theorem of Thurston in the case of knots.
Finally, we give as an appendix an unpublished article by Riley, accounting
his discovery.
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Introduction

Around 1978, William Thurston held the famous lectures entitled “The Ge-
ometry and Topology of 3-Manifolds” at Princeton. The related lecture
notes [Th1] are so rich and so deep that it is one of the main references
in the study of low-dimensional geometry and topology. Thurston’s genius
and geometric intuitions, crowned by a Fields Medal in 1982, still feed and
stimulate many geometers and topologists worldwide.

Chapter 3 of [Th1] is devoted to geometric structures on manifolds, and
begins with a section entitled “A Hyperbolic Structure on the Figure-Eight
Knot Complement”. There, Thurston states -in one page- that it is possible
to “see” the complement of the figure-eight knot “∞” or “41” in R3 as a
complete hyperbolic 3-manifold of finite volume constructed by gluing two
ideal regular tetrahedra together in a certain way. He also mentions that
Robert Riley produced a compatible hyperbolic structure on the figure-eight
complement.
In fact, already in 1975, Riley gave in [Ri1] the first proof of this result.
Today, we know that most knot and link complements are hyperbolic. This
statement was at that moment only conjectured, and is now known as a
special case of Thurston’s Hyperbolization Theorem.

The aim of this work is to give a detailed presentation of the original proof
following Riley [Ri1] and to describe the explicit hyperbolic structure on the
figure-eight complement.
Since such a study involves different fields of mathematics, we give in Chap-
ter 1 the necessary theoretical background. In particular, we introduce the
concepts of knot theory, Kleinian groups, fundamental domains, Poincaré’s
Polyhedron Theorem, and hyperbolic 3-manifold theory. This should make
this work self-contained and accessible to non-specialists.
In Chapter 2, we make use of these tools to work out Riley’s approach.
More precisely, we give an isomorphism between the fundamental group of
the figure-eight complement R3 \ 41 and a certain subgroup Γ < PSL(2,C).
We then make use of Poincaré’s Polyhedron Theorem to produce a funda-
mental domain D for the action of Γ on the hyperbolic 3-space U3. As an
outcome, we obtain that Γ is discrete and torsion-free, so that the quotient
space D∗ = U3/Γ is a complete oriented hyperbolic 3-manifold of finite vol-
ume. Finally, we use topological arguments based on Waldhausen [Wa] to
show that R3 \ 41 is homeomorphic to U3/Γ.
In Chapter 3, we give some remarks on two important related results:
Mostow-Prasad rigidity, which implies that R3 \ 41 is isometric to U3/Γ
and to Thurston’s glued tetrahedra, and Thurston’s Hyperbolization Theo-
rem applied on knot complements, which gives a criterion to decide whether
a knot complement can be hyperbolized or not.
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Finally, we give as an appendix an unpublished paper by Riley, in which
he describes the context and stages before and after his discovery, and his
encounter with Thurston.

Notice that the formal definition of “hyperbolic structure” is the implemen-
tation of a Riemannian metric of constant negative sectionnal curvature
(which can be normalized to −1). However, we will follow Riley’s initial
approach, which did not deal with Riemannian geometry.

Good introductions and surveys of hyperbolization of knot complements can
be found in [Ad2], [CR], or [Mi2].
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Chapter 1

Toolbox

Preliminary remark. The goal of this chapter is to provide all necessary
tools to understand how the hyperbolization of a knot complement can be
performed. In particular, we have tried to provide a sufficient mathematical
background to make the article of Riley [Ri1] accessible.
An experienced reader can easily omit one, several or all sections, and a less
experienced (or more interested) reader will find the important definitions
and results, and at the begining of each section references to the books and
articles which have been used to ellaborate it. Proofs, details and additional
material can be found there.

1.1 Fundamental Group

First of all, let us recall some important definitions and facts concerning
fundamental groups and topological manifolds. More informations can be
found e.g. in [Le].
Given a topological space X, we can consider closed continuous curves in
X:

Definition. Let x0 ∈ X be a basepoint and I:=[0, 1] the unit interval of
R. A loop in X based at x0 is a continuous map α : I → X such that
α(0) = α(1) = x0.
The product of two loops α0 and α1 : I → X based at x0 is written α0 ◦α1,

and defined by (α0 ◦ α1)(s) :=

{
α0(2s) , for 0 ≤ s ≤ 1

2

α1(2s− 1) , for 1
2 ≤ s ≤ 1

.

For a loop α : I → X based at x0, the loop α−1 : I → X such that
α−1(s) := α(1− s), ∀s ∈ I, is based at x0 and called the inverse of α.

In order to introduce the concept of fundamental group of a manifold, a first
notion to mention is the notion of homotopy:

Definition. Let X, Y be topological spaces, and f, g : X → Y continuous
maps.
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A homotopy from f to g is a continuous map H : X × I → Y such that
H(x, 0) = f(x) and H(x, 1) = g(x), ∀x ∈ X.
If there exists a homotopy from f to g, then f and g are said to be homotopic,
written f ' g.

Proposition 1.1. Loop homotopy is an equivalence relation.

So, given a topological space X and a basepoint x0 ∈ X, we can sort the
loops based at x0 in homotopy classes:

Definition. The fundamental group of X based at x0 is defined to be the
set of all homotopy classes of loops based at x0, and denoted π1(X,x0).

Proposition 1.2. π1(X,x0), together with the product of classes defined by
[α0] ∗ [α1] := [α0 ◦ α1], is a group, with neutral element cx0 := [cx0 ], where
cx0 : I → X such that cx0(s) := x0 ∀s ∈ I.
The inverse of [α] is [α]−1 := [α−1].

In spite of its quite simple definition, the fundamental group is a powerful
tool to study topological and geometric properties of manifolds.
As an example and a preparation for the following, here is a result that
shows how the fundamental group can be used to work with topological
spaces (and especially with manifolds):

Definition. Two topological spaces X,Y are homotopic equivalent :⇔ there
exists continuous maps f : X → Y and g : Y → X such that f ◦ g ' IdY
and g ◦ f ' IdX .

Proposition 1.3. If X,Y are homotopic equivalent spaces, and if f : X →
Y is continuous, then π1(X,x0) ∼= π1(Y, f(x0)) ∀ x0 ∈ X.

Remark. It is important to notice that the converse doesn’t hold: an isomor-
phism between fundamental groups does not imply a homotopy equivalence
between the space. The importance of this fact will be clarified in section
2.4.

The objects we will mainly study are topological spaces that “locally look
like” a certain “standard space”, e.g. R3 or H3. We now introduce the (more
accessible) notion of topological n-manifold, and will deal with hyperbolic
3-manifolds in Section 1.7.

Definition. A (topological) n-manifold is a second-countable, Hausdorff
topological space M such that each point of M has a neighborhood homeo-
morphic to Rn.

As the manifolds we will work with are all path connected, let us finally
recall the

Proposition 1.4. If X is path connected, then π1(X,x0) ∼= π1(X,x1) for
all x0, x1 ∈ X, and so we simply write π1(X).
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1.2 Group presentation

Topological groups (in particular, certain finitely presented groups) will be
an important part of the following discussions. For example, we have al-
ready encountered the notion of fundamental group, and the next section
will contain an important theorem about the fundamental group of a knot,
producing a presentation of this group.
Let us recall what a group presentation is, beginning from a very abstract
and general point:

Definition. Let S := {a, b, c, ...} be a set of elements, and S := {a, b, c, ...},
the set of all barred symbols of S.
A word in S is a finite string of elements from S ∪ S.

Definition. Let W (S) be the set of all words in S.
∅ denotes the empty word in W (S).
The concatenation (composition) of two words w1, w2 ∈ W (S) is the word
w1w2 ∈W (S).
For w ∈ W (S) the word w is the word w written backwards, with all bars
and unbars exchanged.

Let R ⊆W (S). We define the following relation on W (S):
For w,w′ ∈ W (S), w ∼ w′ :⇔ there exists a finite sequence of words w =:
w0, w1, ..., wn−1, wn := w′ such that each pair wi, wi+1 is related by one of
the following operations (stated for elements v, v′ ∈W (S))

• Cancellation: vaav′ ↔ vaav′ ↔ vv′, ∀a ∈W (S)

• Relation: vrv′ ↔ vv′ ∀r ∈ R

This relation is an equivalence relation on W (S).

Definition. The set of all equivalence classes is written Π := W (S)/ ∼.
Elements of Π are written [w].

Proposition 1.5. Π, together with the multiplication [w] ∗ [w′] := [ww′] is
a group, with neutral element 1 := [∅] and inverse [w]−1 := [w].

Remark. w ∈W (S) is often written w−1. Furthermore, one usually write w
instead of [w] for elements of Π when the context is clear enough.

Definition. A presentation for Π is given by 〈S : R〉. S is called the set of
the generators of Π, and R the set of relators of Π.

Examples. 1. Cn, the cyclic group of order n, has the presentation Cn =
〈a | an〉.

2. Dn =
〈
r, s | rn, s2, (rs)n

〉
is a presentation of the dihedral group of

order 2n.

Remark. A group may have many (equivalent) presentations.
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1.3 Knots, Knot Complements

Now that we have some minimal background of topology and group presen-
tation, we can start with knots.
The concept of knot is quite intuitive, but recent theory, related e.g. to
quantum physics and low-dimensional topology. We will see that the in-
vestigations on knot invariants can provide information about objects that
seem to have no relation at first sight, e.g. hyperbolic manifolds.
The following section will give a short introduction to knot theory, following
the books of Adams [Ad1], Lickorish [Li] and Prasolov & Sossinsky [PS], and
the lecture notes of Roberts [Ro]. The main goal will be to state a theorem
about the Wirtinger presentation of a knot group.
Let us begin with basic definitions.

Definition. A knot K is a subset of R3 or S3 homeomorphic to the circle
S1.

Remark. Thinking of knots in R3 or S3 ∼= R3 ∪ {∞} doesn’t make any
fundamental difference in knot theory, because knots and sequences of de-
formations of knots may always be assumed not to hit ∞.
From now on, knots will be considered as lying in R3, only for “imagination
comfort”.

Definition. An oriented knot is a knot with an orientation specified.

In a similar way that any closed knotted elastic can always be twisted and
stretched without changing its “structure”, knots are topological objects
that are invariant under such operations. This motivates the following defi-
nition.

Definition. Let K be a knot and 4 a planar triangle in R3 that intersects
K in exactly one edge of 4. A ∆-move is the operation of replacing K by a
new knot K ′ consisting in K with the intersecting edge of 4 removed, and
the two other edges of 4 added.

Figure 1.1: A ∆-move
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Definition. Two knots K and K̃ are said to be isotopic if there exists a
finite sequence of knots K =: K0, ...,Kn := K̃ such that each pair Ki,Ki+1

is related by a ∆-move.

Proposition 1.6. Isotopy is an equivalence relation.

Remarks. 1. Topologically, two knots K and K̃ are isotopic if and only if
there exists an orientation preserving piecewise linear homeomorphism
f : R3 → R3 such that f(K) = K̃.

2. From now on, ”a knot K” will refer to the isotopy class represented
by K, which will be written K instead of [K].

In order to visualise knots, a natural idea is to produce a projection of the
knot onto a drawing plane. This idea works, and in fact we will see that if
the knot is “well placed” (or if we choose a convenient projection plane), one
can have a one-to-one correspondance between a knot and a knot diagram.

Definition. Let p : R3 → R2 denote the standard vertical projection. K is
in general position if the preimage of each point of p(K) consists of either
one or two points of K, in the latter case neither of the two points being a
vertex of K.

Figure 1.2: Regular and irregular projections (Picture: [Ro], p.9)

Definition. Let K be in general position. A (knot) diagram D(K) of K
is the projection p(K) together with the “over-under” information at each
crossing.
The projection of an oriented knot gives an oriented diagram.
An arc of D(K) is any finite segment between two consecutive under-passes
of D(K).

The following proposition motivates the usual identification between a knot
and one of his diagrams and is not hard to prove (see e.g. [Ro], p.10).
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Figure 1.3: Knots diagrams (all of the same knot (!))

Proposition 1.7. 1. Any knot has a diagram.

2. From any diagram one can reconstruct the knot up to isotopy.

Now that we have sorted the knots in isotopy classes and provided a way to
represent them in diagrams, the next “natural” problem is to find a way to
combine knots with each other. This can be done quite easily.

Definition. A knot K is said to be the unknot if K bounds an embedded
piecewise linear disc in R3.

Definition. The sum K1 +K2 of two oriented knots K1 and K2 is defined
as follows:
Consider knots diagrams D(K1) and D(K2), and regard them as being in
distincts copies of R2. Remove from each R2 a small disc that meets the
given knot in an arc and no crossing, and then identify together the resulting
boundary circles, and their intersections with the knots, so that all orien-
tations match up. The unknot is the neutral element of the knot addition.

Figure 1.4: The sum K1 +K2

As in the case of Z, the operation “+” defined above leads to the concept
of prime knots.

Definition. A knot K is a prime knot if is not the unknot, and

K = K1 +K2 ⇒ K1 or K2 is the unknot.
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We now come to one of the main objects of the present work, the knot
complement and its fundamental group.

Definition. A knot invariant is an assignment to each knot of some al-
gebraic or topological object (e.g. number, polynomial, group, etc.) that
depends only on the isotopy class of the knot.

Definition. Let K ⊂ R3 be a knot. The complement of K is defined to be
R3 \K.

Theorem 1.1. R3 \K is a (non-compact) path-connected 3-manifold.

Definition. Let K be a knot. The group of K, written π1(K), is the
fundamental group π1(R3 \K).

Remarks. 1. Considering K as lying in S3 and considering the comple-
ment S3 \ TK , where TK is a tubular non-self-intersecting neighbor-
hood of K (homeomorphic to a torus), gives a compact version of the
knot complement: in this case S3 \ TK is a compact path-connected
3-manifold with boundary a torus.

2. π1(S3\TK) and π1(R3\K) are isomorphic, so the choice of the compact
or non-compact case is not very important in our context.

Theorem 1.2. 1. The knot determines the complement as follows: if
K1 and K2 are isotopic, then π1(K1) ∼= π1(K2).

2. Knots are determined by their complement as follows: if π1(K1) ∼=
π1(K2), then K1 and K2 are isotopic.

3. The knot group is an invariant of knots.

4. The group determines the knot.

The two theorems stated above seem elementary, but certain assertions,
in particular the third and fourth of the latter theorem, are quite difficult
to prove (for references see e.g. [Ro], p.62). They have many interesting
consequences. For example we can now try to find connections between
knots and manifolds. The natural hope is to get information about manifolds
directly by looking at knots, and vice-versa. A famous conjecture, the so-
called Volume Conjecture of Kashaev, states that the volumes of certain
manifolds can be obtained as values related to a given invariant on the
suitable knot (see e.g. [Sch] for more details).
We now come to the main goal of this section.

Definition. Let K be a knot and D(K) an oriented diagram for K.
To each crossing, assign a sign +1 or −1, according to the following figure:

If the crossing has sign +1, then it is called a positive crossing, and a negative
crossing otherwise.
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Figure 1.5: Positive and negative crossings

Theorem 1.3 (Wirtinger Presentation). Let K be a knot with corresponding
oriented diagram D(K) with n crossings.
Let g1, ..., gn be the arcs of D(K) and denote S := {g1, ..., gn}.
At each signed crossing, one has three incident arcs, labelled as follows:

Figure 1.6: Labelled incident arcs at positive and negative crossings

To each positive crossing, associate the relation g−1
k gigk = gj, and to each

negative crossing, the relation gkgig
−1
k = gj. Denote by R the set of all n

relations obtained in this way.
Then the fundamental group π1(K) has presentation 〈S : R〉.
This presentation is called the Wirtinger Presentation of π1(K).

So, given a knot K, we have a very elementary way to obtain a presentation
of π1(K).

In short, we now begin to see that there are connections between knots and
manifolds, and that groups play an important role in both settings.

1.4 Kleinian Groups of Hyperbolic Isometries

We now study another tool and investigate isometry groups, more precisely
direct isometries of the hyperbolic space H3. References for this sections
are the books of Ford [Fo], Katok [Kt], Matsuzaki & Taniguchi [MaTa], and
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Ratcliffe [Ra], and the articles of Riley [Ri1] and [Ri3].
First of all, we introduce the

Definition. Let H3 := {(x1, x2, x3) ∈ R3 | x3 > 0} the upper half-space,

equipped with the metric ds2
H =

dx21+dx22+dx23
x23

.

Then, (H3, ds2
H) is called Poincare’s upper half-space model of the hyper-

bolic space H3.

For the metric dH(x, y), x, y ∈ H3, one deduces cosh(dH(x, y)) = 1 + |x−y|2
2x3y3

.

The geodesics of H3 are the vertical lines of H3 and the half-circles centered
in points of R2 × {0} and orthogonal to R2.

Remark. In fact, the hyperbolic space H3, as defined as the simply connected
complete Riemannian manifold of constant sectional curvature −1, admits
other models. All are equivalent, but each one has its own advantages. For
example, the half-space model is a conformal model, and the boundary ∂U3

can be visualized as R2 ∪ {∞}.
In the following, our prefered model for the hyperbolic space H3 will be the
“complex” version U3 ⊂ C× R>0 of H3.

We will see that the isometries of U3 can be expressed in a very simple,
tractable way.

1.4.1 Hyperbolic Isometries and Möbius Transformations

We first give some definitions and notations.

For each point (x1, x2, x3) ∈ H3, identify the couple (x1, x2) ∈ R2 with the
point z := x1 + ix2 ∈ C, so that H3 ∼= {(z, t) ∈ C×R | t > 0} = C×R>0 =:
U3.
From now on, we will use U3 as model for the hyperbolic 3-space H3.

Remark. The reason of introducing U3 instead of H3 is that we will con-
sider transformations that act on the complex plane, in order to make the
discussion more comfortable.
The metric ds2

H on H3 is easily identified with the metric ds2
U = |dz|2+dt2

t2
on

U3.

Definition. Let t ∈ R+, and set Ct := C×{t} ⊂ C×R, such that C0∪{∞}
is the boundary of U3, and P 1(C) ∼= C0 ∪ {∞} the Riemannian sphere.
Often we do not distinguish between C0 and C. Let Ĉ := C ∪ {∞} and
identify P 1(C) with Ĉ.

Definition. Let R̂3 := R3 ∪ {∞} and Mob(R̂3) denote the group of all

orientation-preserving homeomorphisms of R̂3. An element of Mob(R̂3) is

called a Möbius transformation of R̂3.

For a subset E ⊂ R̂3, we define Mob(E) := {T ∈ Mob(R̂3) | T (E) = E},
the group of all Möbius transformations of R̂3 which preserve E.
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Definition. Let Isom+(U3) be the group of all orientation-preserving isome-
tries of the hyperbolic 3-space U3.

The following proposition is not difficult to prove (see e.g. [MaTa] p. 19).

Proposition 1.8. Isom+(U3) ∼=Mob(U3).

Now set Mob := {T : Ĉ→ Ĉ | T (z) = az+b
cz+d , a, b, c, d ∈ C, ad− bc = 1}, the

set of all linear fractional transformations on Ĉ.
It is not difficult to prove thatMob is a group, which can be identified with
a very particular matrix group as follows.

Proposition 1.9. Mob ∼= PSL(2,C) := SL(2,C)/{±I2}, I2 the identity
matrix of Mat(2× 2,C).

Remark. In the sequel, we do not distinguish between a class [T ] ∈ PSL(2,C)
and its representative T ∈ SL(2,C) mod± I2.

The action of Mob ∼= PSL(2,C) on the boundary Ĉ of U3 is the following:

Definition. For a z ∈ Ĉ and an element

(
a b
c d

)
∈ PSL(2,C), let T (z) :=

az+b
cz+d with the following special cases.

• for c = 0 : T (∞) =∞

• for c 6= 0 : T
(
−d
c

)
=∞, and T (∞) = c

a .

We state and prove a theorem that links up hyperbolic isometries and frac-
tional linear transformations, and makes the notation Mob clear:

Theorem 1.4. Isom+(U3) ∼=Mob.

Proof. ”⊇” One can see (see e.g. [Fo]) that any element A of Mob can

be expressed as a finite composition of (an even number of) reflections of Ĉ
with respect to circles or lines Kj ⊂ Ĉ.

For each Kj , one can find a unique sphere or plane K̃j in R3 ∼= Ĉ0 which is
perpendicular to C ∼= R2 along Kj . One can show that the reflection of R3

with respect to K̃j is conjugate to the fundamental inversion z 7→ 1
z by an

element in Mob(R̂3).
Hence, the composition Ã of all these reflections of R̂3 with respect to the
spheres or planes K̃j is an element of Mob(R̂3).

Moreover, Ã ∈ Mob(U3), because a reflection with respect to any Kj pre-

serves U3. So Ã|Ĉ = A, which shows that one can embedMob intoMob(U3),

and Mob ⊂ Isom+(U3).

”⊆” We now consider an element T ∈ Isom+(U3) ∼=Mob(U3).

Let p := T (∞) ∈ Ĉ, and A be the Möbius transformation A(z) := 1
z−p ,

14



corresponding to the matrix

(
0 1
1 −p

)
. Furthermore, let Ã be the element

of Mob(U3) which corresponds to A under the embedding described above.
Then, Ã◦T ∈Mob(U3) fixes∞, and is therefore a similarity of C×R ∼= R3.
Hence, (Ã ◦ T )|Ĉ = A ◦ T|Ĉ ∈Mob, and so is T|Ĉ an element of Mob, which

proves that any element of Isom+(U3) can be seen as an element ofMob. �

Definition. The extension of an element A ∈ Mob acting on Ĉ to an
element Ã ∈Mob(U3) described in the proof of the Theorem above is called
the Poincaré extension of A.

Summarising, we have several equivalent ways to think of orientation-preser-
ving hyperbolic isometries: either as homeomorphisms that preserve the
hyperbolic metric of U3, or as fractional linear transformations over Ĉ, or as
particular 2x2 matrices. In the following, we will use one or the other point
of view, depending on the context. Furthermore, the following proposition
provides a classification of Möbius transformations.

Proposition 1.10. Let z ∈ Ĉ. Any element γ 6= id of Mob can be trans-
formed by conjugation into either

1. γ1 ∈Mob given by γ1(z) := z + 1 with matrix

(
1 1
0 1

)
, or

2. γ2 ∈ Mob given by γ2(z) := λz, for a λ ∈ C \ {0, 1}, with matrix(
λ

1
2 0

0 λ−
1
2

)
.

Having this characterization, we can now classify Möbius transformations.

Definition. Let γ ∈Mob, γ 6= id. Then,

• γ is called parabolic :⇐⇒ γ is conjugate to γ1;

• γ is called elliptic :⇐⇒ γ is conjugate to γ2 with |λ| = 1;

• γ is called loxodromic :⇐⇒ γ is conjugate to γ2 with |λ| 6= 1.

In fact, the type of a Möbius transformation can be read off from the trace
of its matrix representative.

Proposition 1.11. Let Aγ ∈ PSL(2,C) corresponding to γ ∈Mob.
Then,

• tr2(Aγ) = 4 ⇐⇒ γ is parabolic ;

• 0 ≤ tr2(Aγ) < 4 ⇐⇒ γ is elliptic ;
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• tr2(Aγ) ∈ C \ [0, 4] ⇐⇒ γ is loxodromic.

Aγ is also called parabolic, elliptic, or loxodromic.

In particular, parabolic transformations will play an important role in our
further discussion.

1.4.2 Kleinian Groups

Remember that the hyperbolic space H3 is a topological space. We will
consider only groups of isometries that act on H3 in a certain discretized
nice way.

Definition. A group G of homeomorphisms acts on a topological space X
properly discontinuously if for each compact subset K ⊂ X, there exists only
finitely many elements g ∈ G which satisfy the condition g(K) ∩K 6= ∅.

Definition. A subgroup Γ of Isom+(H3) is called Kleinian :⇐⇒ Γ acts
properly discontinuously on H3.
Under the identification of Isom+(H3) with Mob(U3), Mob, or PSL(2,C),
the corresponding (sub)groups are also called Kleinian groups.

From now on, Γ will be the prefered notation for a Kleinian group.
In the sequel, we will be able to characterize every Möbius transformation
by looking at its fixed points. We first give following

Definition. Let S∞ := ∂H3 denote the sphere at infinity of the hyperbolic
space H3, i.e. the set of the points whose distance to the origin is infinite.
Especially, when H3 is realized by (U3, dU ), S∞ = Ĉ.

Now we can state the following

Proposition 1.12. Let γ ∈ Isom+(H3), γ 6= id.

Then γ is


parabolic

loxodromic
elliptic

 ⇐⇒ γ has


a unique

two distinct
infinitely many

 fixed point(s)

in H3 ∪ S∞.
Moreover, if γ has any fixed point in H3, then γ is elliptic.

Finally, we give following proposition, which will be useful in section 1.7
(more details can be found in [MaTa], chapter 1.2).

Proposition 1.13. An element γ of a Kleinian group has finite order ⇐⇒
γ has a fixed point in H3.
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1.4.3 Geometric Action of Möbius Transformations on U3

Our next aim is to understand how a Möbius transformation acts on U3.
We look more precisely at the action of a Möbius transformation T =(
a b
c d

)
∈ PSL(2,C). From previous discussions, we know that T provides

a hyperbolic isometry on U3. We study now the effect of T on euclidean
lengths.
We distinguish the two cases T (∞) 6= ∞ and T (∞) = ∞, which is equiva-
lent to distinguish the two cases c 6= 0 and c = 0.

First case: c 6= 0

We first look at the action of T on ∂U3 \ {∞} = C0
∼= C.

Let z ∈ C. The function T (z) = az+b
cz+d has the derivative T ′(z) = 1

(cz+d)2
,

which means that euclidean lengths are multiplied by |T ′(z)| = |cz + d|−2.
In particular, if |cz + d| = 1, T acts as a euclidean isometry. This consider-
ation leads to the

Proposition 1.14. The set of all points z ∈ ∂U3\{∞} such that |T (z)| = |z|
is equal to the set {z ∈ C| |cz + d| = 1}.

Since c 6= 0, {z ∈ C | |cz + d| = 1} =
{
z ∈ C | |z + d

c | = |
1
c |
}

, and is a eu-

clidean circle in C with center −d
c and radius 1

|c| .
This result motivates the following

Definition. The isometric circle of the transformation T =

(
a b
c d

)
∈

PSL(2,C) is the set I0(T ) := {z ∈ C | |T (z)| = |z|}.

Remark. Since T−1(z) = −dz+b
cz−a , the isometric circle of T−1 is I0(T−1) =

{z ∈ C | |cz − a| = 1}, with center a
c and radius 1

|c| .

Proposition 1.15. There exists a euclidean line R0(T ) ⊂ C which is the
euclidean bisector of I0(T ), i.e. R0(T ) contains the point −d

c and separates
I0(T ) into two half-circles with the same euclidean area, such that the action
of T on C is the product of the following three operations

1. Euclidean reflection of C in R0(T ),

2. Euclidean inversion of Ĉ in I0(T ), and

3. Euclidean translation of C carrying I0(T ) on I0(T−1),

in the given order.

There is a natural extension of these considerations to U3.
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Definition. The isometric sphere of T is the hyperbolic plane I(T ) ⊂ U3

whose euclidean boundary is the isometric circle I0(T ). Similarly, the hyper-
bolic plane R(T ) is defined to be the plane in U3 having R0(T ) as euclidean
boundary.

Proposition 1.16. T acts on U3 by reflection in R(T ), then by inversion
in I(T ), and finally by translation carrying I(T ) on I(T−1).

Thus, T is entirely determined by I(T ), I(T−1) and R(T ).

Proposition 1.17. Let Jac(T ) denote the euclidean Jacobian of T .
Then Jac(T ) is either < 1, = 1 or > 1 in a point p ∈ U3, according to p
being outside I(T ), on I(T ), or inside I(T ) with respect to C0

∼= C.
In other words, T acts as euclidean expansion in the interior of I(T ), as
euclidean isometry carrying I(T ) on I(T−1), and as euclidean contraction
outside I(T ).

Second case: c = 0

Here, d = a−1, and so T =

(
a b
0 a−1

)
.

From the previous case, one deduces that T has no isometric sphere and
that the Jacobian Jac(T ) is constant on U3. We suppose without loss of
generality that Jac(T ) = 1. Then we obtain the following

Proposition 1.18. T is either

• parabolic of the form T =

(
1 b
0 1

)
, and corresponds to the euclidean

translation z 7→ z + b, or

• elliptic of the form T =

(
a b
0 a−1

)
, a 6= ±1, and corresponds to a

euclidean rotation of U3 about the axis whose euclidean endpoint is
the finite fixed point of T in C, followed by a translation.

Since the characteristic property of transformations T with c = 0 is that T
fixes ∞, we now define

Definition. Let PSL(2,C)∞ = {T ∈ PSL(2,C) | T (∞) =∞} be the set
of Möbius transformations fixing ∞.
For a subgroup G < PSL(2,C), one defines G∞ := G ∩ PSL(2,C)∞.

Proposition 1.19. If Γ is a Kleinian group, then Γ∞ acts properly discon-
tinuously on Ĉ.

In summary, we have seen that a Möbius transformation T not fixing∞ acts
on U3 as a product of a reflection, an inversion and a translation. In this case,
we have identified 3 geometric objects characterizing the transformation T ,
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the two isometric spheres I(T ) and I(T−1) and the hyperplane R(T ).
Furthermore, we have seen that a Möbius transformation T fixing ∞ acts
on each horosphere Ct, t > 0, in U3 as combination of a translation with as
a euclidean rotation.

1.5 Discrete Groups and Fundamental Domains

We will now refine our knowledge of Möbius transformations and examine
particular geometric objects that can been attached to Kleinian groups.
This section deals with a further topological characterization of Kleinian
groups, and the concept of fundamental domain and fundamental polyhe-
dron. In a first time, we will present definitions and basic facts, and in a
second time we will state a theorem of Poincaré about a way to produce
such a polyhedron.
References for the first part can be found in the books of Ford [Fo], Kapovich
[Ka], and Matsuzaki & Taniguchi [MaTa]. The second part is based on the
article of Maskit [Ma1] which was used by Riley, and of the more recent
books of Maskit [Ma2], and Ratcliffe [Ra].

1.5.1 Discrete Groups, Ford Domains

Let G be a topological group, i.e. a topological space and a group such that
for all g, h ∈ G the operations (g, h) 7→ gh and g 7→ g−1 are continuous.
We begin with a topological definition.

Definition. A subgroup H < G is called discrete subgroup :⇐⇒ ∀h ∈
H, {h} is open in H.

The following theorem gives us another way to think of Kleinian groups.

Theorem 1.5. A Kleinian group is a discrete subgroup of PSL(2,C), and
vice versa.

Now, to each discrete subgroup Γ of Isom+(H3) one can assign a geometric-
combinatorial object.

Definition. Let G < Isom+(H3). A set F ⊂ H3 is a fundamental domain
for G :⇐⇒

1. F ⊂ H3 is a domain (i.e. an open and connected subset),

2. ∀ g1, g2 ∈ G, g1 6= g2 : g1F ∩ g2F = ∅, and

3.
⋃
g∈G gF = H3.

If F is a polyhedron, then F is called fundamental polyhedron.
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A fundamental domain F can be seen as a pattern in H3 that will be copied,
modified, and moved into H3 under the action of G, and finally -by passing
to its closure- cover the entire space H3, without having any intersection
with another “transformed copy” of itself. In fact, if F satisfies certain
matching properties, the orbit space H3/G can be identified with the image
of F by a gluing of its faces, and be seen as a smoothy hyperbolic manifold.
That motivates the study of fundamental domains.
The existence of a fundamental domain for a group acting on H3 is not
assured. But if the group is discrete, then one has following result.

Proposition 1.20. Every discrete subgroup Γ < Isom+(H3) admits a fun-
damental domain.

There are several ways to construct particular fundamental domains in such
situations. We will be concerned with so-called Ford domains.

Definition. Let Γ be a discrete subgroup of PSL(2,C). Let D∞ ⊂ C0 be
a fundamental domain for Γ∞ whose boundary is either empty or a finite
union of euclidean polygons.
The Ford domain DΓ corresponding to D∞ is the intersection of the portion
of U3 outside all isometric spheres of Γ \ Γ∞ with the euclidean cylinder{

(z, t) ∈ U3| z ∈ D∞
}

.

In other words, DΓ is the portion of U3 outside all isometric spheres of Γ
which projects orthogonally onto D∞ in C0.
Before giving further properties of a Ford domain, we give another way to
see it, mentioned in [Bo] as a definition, but given here as a proposition.
First, we have to give following

Definition. The point (z1, t1) ∈ U3 is said to lie above the point (z2, t2) ∈
U3 :⇐⇒ t1 ≥ t2.

With this definition, we can state the following result.

Proposition 1.21. A Ford domain DΓ of a Kleinian group Γ < PSL(2,C)
can be identified as the set {p ∈ U3| p lies above γ(p), ∀ γ ∈ Γ}.

Now we give some important properties of the Ford domain DΓ. For a formal
definition of a polyhedron, we refer to the next section.

Theorem 1.6. Let Γ a Kleinian group and DΓ the Ford domain of Γ. Then:

1. DΓ is a hyperbolic polyhedron.

2. For the vertical projection U3 −→ C, every face of DΓ projects to a
euclidean polygon in C0.

3. DΓ is invariant under Γ∞.

4. The boundary of DΓ is the union of polygons with finitely many edges.
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1.5.2 Poincaré’s Polyhedron Theorem

There is a very nice result due to Poincaré about sufficiently nice polyhe-
dra D ⊂ H3, providing a group Γ that operates freely discontinuously by
isometries on H3 with fundamental polyhedron D. We will also get from
this construction a complete presentation of Γ.
However, D needs to satisfy several non-trivial conditions we are going to
enumerate now.
Let us first recall the notion of a polyhedron.

Definition. A polyhedron D ⊂ H3 is an open connected subset of H3 as
follows:

1. ∂D =
⋃
i∈I Si, I a finite set, and for all i ∈ I, Si is a subset of a

hyperbolic plane Hi and the closure of a polygon in Hi, called side of
D.

2. The sides of the polygons Si are called edges of D, denoted ej ; the
endpoints of the ej are called the vertices of D.

3. For each edge ej , there are only 2 sides Si and Sk such that Si∩Sk = ej .
Any two sides are either disjoint, intersect in a common edge, or in-
tersect in a common vertex.
An edge is either a subset of a side, meets the side in a common vertex,
or is disjoint from a side.
Two edges are either disjoint or meet in one common vertex.

4. For all x ∈ ∂D, and all δ > 0 sufficiently small, the ball of radius δ
centered in x has a connected intersection withD (i.e. the setBδ(x)∩D
is connected).

We will now describe three conditions that will constitute the hypothesis of
the Theorem of Poincaré.

Definition. An identification on a polyhedron D is defined as follows. To
each side S of D, one assigns another side S′ of D and an isometry T (S, S′),
under the following conditions:
(I1) T (S, S′) : H3 → H3, S 7→ S′, sometimes indicated (S)′ := S′, is an
isometry,
(I2) (S′)′ = S, and T (S′, S) = (T (S, S′))−1,
(I3) S = S′ =⇒ T (S, S)|S = id,
(I4) For all sides S of D, there exists a neighborhood VS ⊂ H3 of S such
that for T := T (S, S′), T (VS ∩D) ∩D = ∅.
Consider the group G :=< {T (S, S′) | S side of D} > generated by the
isometries T (S, S′). Each isometry T (S, S′) is called a generators of G.
It follows by (I3) that T (S, S) has order 2, i.e. T (S, S) is a reflection with
respect to the side S. The corresponding relations (T (S, S))2 = 1 are called
reflection relations.
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Definition. Let D be a polyhedron with identification.
We identify the points of D modulo the action of G. In other words, if x ∈ D,
then x is equivalent only to itself, and if x ∈ ∂D, then x is equivalent to all
other points x′ ∈ ∂D such that there exists an element T := T (S, S′) of G
with T (x) = x′. This relation is clearly an equivalence relation.
One can then form the identified polyhedron D∗ := D/G, with the usual
quotient topology.

Let p : D −→ D∗ the canonical projection of D onto D/G. Since our aim
is obtain a geometric object, it is natural to ask D∗ to be a metric space.
In other words, the action of G on D has to satisfy a certain properness
condition, defined as follows.

Definition. A polyhedron D with identification is said to satisfy the proper-
ness condition :⇐⇒
(P) ∀x ∈ D∗, p−1(x) is a finite set (and then D∗ is a metric space).

Considering the identification above, we can produce a list of edges which
are identified in a successive order, the pairs of sides which are glued, and
the isometries which are involved in the process.
Let D be a complete polyhedron with identification. Consider some edge e1

of D, S1 one of the two sides of D containing e1.
Then one can produce the side S′1 corresponding to S1 under the identifica-
tion, and the corresponding generator T (S1, S

′
1) =: T1.

Set e2 := T1(e1). One can then obtain S2, the unique other side of D
containing e2, the corresponding side S′2 and the corresponding isometry
T (S2, S

′
2) =: T2.

Repetition of the process gives a sequence {ei} of edges of D, a sequence
{(Si, S′i)} of pairs of sides, and a sequence {Ti} of generators.
Notice that the 3 sequences need not to have the same period.

Definition. The period of the identification is the least common multiple
m of the periods me, mS and mT of the sequences described above.
The set E := {e1, ..., em} is called an edge cycle.

Remark. The edges in a cycle need not be pairwise distinct. In fact, there
are repetitions if at least two out of the set of generators {T1, ..., Tm} are
reflections (and in this case each edge shows up twice in the cycle).

Repeating the procedure for all edges of D, we can produce j edge cycles
Ej = {ej1, ..., e

j
mj} of identified edges, each one related to a sequence of pairs

of sides and a sequence of isometries.
In the following discussion, we sometimes omit the index j in the nota-
tions, and just consider any edge cycle E and the corresponding sequences
{(Si, S′i)} of pairs of sides, and {Ti} of generators.
Let us now consider the product of all isometries in a period.
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Definition. The isometry C := Tm ◦ ... ◦ T1, which satisfies C(ei) = ei (i =
1, ...,m), is called cycle transformation at the edge cycle E = {e1, ..., em}.

The next condition we want the polyhedron D to satisfy is related with the
total angle made by glued sides in a cycle of fixed orientation.

Let α(ei) be the interior angle formed by the two sides meeting at ei in D.

Definition. A polyhedron D with identification is said to satisfy the cycle
conditions :⇐⇒
(CC1) For all edge cycles Ej = {ej1, ..., e

j
mj}, there exists an integer νj ∈ N+

such that
∑mj

i=1 α(eji ) = 2π
νj

.

(CC2) For each edge cycle E , the cycle transformation C at E preserves the
natural orientation of D ⊂ H3.
(CC3) If the edge ei has no finite endpoint, then the cycle transformation
C at E is the identity on ei.

As a consequence of this condition, we have the following result.

Proposition 1.22. The cycle conditions (CC1), (CC2), and (CC3) im-
ply that each C is orientation preserving, and that Cν = 1.

Definition. For each cycle, the relation Cν = 1 is called cycle relation.

The last condition that has to be verified by the polyhedron D to serve
as model for a complete manifold is obviously a condition of completeness.
This condition is technical, but helps to avoid “pathological” situations.

Definition. A polyhedron D with identification is called complete :⇐⇒
(CP) D∗ is complete.

The case of a finite-sided polyhedron of finite volume with some ideal vertices
(i.e. vertices on the sphere at infinity) is of special interest. There, the
condition (CP) can be hard to check directly. However, there are several
ways to check it indirectly (see e.g. [Ma2] p. 79, [Vi] p. 164). Here we
follow Ratcliffe ([Ra], p. 440).
Notice that the finite-sided polyhedron D might be decomposed as disjoint
union of simpler polyhedra.

Definition. Denote Px ⊂ D the polyhedron in D which contains the ideal
vertex x.
The link of the ideal vertex x is the set L(x) := Px ∩ Ct(x), where Ctx
denotes the horosphere Ct with t > 0 sufficiently large such that Ct intersects
no other polyhedron of D than Px.
It is clear that L(x) is a compact euclidean polygon in Ct(x).
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The side-pairing onD induces a pairing of its ideal vertices, and consequently
an equivalence relation over them. Let us call the equivalence classes of this
relation cusp points of D∗. For each cusp point [x], one can form the set
{L(y) | y ∈ [x]} of euclidean polygons related to [x].
For an element T of G, we consider elements y, y′ ∈ [x] such that T (y′) = y.
Then, for sides S 3 y and S′ 3 y′ of D, the intersections Cty ∩S and Cty′ ∩S

′

are sides of L(y), resp. L(y′).
Thus the restriction of T on Cty′ is an isometry sending Cty′ to T (Cty′ ) and
preserving the euclidean metric on the horospheres. Up to a change of scale,
T sends the side Cty′ ∩ S

′ of L(y′) to the side Cty ∩ S of L(y). It is clear
that the set τ of all such (possibly rescaled) transformations T induces a
side-pairing of the polygons of {L(y) | y ∈ [x]}.

Definition. Let [x] be a cusp point of D∗. We define L[x] as the space
obtained by identifying the edges of the polygons of {L(y) | y ∈ [x]} under
the action of τ .

At this point, we are able to state the following propositions, which will
allow us to prove completeness indirectly.

Proposition 1.23. Let x be an ideal vertex of D.
Then, L[x] is complete if and only if the set {L(y) | y ∈ [x]} can be chosen
such that the action of G restricts to a side-pairing on {L(y) | y ∈ [x]}.

Notice that the “right-left” direction is obivous from previous discussion.

Proposition 1.24. The metric space D∗ is complete if and only if L[x] is
complete for each cusp point [x] of D∗.

Remark. One can see that in the oriented case, L[x] is a torus for all cusp
points [x].

We now consider polyhedra verifying all conditions mentionned above.

Definition. A complete polyhedron with identification satisfying the proper-
ness condition (P) and the cycle conditions (CC1), (CC2), and (CC3) is
called Poincaré polyhedron.

We finally come to the main theorem this section.

Theorem 1.7 (The Poincaré Polyhedron Theorem). Let D be a Poincaré
polyhedron, and let Γ = ΓD be the group generated by the identifications T
of its sides.
Then,

1. Γ acts properly discontinuously on H3,

2. D is a fundamental polyhedron for Γ, and
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3. the cycle relations together with the reflection relations form a complete
set of relations for Γ.

In summary, we have a tool that will allow us to find a Kleinian group di-
rectly from an identification constructed from a certain polyhedron.

An application of the present material is the following. If we find an identi-
fied polyhedron D∗ = π(D) such that D is a Poincaré polyhedron, then we
have an explicit Kleinian group ΓD, given by a geometric presentation, and
acting on H3 with fundamental polyhedron D, such that M = H3/ΓD is a
hyperbolic manifold.
This connection will be explained in the next section.

Remark. There are several versions of Poincaré’s Polyhedron Theorem, de-
pending on the ambiant space and the configuration we are looking for. The
difficulties encountered in the hyperbolic case with ideal vertices don’t ap-
pear in the euclidean or spherical cases.
Epstein and Petronio have given in [EP] a (consequent) survey of the theo-
rem, compatible with an algorithmic approach.

1.6 Hyperbolic 3-Manifolds

It is now time to give a formal definition of oriented hyperbolic 3-manifolds,
and to explain why Kleinian groups are so important in their study. Refer-
ences for this section are the books of Benedetti & Petronio [BP], Matsuzaki
& Taniguchi [MaTa] and Ratcliffe [Ra].

Definition. A connected Hausdorff space M is called an oriented hyperbolic
3-manifold if there exists a family (or atlas) {(Uj , ϕj)}j∈J , J an index set
for M , such that:

1. each Uj is an open subset of M , and {Uj}j∈J is a covering of M ,

2. each ϕj is a homeomorphism of Uj onto H3, and

3. each non-empty intersection Uk ∩ Uj is connected, and ϕk ◦ ϕ−1
j :

ϕj(Uk ∩ Uj) −→ ϕk(Uk ∩ Uj) is an orientation-preserving diffeomor-
phism which preserves the hyperbolic metric.

In other words, we ask a hyperbolic manifold to “locally look like” the hy-
perbolic space H3.

Proposition 1.25. An orientation-preserving isometric homeomorphism
from a domain D of H3 into H3 is necessarily the restriction of an element
of Isom+(H3) to D.
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As a consequence, the chart changes in the definition of a hyperbolic mani-
folds turn out to be nothing else than the restriction of Möbius transforma-
tions on M .
Now we come to the relations with Kleinian groups.

Definition. Let X be a locally compact Hausdorff space, and G a group of
homeomorphisms of X.
G operates freely on X :⇐⇒ (∀x ∈ X, g ∈ G : g(x) = x⇒ g = id).

Remark. Observe that H3 is a locally compact Hausdorff space.

In order to give nice properties of groups acting freely and properly discon-
tinuously on geometric spaces, we need the following definition.

Definition. A group G is said to be torsion-free :⇐⇒ there are no elements
of finite order in G \ {e}.

Proposition 1.26. Let X ∈ {E3,H3, S3}, and let G be a group of orientation-
preserving isometries of X.
Then the following conditions are equivalent:

1. G operates freely and properly discontinuously on X.

2. G is a torsion-free discrete subgroup of Isom+(X).

The importance of Kleinian groups becomes now clearer. But we have even
more, as the following theorem states.

Theorem 1.8. Let X be either E3 or H3.
Then, M is a complete connected euclidean or hyperbolic oriented 3-manifold
⇐⇒ the fundamental group π1(M) is a discrete torsion-free subgroup of
Isom+(X), and M ∼= X/π1(M).

Let us now concentrate on X = H3 with a fixed orientation.

Theorem 1.9. For any complete oriented hyperbolic 3-manifold M , there
exists a torsion-free Kleinian group Γ such that M = H3/Γ. The group Γ is
unique up to conjugation by elements of Isom+(H3).
Conversely, for any torsion-free Kleinian group Γ, M = H3/Γ is a complete
oriented hyperbolic 3-manifold.

Let us use the notations of section 1.5.2. The theorem we have just stated
is very helpful in our context: the completeness condition will be clearly
verified if we apply the theorem of Poincaré to a complete polyhedron D
leading to D∗ ∼= H3/Γ for a certain Kleinian group Γ. We have even more.
Because of uniqueness up to conjugation, Γ can in fact be identified with
the fundamental group π1(D∗).
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The strategy we will follow to realize an explicit hyperbolic structure on a
knot complement is now clear: given a knot K, we compute the fundamental
group π1(R3\K) of the complement, and represent π1(R3\K) in PSL(2,C).
If this group Γ < PSL(2,C) is discrete and torsion-free, then we produce a
hyperbolic 3-manifold H3/Γ with fundamental group π1(H3/Γ) ∼= π1(R3\K).
For this, we make use of Poincaré’s Polyhedron Theorem by considering a
polyhedron D adapted to π1(K).

1.7 Waldhausen’s Theorem

We have seen in section 1.1 that an isomorphism of fundamental groups of
manifolds does not imply the existence of a homeomorphism between the
manifolds. At the very end of the proof, we will need some topological ar-
guments related to a result of Waldhausen giving sufficient conditions for
this statement to hold. References for this section are [Ha], [Ja] (especially
Chapters I, III, VII), [Mn], [Th1] (especially section 4.10 p. 71), and [Wa].

We begin with some definitions. In the sequel M will denote an orientable,
connected, compact 3-manifold (non necessarily hyperbolic).

Definition. A surface is a connected 2-manifold. In the sequel, a surface
F in the manifold M is supposed to be compact and properly embedded,
i.e. F ∩ ∂M = ∂F .
A surface in ∂M is a surface in ∂M .
A system of surfaces in M or ∂M consists of finitely many, mutually disjoint
surfaces in M or in ∂M .

Definition. A system F of surfaces in M or ∂M is compressible (in M) if
F satisfies at least one of the following conditions.

• There exists a non-contractible simple closed curve γ in F̊ , F ∈ F ,
and a disc D ⊂M such that D̊ ⊂ M̊ and D ∩ F = ∂D = γ.

• There exists a ball B ⊂M such that B ∩ F = ∂B.

If F is not compressible (in M), then F is called incompressible (in M)

Definition. The manifold M is called irreducible if every 2-sphere in M is
compressible.
The manifold M is called boundary-irreducible if ∂M is incompressible.

Definition. Let M be irreducible and not a ball. If M contains an incom-
pressible surface, then M is called sufficiently large.

Remark. It is hard to find explicit examples of irreducible 3-manifolds which
are not sufficiently large. Observe that if M is a compact oriented 3-manifold
which is not a ball and which has non-trivial boundary, then M is sufficiently
large (CF. [Th1], p. 71-72)
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A further condition deals with fundamental groups. We introduce the fol-
lowing definition.

Definition. Let M and N be 3-manifolds, and ψ : π1(N) −→ π1(M) a
homomorphism.
ψ is said to respect the peripheral structure if for each boundary surface F
of N , there exists a boundary surface G of M such that ψ(iN∗ (π1(F ))) is
contained in some subgroup A < π1(M), with A conjugate to iM∗ (π1(G))
in π1(M). Here, iN∗ : π1(F ) → π1(N) and iM∗ : π1(G) → π1(M) are the
inclusions.

In the case of knots k, the situation is simplified by the fact that the only
boundary surface of S3 \ Tk is a knotted torus.

We now come to the result of Waldhausen. For a proof, see [Wa], p.80.

Theorem 1.10. (Waldhausen) Suppose M and N are oriented 3-manifolds
which are irreducible and boundary-irreducible such that M is sufficiently
large.
If there exists an isomorphism ψ : π1(N) −→ π1(M) which respects the
peripheral structure, then there exists a homeomorphism f : N −→M which
induces ψ.

Remark. A compact 3-manifoldM which is irreducible, boundary-irreducible
and sufficiently large is called a Haken manifold.

The following result (which admits several formulations) is related to our
context.

Theorem 1.11. (Dehn’s Lemma) Let M be a 3-manifold with boundary and
let γ be a closed curve in ∂M .
If there exists an immersed disc D in M such that ∂D = γ, then there exists
an embedded disc D′ ⊂M with the same boundary ∂D′ = γ.

Finally, we add two statements which will be useful later. For the formula-
tion of the first one, we need additional definitions.

Definition. Let X be a (path-connected) topological space, and i ∈ N∗.
The i−th homotopy group of X, denoted πi(X), is the set of homotopy
equivalence classes of continuous maps Si → X.

Remark. This general definition is compatible with the definition of π1(X)
given in section 1.1.

Definition. Let X be a (path-connected) topological space. If for i > 1 one
has πi(X) = 0, then X is called aspherical.

The following proposition can be found in [Ha] (p.342).
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Proposition 1.27. Let X a topological space and X̃ the universal cover of
X.
Then, πi(X̃) ∼= πi(X) for all i > 1.

Aspherical manifolds have the following nice property (CF. [Lu]).

Proposition 1.28. Let M be a closed oriented 3-manifold.
Then, M is aspherical if and only if M is irreducible and π1(M) is torsion
free.

These definitions and results are complicated, but as we will see in Section
2.4, in our concrete situation there will be some simplifications.
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Chapter 2

The Hyperbolization of the
Figure-Eight Complement

We now have enough material to deal with the main subject of this work.
As said in the Introduction, Riley’s work [Ri1] is the first example of the
computation of an explicit hyperbolic structure on a knot complement. In
this chapter, we will give a detailed explanation of the process in [Ri1], us-
ing only material that has been developed in Chapter 1, except for the very
end of the proof. There, we only give the outlines of the topological argu-
mentation of Riley, based on the work of Waldhausen [Wa] and Armstrong
[Ar].

2.1 The Figure-Eight Knot Group

The particular knot complement studied by Riley is the complement of the
so-called “figure-eight” knot, defined as follows.

Definition. Consider the knot depicts in following figure.

Figure 2.1: The Figure-Eight
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This knot is called “figure-eight”, sometimes denoted by 41.
In the following, we will denote it simply by K.

Remark. The watchful reader has probably noticed that the Figure 1.1 in
Section 1.3 depicts the figure-eight.

Using Wirtinger’s Theorem 1.4, we now compute the fundamental group
π1(K).
We first orient K and label the arcs and the crossings of K as follows.

Figure 2.2: Labelled arcs and crossings of K

The relation r1 at crossing 1 is g2g3g
−1
2 = g1 and the relation r2 at crossing

2 is g1g4g
−1
1 = g2 since both crossings are negative crossings.

The relation r3 at crossing 3 is g−1
4 g2g4 = g3 and the relation r4 at crossing

4 is g−1
3 g1g3 = g4 since both crossings are positive crossings.

Then, Theorem 1.4 implies that

π1(K) =< g1, g2, g3, g4 | r1, r2, r3, r4 > .

We set g1 =: a, g2 =: b, g3 =: c, g4 =: d and rewrite the relations ri,
i = 1, ..., 4, in order to make the reading easier. Then,

π1(K) =

〈
a, b, c, d

∣∣∣∣ bcb−1 = a d−1bd = c
ada−1 = b c−1ac = d

〉
.

We now reduce the redundant generators and relations, in order to have a
reduced presentation.
The relation r1 is equivalent to the relation r̃1 : c = b−1ab, and from relation
r2 one gets the relation r̃2 : d = a−1ba.
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We can use r̃1 and r̃2 in relations r3 and r4 to get r̃3 : (a−1ba)−1b(a−1ba) =
b−1ab and r̃4 : (b−1ab)−1a(b−1ab) = a−1ba.
Furthermore, r̃3 reduces to

a−1b−1aba−1ba = b−1ab,

and r̃4 to
b−1a−1bab−1ab = a−1ba.

Isolating the underlined a in r̃3 and r̃4, we get r′3 : a = ba−1b−1aba−1bab−1

and r′4 : a = ba−1b−1aba−1bab−1, and observe that r′3 is the same relation
as r′4.

Thus, eliminating the redundant generators c and d and the redundant re-
lations, we get that a and b suffice to generate π1(K), and that the single
relation is

r′3 : a = ba−1b−1aba−1bab−1.

We now make the following change, which will be helpful in the sequel. In
the relation r′3, isolate the underlined a−1. Then r′3 becomes

b−1aba−1b−1ab−1a−1b = a−1,

which is equivalent to

a = b−1aba−1bab−1a−1b.

Finally, we have the following presentation for π1(K):

π1(K) =< a, b | a = (b−1aba−1)︸ ︷︷ ︸
=:w

b (ab−1a−1b)︸ ︷︷ ︸
=w−1

> (∗)

2.2 The Polyhedron D
As we have said at the end of Chapter 1, the goal now is to find a hyperbolic
manifold whose fundamental group is isomorphic to π1(K). The main tool
that will be used is Poincaré’s Theorem 1.7.
First of all, we are going to construct a polyhedron D which will be our
candidate to apply Poincaré’s Theorem.

The only piece of information we have is that the fundamental group ΓD
we are supposed to get from Poincaré’s Theorem has to be isomorphic to
π1(K).
Thus, we are going to produce a representation θ of π1(K) in PSL(2,C),
and construct the Ford domain associated to the image θ(π1(K)), which
will be our polyhedron D. Then, we will show that the image θ(π1(K)) is
isomorphic to π1(K).
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2.2.1 Representation of π1(K) in PSL(2,C)

Let ω := −1
2 +

√
3

2 i. It is not hard to check that ω is a primitive cube root

of the unity, i.e. ω is such that |ω| (o1)
= 1, ω3 (o2)

= 1 and ω2 + ω + 1
(o3)
= 0.

We define the homomorphism θ : π1(K) −→ PSL(2,C) as follows: for the
generators a and b of π1(K), we define

θ(a) := A =

(
1 0
−ω 1

)
, and θ(b) := B =

(
1 1
0 1

)
,

and extend θ to π1(K) in the natural way. Notice that both A and B are
parabolic (CF. Proposition 1.11). Put

θ(w) =: W = B−1ABA−1 =

(
1 −1
0 1

)(
1 0
−ω 1

)(
1 1
0 1

)(
1 0
ω 1

)
,

according to (∗). A short computation using property (o1) shows that

W =

(
0 ω
−ω2 1− ω

)
and that W−1 =

(
1− ω −ω
ω2 0

)
.

Another computation using property (o2) shows that WBW−1 = A.

Thus, θ(wbw−1) = θ(a), from which we deduce that

θ : π1(K)→< A,B |WBW−1 = A >

is a surjective homomorphism (the injectivity will only be proved at the end
of chapter 2).

Notation. Let K :=< A,B |WBW−1 = A > < PSL(2,C).

2.2.2 Related Geometry

The transformation B corresponds to the translation z 7→ z+1, which yields
a hyperbolic isometry of U3 fixing ∞, and has therefore no isometric circle.

Furthermore, we know from section 1.4.3 that X = A, A−1, W , and W−1

have isometric circles I0(X) in C.
By the properties (o1), (o2) and (o3), we compute their centers and radii in
C as follows.

• I0(A) has center cA := 1
ω = ω2 = −1 − ω = −1

2 −
√

3
2 i, and radius

1
|−ω| = 1.

• I0(A−1) has center cA−1 := − 1
ω = 1 +ω = 1

2 +
√

3
2 i, and radius 1

|ω| = 1.
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• I0(W ) has center cW := ω−1
−ω = − 1

ω + 1
ω2 = −ω2 + ω = 1 + 2ω =

√
3i,

and radius 1
|−ω2| = 1

|− 1
ω
| = |ω| = 1.

• I0(W−1) has center cW−1 := 0, and radius 1
|ω2| = 1.

Hence, the isometric spheres I(A), I(A−1), I(W ) and I(W−1) are the half-
spheres of respective centers (cA, 0), (cA−1 , 0), (cW , 0) and (cW−1 , 0), and
have all radius 1 in C0 ⊂ U3.

Figure 2.3: The isometric spheres of A, A−1, W and W−1

In order to describe the isometric spheres of all elements of K, we first
introduce the following notation and state the following proposition.

Notation. Let a, b, x, y ∈ Z[ω]. We write a ≡ b mod (x, y) if there exists
m,n ∈ Z such that a = b+mx+ ny.

Proposition 2.1. Let α ∈ Z[ω].
Then, α is congruent to either cA, cA−1, cW or cW−1 mod (1, 2 + 4ω).

Proof. Let αn = a0 + a1ω + a2ω
2 + a3ω

3 + ... + anω
n ∈ Z[ω] ⊂ C, with

ai ∈ Z, i ∈ N, and n ∈ N fixed. We suppose without loss of generality that
n
3 ∈ N.
Then property (o2) implies that αn = (a0 +a3 + ...+an−3 +an) + (a1 +a4 +
...+ an−2)ω + (a2 + a5 + ...+ an−1)ω2.
From property (o3) one deduces ω2 = −1−ω, and setting a(0) := a0+...+an,
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a(1) := a2 + ...+ an−2, and a(2) := a1 + ...+ an−1, one gets

αn = (a(0) − a(1)) + (a(2) − a(1))ω.

Since ω = −1
2 +

√
3

2 i, one can write αn = Re(αn) + i Im(αn) as follows.

αn = a(0) − a(1) − 1

2
(a(2) − a(1)) + i

√
3

2
(a(2) − a(1)),

with

Re(αn) = a(0) − a(1) − 1

2
(a(2) − a(1)), and Im(αn) =

√
3

2
(a(2) − a(1)).

We now distinguish 2 cases, depending on Re(αn) being an integer or not.

• First case: Re(αn) ∈ Z : Then −1
2(a(1) + a(2)) ∈ Z, and obviously

a(1) + a(2) ≡ 0 (mod 2).
Furthermore, since a(1) ∈ Z, Im(αn) =

√
3 (1

2a
(1)− 1

2a
(2)) =

√
3 (a(1)−

1
2(a(1) + a(2))) implies Im(αn) ∈ Z

√
3.

As a consequence, we deduce that either Im(αn) ≡ 0 (mod 2
√

3), or
Im(αn) ≡

√
3 (mod 2

√
3), depending on 1

2a
(1) − 1

2a
(2) being even or

not.
Thus, if Re(αn) ∈ Z, then αn is congruent to either cW or cW−1 mod
(1, 2 + 4ω).

• Second case: Re(αn) /∈ Z : Then Re(αn) + 1
2 ∈ Z, and Re(αn) ≡ 1

2

(mod 1) (which is equivalent to Re(αn) ≡ −1
2 (mod 1)).

From Re(αn) + 1
2 ∈ Z one deduces that a(1) + a(2) − 1 is even. Using

this fact, we write 1
2a

(1)− 1
2a

(2) = 1
2(a(1) +a(2)−1)−a(2) + 1

2 =: λ+ 1
2 ,

for λ := 1
2(a(1) + a(2) − 1)− a(2) ∈ Z.

With this notation, −Im(α) =
√

3 (1
2a

(1)− 1
2a

(2)) becomes
√

3λ+
√

3
2 ,

λ ∈ Z.
We now distinguish the cases λ even and λ odd:

– if λ is even, then
√

3λ ≡ 0 (mod 2
√

3) ⇔
√

3λ+
√

3
2 ≡

√
3

2 (mod

2
√

3).

– if λ is odd, then
√

3λ ≡ −
√

3 (mod 2
√

3) ⇔
√

3λ+
√

3
2 ≡ −

√
3

2

(mod 2
√

3).

Thus, if Re(αn) /∈ Z, then αn is congruent to either cA or cA−1 mod
(1, 2 + 4ω).

In summary, we have seen that αn = a0+a1ω+a2ω
2+a3ω

3+...+anω
n, with

ai ∈ Z, i ∈ N is congruent to either cA, cA−1 , cW or cW−1 mod (1, 2 + 4ω)
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for all n ∈ N fixed, which achieves the proof. �

As a consequence, each α ∈ Z[ω] is the center of an isometric sphere of an
element of K with radius 1.

Definition. For t ∈ C fixed, we define the transformation [B(t)] ∈ PSL(2,C)

by its representative B(t) :=

(
1 t
0 1

)
. B(t) corresponds to the translation

z 7→ z + t in C.

In particular, B(2 + 4ω) depicts the translation z 7→ z + 2
√

3 i in the per-
pendicular direction of the translation induced by B(1) = B.
Using these notations, we can state following proposition which is in fact a
corollary of the proof of Proposition 2.1.

Proposition 2.2. Let L := {half-spheres S1(α) in U3, with center α ∈ Z[ω]
and radius 1}.
Then, L is a lattice of half-spheres in U3 which is stable under the action of
the 2-generator group < B, B(2 + 4ω) >.

We now look at the geometric situation of a half-sphere of L.

Proposition 2.3. Each half-sphere of L meets 6 other half-spheres of L
along the edges of a regular hyperbolic hexagon, with intersection angle 2π

3 .

Proof. Let α ∈ Z[ω] be the center of a half-sphere S1(α) ∈ L.
Then α+ 1, α− 1, α+ω, α−ω, α+ω2 = α−ω− 1 and α−ω2 = α+ω+ 1
are on the circle C1(α) ⊂ C of radius 1 centered at α.
Because of the definition of ω and Proposition 2.1, there is no other element
of Z[ω] on C1(α), and no element of Z[ω] \ {α} inside the disc of C bounded
by C1(α).
Thus, each half-sphere of L meets exactly 6 other half-spheres of L.

Figure 2.4: Intersecting half-spheres of L
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For the following, we suppose without loss of generality that α = 0.
We first observe that the centers 1, −1, ω, ω + 1, −ω and −ω − 1 of the
half-spheres intersecting the half-sphere S1(0) centered at 0 and with radius
1 are the vertices of a regular euclidean hexagon in C.
Each intersecting half-sphere can be obtained as the rotation of the half-
sphere S1(1) of radius 1 centered in 1 of an angle k · π3 , for k = 1, ..., 5,
and because all spheres have the same radius as S1(0) and S1(1), their in-
tersection with S1(0) is the image of the intersection S1(0) ∩ S1(1) under a
rotation of the same angle, as indicated above.
Since the intersection S1(0)∩S1(1) consists of a vertical half-circle centered

at 1
2 and with radius

√
3

2 (short computation), one deduces that the boundary
of the region S1(0)\(S1(1)∪S1(ω+1)∪S1(ω)∪S1(−1)∪S1(−ω−1)∪S1(−ω))
is a union of circle arcs projecting onto a regular euclidean hexagon in C.
We remind that geodesics of U3 are vertical lines and vertical half-circles cen-
tered in C in order to deduce that the intersection S1(0) ∩ S1(1) ∩ S1(ω) ∩
S1(ω+ 1)∩S1(−1)∩S1(−ω− 1)∩S1(−ω) is a regular hyperbolic hexagon.

Figure 2.5: The hyperbolic hexagon on S1(0)

Recall that the upper half-space model (U3, dU ) is conformal. In particular,
one gets that the interior angles of the hyperbolic hexagon are all 2π

3 .
Now, we compute the intersection angles between intersecting half-spheres.
This time, we only look at the intersection S1(0)∩{(z, t) ∈ U3 |Re(z) = 1

2},
and compute the half angle.

For the point q := (1
2 , 0,

√
3

2 ) ∈ S1(0) ∩ {z ∈ C |Re(z) = 1
2}, we have the fol-

lowing situation by considering U3 as R2×R>0 with its euclidean structure:

the unitary vector vS = (−
√

3
2 , 0,

1
2) is tangent to the half-sphere in q, and

the unitary vector vP := (0, 0, 1) is a unitary vertical vector in R2 × R>0.
Then, the intersection angle between S1(0) and S1(1) is twice the angle ϕ
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between the vectors vS and vP (remember that the intersection S1(0)∩S1(1)
is a half-circle in the vertical plane {(z, t) ∈ U3 |Re(z) = 1

2}).

Figure 2.6: The angle ϕ

We know that ϕ ∈ [0, π] is given by the formula ϕ = arccos
(
<vS ,vP>
||vS || ||vP ||

)
=

arccos
(

1
2

)
= π

3 , with respect to the standard scalar product.
Thus, the intersection angles between intersecting half-spheres are all equal
to 2π

3 , and we have proved the last part of the assertion. �

2.2.3 Definition of D∞
We construct now a polyhedron D which will be the candidate for a funda-
mental domain of K < PSL(2,C) to apply Poincaré’s Polyhedron Theorem
1.7.
Observe that K contains the matrix B fixing ∞. Therefore, it is natural to
study first a horospherical neighbourhood of ∞, and to begin by defining a
certain euclidean polygon D∞.

Definition. Let D∞ ⊂ C be the interior of the closure of the union of the
euclidean projections on C of the regular hexagons on the isometric spheres
I(A), I(A−1), I(W ) and I(W−1) described in Proposition 2.3. (CF. Figure
2.7, left)

Proposition 2.4. The region D∞ is a fundamental polygon for the group
< B, B(2 + 4ω) > < Isom+(C).

Proof. First of all, < B, B(2 + 4ω) > is a subgroup of Isom+(C), since it
is generated by two translations of C (CF. Section 1.5.1).
We now check the three points of the definition of a fundamental domain.
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Figure 2.7: The polygon D∞ and distances on D∞

1. Obviously D∞ is an open polygon and a domain in C.

2. We notice that D∞ can be constructed from the regular euclidean
hexagon centered in 0 with inradius 1

2 and 2 vertices on iR. A short
computation shows that the radius of the circumscribed circle to this

hexagon is
√

3
3 .

Hence, the configuration is such that BD∞∩D∞ = ∅ (because B is the
horizontal translation of length 1), and B(2+4ω)D∞∩D∞ = ∅(because
B(2 + 4ω) is the vertical translation of length 2

√
3 ; CF. Figure 2.7,

right).
Thus, for all distinct B̃1, B̃2 ∈< B, B(2 + 4ω) >, the intersection
B̃1D∞∩B̃2D∞ is empty, because B and B(2+4ω) generate < B, B(2+
4ω) >.

3. From point 2. above and the configuration, we deduce that BD∞∩D∞
consists in the consecutive edges h1, ..., h7, and that B(2 + 4ω)D∞ ∩
D∞ consists in the single edge v of Figure 2.7.
Here again, a careful look at the picture and the fact that B and
B(2+4ω) are translations of respective length 1 and 2

√
3 in orthogonal

directions and generate < B, B(2 + 4ω) > allow us to conclude that⋃
B̃∈<B,B(2+4ω)>

B̃D∞ = C.
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Hence, D∞ is a fundamental domain for the group < B, B(2 + 4ω) > acting
on C. �

We come finally to the definition of D.

Definition. Let D be the set of the points of U3 lying above all half-spheres
of L and whose orthogonal projection on C is D∞.

Figure 2.8: The polyhedron D and its projection D∞

From our construction, the necessary conditions 2. and 3. of Theorem 1.7
are satisfied. It remains to prove that D is compatible with the conditions
1. and 4. of the same theorem. In other words, we have to show that D is a
hyperbolic polyhedron which is bounded by polygons having finitely many
edges.
It is clear from the construction that D is an open connected subset of U3.
We check that D matches the definition of section 1.5.2.

• We notice that D has 22 sides. 18 sides of D are triangles with one
ideal vertex (∞), which project onto the sides of D∞. The 4 remaining
sides are the hexagons projecting onto the interior of D∞.
Each side is a subset of either a vertical half-plane or a half-sphere
centered in C, and are all hyperbolic planes. Furthermore, the edges
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of D are either vertical half-lines or arcs of half-circles centered in C
and orthogonal to C, and therefore geodesics of U3. Hence, each side
of D is a (geodesic) hyperbolic polygon.

• It is clear by construction that each edge of D is the intersection of
exactly two sides of D, the vertical edges being the intersection of
two triangular sides, and the “circle” edges the intersection of either
a triangular and a hexagonal side, or two hexagonal sides.
Furthermore, the relative position of two sides, a side and an edge, or
two edges, as described in point 3. of the definition of a polygon, are
correctly realized in D.

• Finally, it is clear that the intersection of D with any open ball Bδ(x)
of radius δ > 0 and centered in x ∈ ∂D is a connected subset of D.

Thus, D is a hyperbolic polyhedron bounded by polygons having finitely
many edges, and is therefore admissible in our context. Furthermore, D is
non-compact, but of finite volume (short computation). Indeed, D is the
hyperbolic convex hull of finitely many points in U3.

2.3 Application of Poincaré’s Theorem

We now come to the central point of the proof, where we make use of
Poincaré’s Theorem for D.
We are going to define an identification on D using elements of K. That
is why we first have to look more in details at the geometric effect of A,
A−1, W and W−1 on U3. The effect of B(t), t ∈ C, is well-know, as it is a
translation.

2.3.1 Geometric Action of A, A−1, W and W−1 on U3

In the following, we will think without distinction at an element in PSL(2,C)
as a matrix representative (modulo ±I2) or as an isometry of U3. Further-
more, we won’t distinguish them from their Poincaré extensions, in order to
make the discussion more easily accessible.

Action of A and A−1

We remember that A =

(
1 0
−ω 1

)
has the isometric sphere I(A) ⊂ U3

centered in cA = −1− ω and with radius 1.
According to Proposition 1.16, A can be seen as the composition

A = τA ◦ ιA ◦ ρA
where ρA is the euclidean reflection in R(A), ιA is the euclidean inversion in
I(A), and τA is the translation carrying I(A) on I(A−1).
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Let us now discuss these three transformations.

• From the previous section, we now that I(A) has center cA = −1− ω
and that I(A−1) has center cA−1 = 1 + ω. Thus, the translation τA is
given by τA(z) = z + 2 + 2ω, ∀z ∈ U3.

• ιA is the euclidean inversion in I(A). In particular, ιA fixes all points
of I(A) (this fact is the only property of ιA we will need, so we don’t
go any further into the analysis of ιA).

• To characterize ρA, we have to find R(A). First, notice that A(0) = 0.
This is leads to (ιA ◦ ρA)(0) = τ−1

A (0) = −2 − 2, i.e. ρA(0) =
ι−1
A (−2−2ω). Since −2−2ω = 2ω2 and since |ω2| = 1, we deduce that

2ω2 is on the circle of radius 1 centered in ω2, i.e. 2ω2 ∈ I(A). Since ιA
fixes the points of I(A) pointwise, one concludes that ρA(0) = −2−2ω.
Thus, R(A) is the vertical half-plane in U3 bounded by the lineR0(A) ⊂
C through −1−ω bissecting the segment between 0 and −2− 2ω, and
ρA is the reflection in R(A) (CF. Figure 2.9).

We furthermore recall that A−1 =

(
1 0
ω 1

)
has isometric sphere I(A−1) ⊂

U3 with center cA−1 = 1 + ω and radius 1.
As for A, one gets that we have the decomposition A−1 = τA−1 ◦ ιA−1 ◦ρA−1 ,
where τA−1 is the translation z 7→ z−2−2ω, ιA−1 is the inversion in I(A−1),
and ρA−1 is the reflection in the plane R(A−1) = τA(R(A)).

Action of W and W−1

We proceed in a similar way as above, first recalling thatW =

(
0 ω
−ω2 1− ω

)
with isometric sphere I(W ) centered in cW = 1 + 2ω and with radius 1.

As above, we have the decomposition W = τW ◦ ιW ◦ ρW , given by the
following transformations:

• Since cW = 1 + 2ω and cW−1 = 0, we deduce that τW (z) = z− 1− 2ω,
∀z ∈ U3.

• ιW is the inversion at I(W ). In particular, the points of I(W ) are
fixed pointwise by ιW .

• We notice that W (ω) = −1, and consider (ιW ◦ ρW )(ω) = τ−1
W (ω) =

2ω ⇐⇒ ρA(ω) = ι−1
A (2ω). Since 2ω = 1 +ω is in I(W ), ι−1

A (2ω) = 2ω,
and we obtain ρW (ω) = 2ω.
As a consequence, R(W ) is the hyperbolic half-plane in U3 bounded
by the line R0(W ) ⊂ C through 1 + 2ω and bissecting the segment
between 2ω and 1 + ω, and ρW is the reflexion in R(W ) (CF. Figure
2.9).
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Finally, remember thatW−1 =

(
1− ω −ω
ω2 0

)
, with isometric sphere I(W−1)

centered in cW−1 = 0 and radius 1.
As for W , we have the decomposition W−1 = τW−1 ◦ ιW−1 ◦ ρW−1 , where
τW−1 is the translation z 7→ z + 1 + 2ω, ιW−1 is the inversion in I(W−1),
and ρW−1 is the reflection in the plane R(W−1) = τW (R(W )).

Figure 2.9: The reflection planes

2.3.2 Definition of an Identification on D

Now we have all necessary tools and information to define an identification
on the polyhedron D, using only the generators A and B of K ⊂ PSL(2,C),
and the elements W , B(2 + 4ω) and B(3 + 4ω) of PSL(2,C).
Let us label the sides and edges of D as follows (the edges of the form eji for
j = 1, ..., 8, are the vertical edges, and the remaining edges are the “hexag-
onal” edges). The edge labelling will be made clear in the next paragraphs.
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Figure 2.10: Labelled sides and edges

We identify the following pairs of sides:

• Using B(3 + 4ω)±1: (S1 ;S10).

• Using B(2 + 4ω)±1: (S2 ;S11).

• Using B±1: (S3 ;S18), (S4 ;S17), (S5 ;S16), (S6 ;S15), (S7 ;S14), (S8 ;S13),
and (S9 ;S12).

• Using A±1: (S19 ;S21)

• Using W±1: (S20 ;S22)

Looking at the successive “moves” of the edges induced by the sides identi-
fication, one can deduce that the edges are identified within the 12 following
classes, using the fact that any edge is contained in two different sides (CF.
Figure 2.10, right):

• ej1
B−→ ej2

B−1

−→ ej1, for j = 1, ..., 6 (vertical edges).

• e7
1

B−→ e7
2

B(2+4ω)−→ e7
3

B(3+4ω)−1

−→ e7
1 (vertical edges).

• e8
1

B(2+4ω)−→ e8
2

B−→ e8
3

B(3+4ω)−1

−→ e8
1 (vertical edges).
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• e9
1

B−→ e9
2

A−→ e9
3
B−1

−→ e9
4
W−1

−→ e9
5
A−1

−→ e9
1 (“hexagonal edges”).

• e10
1

B−→ e10
2

W−1

−→ e10
3

B(2+4ω)−1

−→ e10
4

A−→ e10
5

B−1

−→ e10
6

A−1

−→ e10
1 (“hexagonal

edges”).

• e11
1

A−→ e11
2

W−1

−→ e11
3

B−1

−→ e11
4

W−→ e11
1 (“hexagonal edges”).

• e12
1

B(3+4ω)−→ e12
2

W−→ e12
3

B−1

−→ e12
4

W−1

−→ e12
5

B−→ e12
6

A−1

−→ e12
1 (“hexagonal

edges”).

As an example, we give the detailed procedure for the set {e9
i }, i = 1, ..., 5.

We begin with e9
1. The identification S18

B−→ S3 sends e9
1 on e9

2.

The identification S19
A−→ S21 identifies e9

2 with e9
3 (remember the decom-

position of A as composition of a reflection, an inversion, and a translation
and notice that all “hexagonal edges” are on the isometric spheres).

Furthermore, e4
3 is sent on e9

4 by the identification S6
B−1

−→ S15, and the iden-

tification S20
W−1

−→ S22 sends e9
4 on e9

5.

Finally, e9
5 is identified with e9

1 by the side identification S21
A−1

−→ S19.

The procedure described above is unique (up to the choice of the starting
edge in a class) because any edge is contained in exactly two different sides.

2.3.3 The Poincaré’s Theorem D

We now show that D is a Poincaré polyhedron. In other words, we check the
identification conditions (I1), (I2), (I3) and (I4), the completeness con-
ditions (CP1) and (CP2), and the cycle conditions (CC1), (CC2) and
(CC3) of section 1.5.2.

The identification conditions

Since the identification defined above is explicitly given, the verification of
these conditions is easy.

• Ad (I1) : Since the transformations A, B, W , B(2+4ω) and B(3+4ω)
and their inverses are elements of PSL(2,C), they are isometries of
U3 (CF. section 1.4). Since no other transformation is used to define
the identification, the condition is satisfied.

• Ad (I2) : From the construction described in the previous section,
it is clear that each side is assigned to a unique other side, and that
T (S′, S) = (T (S, S′))−1 for each isometry T (S, S′) sending S on S′.
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• Ad (I3) : Since there is no side S such that S = S′, the condition is
trivially true.

• Ad (I4) : The situation induced by the identification is such that each
side is sent to a “non-adjacent” side which is at a euclidean distance
at least 1. Therefore, for all side S of D, one can find a neighbourhood
VS ⊂ U3 of S such that for T = T (S, S′), the intersection T (VS∩D)∩D
is empty.

As a consequence, we have now that D is a polyhedron with identification.
Furthermore, the group induced by the identification is generated by A, B,
W , B(2 + 4ω) and B(3 + 4ω), with no reflections (empty condition (I3)).

The properness condition

Since D has finitely many vertices, edges and sides, and refering to the ex-
plicit side-pairing described above, it is obvious that all for all x ∈ D∗, the
set p−1(x) is finite.

Therefore, the properness condition (P ) is satisfied.

The cycle conditions

We refer to the identification described in section 2.3.2. As we have seen,
the side pairing induces 12 edge sequences of different lengths.
Let us give the explicit corresponding edge cycles Ej and generator sequences
T j , j = 1, ..., 12. We don’t give the related sequences of pairs of sides,
because we don’t need them in the discussion. They are easy to find out,
however.

• Ej = {ej1, e
j
2}, j = 1, ..., 6. The related generators sequences are all the

same: T j = {B,B−1}, j = 1, ..., 6.

• E7 = {e7
1, e

7
2, e

7
3}, with T 7 = {B,B(2 + 4ω), B(3 + 4ω)−1}.

• E8 = {e8
1, e

8
2, e

8
3}, with T 8 = {B(2 + 4ω), B,B(3 + 4ω)−1}.

• E9 = {e9
1, e

9
2, e

9
3, e

9
4, e

9
5}, T 9 = {B,A,B−1,W−1, A−1}.

• E10 = {e10
1 , e

10
2 , e

10
3 , e

10
4 , e

10
5 , e

10
6 }, with T 10 = {B,W−1, B(2+4ω)−1, A,

B−1, A−1}.

• E11 = {e11
1 , e

11
2 , e

11
3 , e

11
4 }, with T 11 = {A,W−1, B−1,W}.

• E12 = {e12
1 , e

12
2 , e

12
3 , e

12
4 , e

12
5 , e

12
6 }, with T 12 = {B(3+4ω),W,B−1,W−1,

B,A−1}.
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We directly deduce for the corresponding periods mj , j = 1, ..., 12 :

m1 = ... = m6 = 2 ; m7 = m8 = 3 ; m9 = 5 ; m10 = m12 = 6 ; m11 = 4.

Furthermore, the sequences above induce following cycle transformations.

• C1 = ... = C6 = B−1B,

• C7 = B(3 + 4ω)−1B(2 + 4ω)B,

• C8 = B(3 + 4ω)−1BB(2 + 4ω),

• C9 = A−1W−1B−1AB,

• C10 = A−1B−1AB(2 + 4ω)−1W−1B,

• C11 = WB−1W−1A,

• C12 = A−1BW−1B−1WB(3 + 4ω).

We now check the cycle conditions:

• Ad (CC1) : We refer to the proof of Proposition 2.3 in section 2.2.2.
We deduce that the interior angle between two vertical sides is either
2π
3 or 4π

3 , depending on the situation. Furthermore, we have seen that
the interior angle between a vertical side and a “spherical” side (one of
the sides S19, S20, S21 or S22) is π

3 and that the interior angle between
two “spherical” sides is 2π

3 .
Thus, we have

– For j = 1, ...6, mj = 2 : α(ej1) + α(ej2) = 2π
3 + 4π

3 = 2π
νj

, with
νj = 1.

– For j = 7, 8, mj = 3 : α(ej1) +α(ej2) +α(ej3) = 2π
3 + 2π

3 + 2π
3 = 2π

νj
,

with νj = 1.

– For j = 9, m9 = 5 :
∑5

i=1 α(e9
i ) = 4 · π3 + 2π

3 = 2π
ν9

, with ν9 = 1.

– For j = 10, m10 = 6 :
∑6

i=1 α(e10
i ) = 6 · π3 = 2π

ν10
, with ν10 = 1.

– For j = 11, m11 = 4 :
∑4

i=1 α(e11
i ) = 2 · 2π

3 + 2 · π3 = 2π
ν11

, with
ν11 = 1.

– For j = 12, m12 = 6 :
∑6

i=1 α(e12
i ) = 6 · π3 = 2π

ν12
, with ν12 = 1.

Thus, the condition is satisfied, and we deduce that νj = 1 for j =
1, ..., 12.

• Ad (CC2) : All cycle transformations Cj , j = 1, ..., 12 are orientation
preserving, because they are the composition of the orientation pre-
serving transformations A±1, B±1, W±1, B(2+4ω)±1 and B(3+4ω)±1

(A and W are orientation preserving because they both have a matrix
representative with positive determinant).
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Figure 2.11: Interior angles in D

• Ad (CC3) : In our situation, all edges have at least one finite end-
point. Thus, the condition is trivially true.

The completeness condition

D is a finite-sided polyhedron constructed from 4 pyramids with hexagonal
base and ideal apex. Thus, we apply the related propositions stated in sec-
tion 1.5.2.
The intersection of D with any horosphere Ct for t > 1 is the union of 4
copies of the same euclidean regular hexagon. Furthermore, the side-pairing
on D is such that one has only one cusp point, formed by the 4 ideal apices
of the pyramids.
The restriction of the action of the generators on the hexagons provides ob-
viously a side-pairing of the hexagons sides (we don’t even need to rescale).
Therefore, the situation here is so nice that we can apply the Propositions
1.23 and 1.24 directly, and deduce that the metric space D∗ is complete, i.e.
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the completeness condition (CP) is satisfied.

As an outcome, we have that D is a Poincaré polyhedron.
Furthermore, since νj = 1 for all j = 1, ..., 12, the cycle relations induced by
the cycle transformations listed above are Cj = I, for j = 1, ..., 12 (for I the
identity matrix of PSL(2,C)).

Poincaré’s Theorem on D

Now that we have seen that D is a Poincaré polyhedron, we can apply
Poincaré’s Theorem 1.18 on D.

First, we define the group ΓD < PSL(2,C) as follows.

ΓD :=

〈
A,B,W

B(2 + 4ω), B(3 + 4ω)

∣∣∣∣∣∣∣∣∣∣∣

B−1B
(1)
= I

B(3 + 4ω)−1B(2 + 4ω)B
(2)
= I

B(3 + 4ω)−1BB(2 + 4ω)
(3)
= I

A−1W−1B−1AB
(4)
= I

A−1B−1AB(2 + 4ω)−1W−1B
(5)
= I

WB−1W−1A
(6)
= I

A−1BW−1B−1WB(3 + 4ω)
(7)
= I

〉
.

Before stating the conclusions of Poincaré’s Theorem, we give a reduced
presentation of ΓD.
Let us rewrite the relations (2)− (7) as follows:

• (2)⇔ B(3 + 4ω)
(2′)
= B(2 + 4ω)B,

• (3)⇔ B(3 + 4ω)
(3′)
= BB(2 + 4ω),

• (4)⇔W
(4′)
= B−1ABA−1,

• (5)⇔ B(2+4ω)−1 = A−1BAB−1W ⇔ B(2+4ω)
(5′)
= W−1BA−1B−1A,

• (6)⇔ A
(6′)
= WBW−1,

• (7)⇔ B(3 + 4ω)
(7′)
= W−1BWB−1A.

Now we eliminate the redundant relations and generators.

• The relation (1) holds in all groups and is therefore trivial.

• Since

W = A−1 A︸︷︷︸
use (6′)

W = A−1WBW−1W

= A−1 W︸︷︷︸
use (4′)

B = A−1B−1ABA−1B,
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one gets
WB−1AB−1 = A−1B−1A.

Multiplying each side to the left by W−1B and to the right by B, one
gets

W−1BWB−1AB−1B = W−1BA−1B−1AB.

The left term reduces in W−1BWB−1A. Using relation (5′) on the
right term, one gets B(2 + 4ω)B, which is B(3 + 4ω) according to
relation (2′).
Finally, this leads to the relation W−1BWB−1A = B(3 + 4ω), which
is relation (7′). Therefore, the relation (7′) is redundant.

• The definition of B(t) implies that the relations (2′) and (3′) already
holds in PSL(2,C), and are therefore trivial. This implies that the
generator B(3 + 4ω) is redundant.

• A short computation shows that the relation (5′) is redundant, and
therefore that the generator B(2 + 4ω) is redundant.

• The relation (4′) can be integrated into relation (6′) to get a relation
(6′′) involving only A and B.

In summary, Γ has only 2 generators and the relation (6′′), and we get
following presentation:

ΓD =

〈
A,B | A = B−1ABA−1︸ ︷︷ ︸

=W

BAB−1A−1B︸ ︷︷ ︸
=W−1

〉
. (∗∗)

Then, the consequences of Poincaré’s Polyhedron Theorem are the following:

1. ΓD acts on U3 properly discontinuously (and is therefore a Kleinian
group). By Theorem 1.6, ΓD is discrete.

2. D is a fundamental polyhedron for ΓD.

A further consequence is that (ΓD)∞ = 〈B,B(2 + 4ω)〉 with fundamental
polygon D∞, as mentioned in section 2.2.3.

2.4 R3 \K is a hyperbolic 3-manifold

We now come to the central result of this work. We will use the consequences
of Poincaré’s Polyhedron Theorem 1.7 stated in the previous section, Wald-
hausen Theorem 1.10 and other results mentioned in the first chapter of this
work.

Theorem. R3 \ K is a complete oriented hyperbolic 3-manifold, which is
non-compact (but of finite volume, CF. Section 3.1).
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Proof. The proof consists in an algebraic-geometric part, followed by a
topological part.

• At the end of section 2.3, we saw that ΓD is a discrete group.

• From Proposition 1.11, one deduces that the generators of ΓD are
parabolic, since tr(A) = tr(B) = 2. Since A and B are triangular
matrices, the transformations An and Bn have the same trace as A
and B, for all n ∈ Z.
Furthermore, a short computation shows that the elements AB, A−1B,
AB−1 and A−1B−1 of ΓD have all non-real trace and are loxodromic
by Proposition 1.11.
Since every element of ΓD can be expressed as product of A and B,
we deduce that the elements of ΓD are either parabolic or loxodromic.
In particular, ΓD doesn’t contain any elliptic element.
Then, Proposition 1.12 shows that ΓD operates freely on U3, and
Proposition 1.26 shows that ΓD is torsion-free.

• Theorem 1.9 hence implies that D∗ = U3/ΓD is a complete oriented
hyperbolic 3-manifold. Furthermore, it is clear from construction that
D∗ is path-connected, and therefore connected.

• The Theorems 1.8 and 1.9 imply that ΓD ∼= π1(D∗).

• On the other side, it is clear from the presentation (∗) of π1(K), repre-
sented in PSL(2,C) by K, and the presentation (∗∗) of ΓD in previous
section that all groups are isomorphic.

• Finally ΓD ∼= π1(K), and Theorem 1.9 implies that U3/K and U3/ΓD
are homeomorphic.

We now come to the topological part of the proof.

• For t > 0, let D(t) be the portion of D which doesn’t lie above the
horosphere Ct, and D∗(t) be the portion of D whose pre-image in D
lies in D(t). From section 1.5, we know that for t > 1, the boundary
∂D∗(t) of D∗(t) is a torus.

• It is clear that for all t > 1, D∗(t) is homeomorphic to D∗. Since D∗(2)
is a compact set, one has to find a homeomorphism between D∗(2) and
S3 \ TK .

• From the first part of the proof, one has π1(D∗(2)) ∼= π1(D∗) ∼= ΓD ∼=
π1(K).

We apply Waldhausen Theorem 1.10 for M = S3 \ TK and N = D∗(2).
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• Observe that TK is a knotted torus. S3 is known to be irreducible.
Then Dehn’s Lemma 1.11 implies that S3\TK is irreducible, boundary
irreducible (because its boundary is a torus), and sufficiently large (CF.
first remark in Section 1.7).

• Furthermore, D∗(2) has U3 as universal cover. Since obviously πi(U3) =
0 for all i > 1, we deduce from Proposition 1.27 that πi(D∗(2)) = 0 for
all i > 1, i.e. D∗(2) is aspherical. Proposition 1.28 implies then that
D∗(2) is irreducible.

• Since the boundary of D∗(2) is a (knotted) torus, D∗(2) is boundary
irreducible.

• From section 2.3, we deduce that θ−1 : π1(D∗(2)) −→ π1(S3 \ TK) is
an isomorphism. Furthermore, π1(D∗(2)) =< A,B |WBW−1 = A >
and π1(∂D∗(2)) =< B,B(2 + 4ω) >. A short computation shows that
B(2 + 4ω) = W−1BA−1B−1A.
Set b̃ := θ−1(B(2 + 4ω)) = w−1ba−1b−1a ∈ π1(S3 \ TK). The group
θ−1(< B,B(2 + 4ω) >) =< b, b̃ > is isomorphic to Z×Z and therefore
conjugate to π1(∂(S3 \TK)) in π1(S3 \TK), since ∂(S3 \TK) is a torus.
Hence, the isomorphism θ−1 respects the peripheral structure.

• Then, we apply Waldhausen’s Theorem 1.11 and deduce that D∗(2)
and S3 \ TK are homeomorphic.

Thus, one concludes that S3 \K ≈ D∗(t) for all t > 1.
Switching to the non-compact case, one deduces that R3 \TK is homeomor-
phic to D∗, and is therefore a complete non-compact oriented hyperbolic
3-manifold as required. �

Remark. As a consequence of the Theorem, we deduce by Mostow-Prasad
rigidity that R3 \K is even isometric to U3/ΓD (CF. section 3.1).
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Chapter 3

Some Remarks on Important
Related Results

3.1 Mostow-Prasad Rigidity

In this section, we give a short introduction to the computation of the volume
of D∗ and give an illustration of Mostow-Prasad rigidity applied on D∗, in
relation with Thurston’s approach of R3 \K. References for this section are
[Mi1], [Th1] and [Vi].

3.1.1 Volume of Hyperbolic Orthoschemes and Ideal Tetra-
hedra

In order to compute the volume of D∗, we are going to split D into polyhe-
dra -called orthoschemes- whose volume can be easily computed. For such
polyhedra (and other), the usual volume formula vol(T ) =

∫
T dvol

3
H can be

simplified, using the so-called Lobatchevsky function defined as follows.

Definition. The Lobatchevsky function is the function Л: R −→ R given by

Л(x) := −
∫ x

0
log|2sin(t)|dt.

From the definition and small computations, one can deduce that Л satisfies
the following properties.

Properties. 1. Л is continuous.

2. Л is an odd function, i.e. Л(−x) = −Л(x) for all x ∈ R.

3. Л is periodic of period π, i.e. Л(x+ π) =Л(x), for all x ∈ R.

4. Л(x) = 0 ⇐⇒ x = k π
2 , k ∈ Z.

5. Л(nx) = n
∑n−1

j=0Л
(
x+ k π

n

)
for all n ∈ N∗.
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In particular, for n = 2, Property 5 becomes Л(2x) = 2Л(x) + 2Л
(
x+ π

2

)
.

Figure 3.1: The Lobatchevsky function

We now give the definition of an orthoscheme in H3.

Definition. Let P1, P2, P3, P4 ⊂ H3 be four hyperbolic half-spaces bounded
by hyperplanes H1, H2, H3, H4.
If Hi⊥Hk for |i − k| > 1, i, k = 1, ..., 4, we call the tetrahedron O =⋂4
i=1 Pi ⊂ H3 a (3-)orthoscheme.

Denote αij the dihedral angle of O formed by the hyperplanes Hi and Hj .
A consequence of the definition is that one has α13 = α14 = α24 = π

2 .
In the sequel, we use the following notation for the other dihedral angles.
Let α12 =: α, α23 =: β, and α34 =: γ.

Figure 3.2: An orthoscheme

Proposition 3.1. α, β, γ < π
2 .

Definition. Let O be an orthoscheme with non-right dihedral angles α, β
and γ.
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The principal parameter of O is the (unique) angle δ ∈ [0, π2 ] such that

tan2δ =
cos2β − sin2α sin2γ

cos2α cos2γ
.

We furthermore introduce the notion of ideal polyhedron.

Definition. A polyhedron P ⊂ H3 is called n-ideal if n of its vertices are in
∂H3. If all vertices of P are in ∂H3, we call P an ideal polyhedron.

One can see that in an ideal tetrahedron, the dihedral angles split in three
pairwise equal angles sitting at opposite edges.

The following theorems give useful formulae for the volume of orthoschemes
and ideal tetrahedra.

Theorem 3.1. Let O ⊂ H3 be an orthoscheme with dihedral angles α, β and
γ and principal parameter δ.
Then, the volume of O is given by

vol(O) =
1

4
[Л(α+ δ)−Л(α− δ)−Л

(π
2
− β + δ

)
+ Л

(π
2
− β − δ

)
+ Л(γ + δ)−Л(γ − δ) + 2Л

(π
2
− δ
)

].

Theorem 3.2. Let T be an ideal tetrahedron with dihedral angles α(1), α(2)

and α(3).
Then, the volume of T is given by

vol(T ) = Л(α(1)) + Л(α(2)) + Л(α(3)).

3.1.2 Mostow-Prasad Rigidity on R3 \K

The so-called Rigidity Theorem is a result due to George Mostow (compact
case), and extended by Gopal Prasad (non-compact case). There are several
formulations of the theorem. We give here a geometric version adapted to
our situation (CF. [Th1], Chapter 5.7).

Theorem. (Mostow-Prasad Rigidity) Let M and N be complete oriented
hyperbolic 3-manifolds of finite volume.
If π1(M) ∼= π1(N), then M and N are isometric.

It is a very deep and important result, showing the hard link between the
topology and the geometry of 3-manifolds. There are several proofs of the
theorem. [Th1] for example gives two different proofs.

We have mentioned in the Introduction that one can also see R3 \ K, for
K = 41 the figure-eight knot, as the manifold τ2 obtained by gluing two
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regular ideal hyperbolic tetrahedra. The following picture gives a glimpse of
the construction.

Figure 3.3: The construction of τ2 (Picture: [MaTa], p.34)

Then, since τ2 ≈ S3 \ TK and U3/ΓD ≈ R3 \ K, Mostow-Prasad rigidity
implies that the volume of τ2 must be the same as U3/ΓD.
As an illustration, we give the explicit computation of the volume of τ2 and
U3/ΓD, and check the equality.

We first define the volume of a quotient manifold.

Definition. Let Γ < Isom+(H3) a torsion-free discrete group which acts
properly discontinuously on H3 with fundamental domain DΓ. Then, the
volume of the manifold H3/Γ is defined by vol(H3/Γ) := vol(DΓ).

Thus, in our situation we have to compute the volume of D.

• We call H the pyramid with hexagonal base on S1(0) and ideal apex.
By symmetry, one has that vol(D) = 4 vol(H).

• H can be decomposed into 6 isometric 1-ideal tetrahedra, all having
the point (0, 1) ∈ U3 as vertex. Let T be one of these tetrahedra. Then
vol(D) = 24 vol(T ).
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• Finally, taking a suitable vertical hyperplane bissecting S1(0), one can
see that a tetrahedron splits into two isometric orthoschemes.
Calling O one of theses two orthoschemes, we deduce that vol(D) =
48 vol(O).

Figure 3.4: The polyhedra H, T and O

In particular, the dihedral angles α, β and γ of O are immediately obtained
from the angle computation in D in section 2.2. We obtain

α =
π

6
, β =

π

3
, and γ =

π

3
.

Visualizing O only as a combinatorial object, we obtain the following situa-
tion.

Figure 3.5: The orthoscheme O
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Furthermore, the principal parameter δ is given by

δ = arctan


√
−sin2

(
π
6

)
sin2

(
π
3

)
+ cos2

(
π
3

)
cos
(
π
6

)
cos
(
π
3

)


= arctan


√
−1

4 ·
3
4 + 1

4
√

3
2 ·

1
2

 = . . . = arctan

(√
3

3

)
=
π

6
.

Using the formula of Theorem 3.1, the properties of the function Л and the
values of α, β, γ and δ above, we obtain

vol(O) =
1

4

(
Л

(π
3

)
− Л (0)− Л

(π
3

)
+ Л (0) + Л

(π
2

)
− Л

(π
6

)
+ 2 Л

(π
3

))
=

1

4

(
−Л

(π
6

)
+ 2Л

(π
3

))
=

1

4

(
−3

2
Л
(π

3

)
+ 2Л

(π
3

))
=

1

8
Л
(π

3

)
.

Finally, we deduce for the volume of D :

vol(D) = 48 vol(O) = 6Л
(π

3

)
.

On the other side, τ2 is the gluing of two copies of an ideal regular hyperbolic
tetrahedron τ . The regularity of τ implies for its dihedral angles that

α(1) = α(2) = α(3) =
π

3
.

Thus, the volume of τ2 is given by Theorem 3.2 as follows.

vol(τ2) = 2 vol(τ) = 2
(
Л
(π

3

)
+ Л

(π
3

)
+ Л

(π
3

))
= 6Л

(π
3

)
.

Finally, one observes that

vol(D) = 6Л
(π

3

)
= vol(τ2),

which proves that vol(U3/ΓD) = vol(τ2) as required.

3.2 The Hyperbolization Theorem for Knots

In this section, we give the general criterion to decide whether a knot com-
plement is hyperbolizable or not. This is a corollary of Thurston’s Hyper-
bolization Theorem (giving conditions for the interior of Haken manifolds
to be hyperbolic). References for this sections are [CR] and [Th2].

We begin with some definitions.
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Definition. A torus knot is a knot that can be embedded as a simple closed
curve in an unknotted torus in R3.
More precisely, the torus knot tp,q of type p, q is the knot which wraps around
the standard solid torus p times in the longitudinal direction, and q times
in the meridian direction.

Figure 3.6: The torus knot t3,8 (Picture: [Th2], p.358)

Definition. Let T1 be an unknotted solid torus in R3, and k1 ⊂ T1 a knot.
Let k2 be a non-trivial knot, and T2 a tubular neighbourhood of k2 in R3.
Let h : T1 → T2 be a homeomorphism of T1 onto T2. The image k := h(k1)
is called satellite knot of pattern k1 and companion k2.

Figure 3.7: A satellite knot and its companion (Picture: [Th2], p.358)

Furthermore, we recall the definition of a hyperbolic structure on a knot
complement.

Definition. Let k ⊂ R3 be a knot. A hyperbolic structure on the manifold
R3 \ k is a Riemannian metric on it such that every point of R3 \ k has a
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neighbourhood isometric to an open subset of H3.
Knots admitting a hyperbolic structure on their complement are called hy-
perbolic knots.

We now are able to state the criterion.

Theorem. (Thurston’s Hyperbolization Theorem for Knots) A knot k ⊂ R3

is hyperbolic if and only if k is neither a torus knot nor a satellite knot.

The difficulty which arises now is to decide which knots are torus knots or
satellite knots. For knot diagrams with many crossings, this problem is non-
trivial. However, several classes of knots are known to be hyperbolic. Some
of them can be found in [Ad2].
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Conclusion

We have seen in details the path taken by Riley to find the first explicit hy-
perbolic structure on a knot complement. We have made use of Poincaré’s
Polyhedron Theorem to produce a discrete torsion-free group ΓD such that
R3 \ K, K = 41, is homeomorphic to the complete non-compact oriented
hyperbolic 3-manifold U3/ΓD. We have even produced a glued polyhedron
D∗ which can help to vizualise the combinatorial structure of the manifold.

Thurston’s method doesn’t lead to such an explicit structure, but is easier
to deal with for different reasons. For example, his approach gives a trian-
gulation of the knot complement with ideal regular tetrahedra. This can be
translated into algorithms in order to produce a computer program which
is able to give directly several informations about the manifold. Jeffrey
Weeks, one of Thurston’s students, made use of this idea to write the pro-
gram SnapPea (http://www.geometrygames.org/SnapPea/) which is still
used nowadays to work with knots, links and their complements.
Furthermore, by Mostow-Prasad rigidity, we know that Thurston’s manifold
obtained by gluing two ideal regular tetrahedra has to be isometric to D∗.
We have computed as an illustration the explicit volume of D∗ and showed
that it equals the volume of two ideal regular tetrahedra.

The difficulty which arises with Riley’s approach is that there doesn’t seem
to be any generalization of the process. Given any knot k, how can we ob-
tain an explicit discrete torsion-free group Γ < Isom(H3) such that H3/Γ is
homeomorphic to R3 \ k ?
However, working out [Ri1] shows how various mathematical concepts such
as knots, hyperbolic isometries, discrete groups and fundamental polyhedra
can be used to investigate the world of hyperbolic 3-manifolds.

Finally, we have mentioned that hyperbolic knots (i.e. knots whose comple-
ment can be hyperbolized) turn out to represent the huge majority of knots.
Riley’s first intuition was that the figure-eight was a particular knot, which
could be seen as counter-example. It is only after meeting Thurston that he
realized that his construction was in fact the first explicit example.
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Appendix: An unpublished article by Riley
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