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Part I

Classical Results in Infinitary
Model Theory

1 Infinitary Languages

Let τ be a vocabulary, i.e., a set of function symbols, relation symbols and
constant symbols. In the logic L∞,ω(τ) we build formulas using the symbols
from τ , equality, Boolean connectives ¬,

∧
and

∨
, quantifiers ∀ and ∃,

variables {vα : α an ordinal}.1

• terms and atomic formulas are defined as in first order logic;

• if φ is a formula, then so is ¬φ;

• if X is a set of formulas, then so are∨
φ∈X

φ and
∧
φ∈X

φ;

• if φ is a formula, so are ∃vα φ and ∀vα φ.

We extend the usual definition of satisfaction by saying

M |=
∨
φ∈X

φ if and only if M |= φ for some φ ∈ X

and
M |=

∧
φ∈X

φ if and only if M |= φ for all φ ∈ X.

For notational simplicity, we use the symbols ∧ and ∨ as abbreviations for
binary conjunctions and disjunctions. Similarly we will use the abreviations
→ and ↔ when helpful.

We can inductively define the notions of free variable, subformula, sen-
tence, theory and satisfiability in the usual ways.

1When no confusion arises we omit the τ and write L∞,ω instead of L∞,ω(τ).
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Exercise 1.1 Suppose φ is an L∞,ω-sentence and ψ is a subformula of φ.
Prove that ψ has only finitely many free variables.

Let κ be an infinite cardinal. In the logic Lκ,ω(τ) we form formulas in
a similar way but we only use variables {vα : α < κ} and restrict infinite
conjunctions and disjunctions to

∨
φ∈X φ and

∧
φ∈X φ where |X| < κ. Thus

Lω,ω is just the usual first order logic. Throughout these notes we be focusing
primarily on Lω1,ω, the logic where we allow countable conjunctions and
disjunctions.2

Exercise 1.2 Show that if κ is a regular cardinal and φ is a sentence of
Lκ,ω, then φ has fewer than κ subformulas. Show that this fails for singular
cardinals. This is one reason it is customary to restrict attention to Lκ,ω for
κ a regular cardinal.

Definition 1.3 We say M≡∞,ω N if

M |= φ if and only if N |= φ

for all L∞,ω sentences φ. The notion M≡κ,ω N , is defined analogously.

Exercise 1.4 Show that if M∼= N , then M≡∞,ω N .

When studying the model theory of infinitary logics there is one funda-
mental and inescapable fact:

THE COMPACTNESS THEOREM FAILS FOR INFINITARY
LANGUAGES.

Exercise 1.5 Let τ be the vocabulary with constant symbols d, c0, c1, . . .
and let Γ be the set of sentences

{d 6= ci : i ∈ ω} ∪ {∀v
∨
i∈ω

v = ci}.

Show that every finite subset of Γ is satisfiable, but Γ is not satisfiable. Thus
the Compactness Theorem fails for L∞,ω and even Lω1,ω.

2Logically it would make sense to call this logic Lℵ1,ℵ0
but we will follow the historical

precedent and refer to it as Lω1,ω.
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The failure of compactness will lead to many new phenomena and force
us to to find new approaches and develop new tools. 3

Exercise 1.6 a) Give an example of structures M0,M1, . . . and φ ∈ Lω1,ω

such that Mi |= φ for all i, but if U is a nonprincipal ultrafilter on ω then∏
Mi/U |= ¬φ.
b) Show that if U is a σ-complete ultrafilter on I, then∏

i∈I

Mi/U |= φ⇔ {i ∈ I :Mi |= φ} ∈ U

for φ ∈ Lω1,ω.

If compactness fails, why then do we study the model theory infinitary
languages? One reason is that we get new insights about first order model
theory. But the simplest answer is that there are many natural classes that
are axiomatized by Lω1,ω-sentences.

Exercise 1.7 Show that the following classes are Lω1,ω-axiomatizable for
appropriate choices τ .

i) torsion abelian groups;
ii) finitely generated groups;
iii) non-finitely generated groups;
iv) linear orders isomorphic to (Z, <);
v) archimedian fields;
vi) connected graphs;
vii) recursively saturated models of PA;
vii) ω-models of ZFC (i.e., models of ZFC where the integers are stan-

dard);
ix) models of T omitting p, where T is a first order theory and p is a

type.

Exercise 1.8 Show by compactness that none on these classes is axiomati-
zable in first order logic.

3Though we will not focus on it, another fruitful approach is to look for more general
forms of the compactness theorem that hold in particular settings. One example of this is
Barwise Compactness for countable admissible fragments. We will see an avatar of these
results in Theorem 11.9, but the interested reader should consult [6]. Another important
example is studying compactness in languages Lκ,κ where κ is a large cardinal. See [20]
or [19] for further information.
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Examples ii), iv) and v) immediately show the failure of the Upward
Löwenheim–Skolem Theorem in infinitary languages. There are no uncount-
able linear orders isomorphic to (Z, <) and any archimedian ordered field is
isomorphic to a subfield of the real numbers and hence has cardinality at
most 2ℵ0 . We give another example in Exercise 1.27.

Exercise 1.9 Show by induction that for ordinal α there is an L∞,ω-sentence
Φα describing (α,<) up to isomorphism.

Exercise 1.10 Let κ be a regular cardinal. Show there are α, β < (22κ)+

such that (α,<) ≡κ,ω (β,<).
Taken together these two exercises give examples of structuresM,N with

M≡κ,ω N but M 6≡∞,ω N for all κ.4

We will also, from time to time, look at pseudoelementary classes which
are simply reducts of elementary classes.

Definition 1.11 We say that a class K of τ -structures is a PCω1,ω-class if
there is a vocabulary τ ∗ ⊇ τ and φ ∈ Lω1,ω(τ ∗) such that

K = {M : there is a τ -structure M∗ expanding M with M∗ |= φ}

i.e., K is the class of τ -reducts of models of φ.
Similarly we say that K is a PC-class if φ is a first order sentence and K

is a PCδ-class if φ is a first order theory.

Exercise 1.12 Show that the following classes are PCω1,ω.
a) orderable groups
b) free groups
c) 1-trainsitive linear orders, i.e. linear orders where for any a, b there is

an order automorphism taking a to b;
d) fields that are pure transcendental extensions of Q;
e) incomplete ordered fields;
f) ordered fields with an integer part (i.e., an ordered subring with no

element between 0 and 1 such that every element of the field is within distance
at most one of some element of the subring);

Exercise 1.13 [Silver] Let τ = {U} where U is unary and let K = {M :
|M| ≤ 2|U(M)| ∧ |M \ U(M)| = |M|}.

4For a specific example: suppose κ < λ are uncountable cardinals. Show that κ ≡ω1,ω λ,
but κ 6≡∞,ω λ. See [27] for details.
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a) Show that K is PC-class.
b) Show that K is κ-categorical if and only if κ = iα for some limit

ordinal α.
This example shows that the straightforward generalization of Morley’s Cat-
egoricity Theorem to PC-classes fails

Exercise 1.14 Let K be a PCω1,ω-class. Show that

K0 = {M ∈ K :M countable}

is also a PCω1,ω-class.

1.1 Fragments and Downward Löwenheim–Skolem

We will prove a useful and natural version of the Downward Löwenheim–
Skolem Theorem. The next exercise shows that even here we will need to be
careful.

Exercise 1.15 Give an example of a countable vocabulary τ and an Lω1,ω-
theory T such that every model of T has cardinality at least 2ℵ0 .

We will often restrict our attention to subcollections of the set of all Lω1,ω-
formulas. We will look at collections of formulas with some natural closure
properties. One of these will be formal negation an operation that shows how
we inductively move a negation inside a quantifier or a Boolean operation.
Closure under formal negation isn’t needed in this proof, but will be in later
arguments.

Definition 1.16 For each formula φ we define ∼ φ, a formal negation of φ
as follows:

i) for φ atomic, ∼ φ is ¬φ;
ii) ∼ (¬φ) is φ;
iii)

∼
∧
φ∈X

φ is
∨
φ∈X

∼ φ and ∼
∨
φ∈X

φ is
∧
φ∈X

∼ φ;

iv) ∼ ∃vφ is ∀v ∼ φ and ∼ ∀vφ is ∃v ∼ φ.

Exercise 1.17 Show by induction that

M |= ¬φ if and only if M |=∼ φ

for all φ ∈ L∞,ω.
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Definition 1.18 We say that a set of L∞,ω-formulas A is a fragment if there
is an infinite set of variables V such that if φ ∈ A, then all variables occurring
in φ are in V and A satisfies the following closure properties:

i) all atomic formulas using only the constant symbols of τ and variables
from V are in A;

ii) if φ ∈ A and ψ is a subformula of φ, then ψ ∈ A;
iii) If φ ∈ A, v is free in φ, and t is a term where every variable is in V ,

then the formula obtained by substituting t into all free occurrences of v is
in A;

iv) A is closed under ∼;
v) A is closed under ¬, ∧, ∨, ∃v, and ∀v for v ∈ V .

Exercise 1.19 a) Suppose κ is regular (in particular this holds for Lω1,ω).
Prove that if T is a set of Lκ,ω-sentences with |T | < κ, then there is A a
fragment of Lκ,ω such that T ⊆ A and |A| < κ.

b) Show that there is a smallest such fragment.

Exercise 1.20 Let T and A be as above. Show that every formula in A
has only finitely many free variables. Give an example showing that even
though are only finitely many free variables, there may be infinitely many
bound occurrences.

Exercise 1.21 We say that a formula is in negation normal form if the ¬ only
occurs applied to atomic formulas. Show by induction that for any fragment
A and any L∞,ω-formula φ ∈ A, there is ψ ∈ A such that ψ is equivalent to
φ and ψ is in negation normal form.

Conjunctive and disjunctive normal form does not work as well.

Exercise 1.22 Let τ = {Pi,j : i, j ∈ ω} ∪ {c} where each Pi,j is a unary
predicate and c is a constant symbol. Consider the Lω1,ω-sentence∧

i∈ω

∧
j 6=k

(Pi,j(c)→ ¬Pi,k(c)) ∧
∧
i∈ω

∨
j∈ω

Pi,j(c).

Show that there is an equivalent sentence in disjunctive normal form in
L

(2ℵ0 )
+
,ω

. (See also Exercise 3.6.)

We write M ≡A N and M ≺A N for elementary equivalence and ele-
mentary submodels with respect to formulas in A (where A could be Lω1,ω

or L∞,ω).
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Theorem 1.23 (Downward Löwenheim–Skolem) Let A be a fragment
of L∞,ω such that any formula φ ∈ A has at most finitely many free variables.
Let M be a τ -structure with X ⊆ M. There is N ≺A M with X ⊆ N and
|N | ≤ max(|A|, |X|).

In particular, if τ is countable and A is a countable fragment of Lω1,ω(τ),
then every τ -structure has a countable A-elementary submodel.

The proof is a simple generalization of the proof in first-order logic. It is
outlined in the following Exercise.

Exercise 1.24 a) Prove there is τ ∗ ⊇ τ and A∗ ⊇ A and M∗ an τ ∗-
expansion of M such that |τ ∗|, |A∗| = |A| and for each A∗-formula φ(v, w)
with free variables from v1, . . . , vn, w, there is an n-ary function symbol fφ
such that

M∗ |= ∀v (∃w φ(v, w)→ φ(v, fφ(v)))

b) Prove that if N is a τ ∗-substructure of M∗, then N ≺A∗ M∗.
c) Prove that there is a τ ∗-substructure N of M∗ with X ⊆ N and

|N | ≤ max(|A∗|, |X|).
Exercise 1.25 For τ and A define the appropriate notion of built-in Skolem
functions. Prove that for any τ and A and A-theory T there are τ ∗ ⊇ τ ,
A∗ ⊇ A and T ∗ ⊇ T with |A∗| = |T ∗| = |A| where T ∗ has built-in Skolem
functions and any model of T has and expansion to a model of T ∗.

Exercise 1.26 Let A be a fragment of L∞,ω where every formula has finitely
many free variables and let K be a PCω1,ω-class. Show that if M ∈ K
is a τ -structure and X ⊂ M, then there is N ≺A M such that |N | =
max(|X|, |A|)) and N ∈ K.

Exercise 1.27 As mentioned above, in first order logic, the Upward Löwenheim-
Skolem is an easy consequence of Compactness. In infinitary logics it is
generally false. Let τ = {U, S,E, c1, . . . , cn, . . .}, where U and S are unary
predicates, E is a binary predicate and each ci is a constant. Let φ be the
conjunction of

i) ∀x U(x)↔ ¬S(x),
ii) ∀x∀y (E(x, y)→ U(x) ∧ S(y));
iii) ci 6= cj, for i 6= j;
iv) U(ci) for all i,
v) ∀y∀z ([S(y) ∧ S(z) ∧ ∀x ((E(x, y)↔ E(x, z))]→ y = z)
vi) ∀x(U(x)→

∨∞
i=1 x = ci).
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Prove that every model of φ has size at most 2ℵ0 .

Elementary chains behave as they do in first order logic.

Exercise 1.28 Suppose A is a fragment of L∞,ω, (I,<) is a linear order
and (Mi : i ∈ I) is an elementary chain of τ -structures, i.e., Mi ≺AMj for
i < j. Let M =

⋃
Mα. Then Mi ≺AM for all i ∈ I.

Exercise 1.29 Give an example showing that PC classes need not be pre-
served by elementary chains.

Exercise 1.30 Let τ be countable. Suppose (Mα : α < ω1) is a chain of
countable τ -structures such that Mβ =

⋃
α<βMα for β a limit ordinal. Let

M =
⋃
α<ω1

Mα. Supposeφ ∈ Lω1,ω and M |= φ. Show that {α :Mα |= φ}
is closed unbounded.

1.2 Lω1,ω and omitting first order types

In Exercise 1.7 we noted that the class of models of a first order theory
omitting a type is expressible in Lω1,ω. The next result, due to Chang, shows
that any class axiomatizable by an Lω1,ω-sentence is the reduct of a class of
models of a first order theory omitting a set of types.

Theorem 1.31 Let τ be a countable vocabulary and let T be a countable set
of Lω1,ω-sentences. There is a countable vocabulary τ ∗ ⊇ τ , a first order
τ ∗-theory T ∗ and a set of partial types Γ such that:

i) if M |= T ∗ and M omits all types in Γ, then the τ -reduct of M is a
model of T ;

ii) every model of T has an τ ∗-expansion that is a model of T ∗ omitting
all types in Γ.

Proof Let A be the smallest fragment containing all sentences in T . We
expand τ to τ ∗ so for each formula φ in A with free variables from v1, . . . , vn
we have an n-ary relation symbol Rφ. T ∗ is formed by taking the following
sentences:

i) if φ is atomic add
∀v (Rφ ↔ φ);

ii) if φ is ¬θ add
∀v (Rφ ↔ ¬Rθ);
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iii) if φ is
∧
θ∈X θ add

∀v (Rφ → Rθ)

for all θ ∈ X and let γφ be the type

{¬Rφ} ∪ {Rθ : θ ∈ X};

iv) if φ is
∨
θ∈X θ, add

∀v Rθ → Rφ

for all θ in X and let γφ be the type

{Rφ} ∪ {¬Rθ : θ ∈ X};

v) if φ is ∃w θ, then add

∀v (Rφ ↔ ∃wRθ);

vi) if φ is ∀w θ, then add

∀v (Rφ ↔ ∀v∀w Rθ);

vii) for each sentence φ ∈ T , add Rφ to T ∗.

Let Γ be the collection of types γφ described above.5

Exercise 1.32 a) Suppose M |= T ∗ and M omits every type in Γ. Prove
that

M |= ∀v φ↔ Rφ

for all φ ∈ A.
Conclude that the τ -reduct of a model of T ∗ is a model of T .
b) Prove that every M |= T has an expansion that is a model of T ∗

omitting all types in Γ by interpreting Rφ as φ.
This completes the proof. �

We will examine a refinement of this result in Theorem 2.32

5As described here for each sentence φ we have added a 0-ary predicate symbol. If you
are not comfortable with this approach we could rephrase this by adding a single constant
c. Then for each sentence φ we could add unary predicate Rφ and make assertions about
Rφ(c).
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2 Back and Forth

2.1 Karp’s Theorem

We next work on several characterizations of ≡∞,ω due to Karp.

Definition 2.1 Let M and N be τ -structures. A partial isomorphism sys-
tem betweenM and N is a non-empty collection P of partial τ -embeddings
f : A→ N where A ⊆M such that:

i) for all f ∈ P and a ∈M there is g ∈ P such that g ⊇ f and a ∈ dom(g);
ii) for all g ∈ P and b ∈ N there is g ∈ P such that g ⊇ f and b ∈ img(g).

We write M ∼=p N if there is a partial isomorphism system between M
and N .

Exercise 2.2 If M and N are countable and M ∼=p N , show by a back-
and-forth argument that M∼= N .

Definition 2.3 Let M and N be τ -structures. The game G(M,N ) is
played as follows. At stage n, Player I plays an ∈M or bn ∈ N . In the first
case Player II responds with bn ∈ N and in the later case Player II responds
with an ∈ M. Player II wins the play of the game if the map an 7→ bn is a
partial τ -embedding.

Theorem 2.4 The following are equivalent:
i) M≡∞,ω N ;
ii) M∼=p N ;
iii) there is a partial isomorphism system P between M and N where

every p ∈ P has finite domain;
iv) Player II has a winning strategy in G(M,N ).

Proof
iii) ⇒ ii) is clear.

ii)⇒ i) Let P be a system of partial isomorphisms. We prove that for all
φ(v1, . . . , vn) ∈ L∞,ω, f ∈ P and a1, . . . , an ∈ dom(f), then

M |= φ(a)⇔ N |= φ(f(a)).

We prove this by induction on formulas. This is clear for atomic formulas
and the induction step is obvious for ¬,

∧
and

∨
. Suppose φ(v) is ∃w ψ(v, w).

If M |= ψ(a, c). There is g ∈ P with g ⊇ f and c ∈ dom(P ). By
induction, N |= ψ(f((a)), f(c)), so N |= φ(f(a)).
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On the other hand, if N |= ψ(f(a), d). There is g ∈ P with g ⊇ f
and c ∈ dom(g) such that g(c) = d. By induction, M |= ψ(a, c). Thus
M |= φ(a).

This proves the claim. In particular, if φ is a sentenceM |= φ⇔ N |= φ.

iv)⇒ iii) Let η be a winning strategy for Player II. Let P be the set of all
maps f(ai) = bi where a1, . . . , an, b1, . . . , bn are the results of some play of
the game where at each stage Player I has played either an or bn and Player
II has responded using η. Since η is a winning strategy for Player II, each
such f is a partial τ -embedding. Since Player I can at any stage play any
element from M or N , P satisfies i) and ii) in the definition of a partial
isomorphism system.

i) ⇒ iv) We need one fact.

claim Suppose (M, a) ≡∞,ω (N , b) and c ∈M , there is d ∈ N such that

(M, a, c) ≡∞,ω (N , b, d).

Suppose not. Then for all d ∈ N there is φd such thatM |= φd(a, c) and
N |= ¬φd(b, d). But then

M |= ∃v
∧
d∈N

φd(a, v)

and
N 6|= ∃v

∧
d∈N

φd(b, v)

a contradiction.

We now describe Player II’s strategy. Player II always has a play to
ensure (M, a1, . . . , an) ≡∞,ω (N , b1, . . . , bn). As long as Player II does this
the resulting map will be a partial L-embedding. �

Exercise 2.5 IfM≡∞,ω N , then for any countably generated substructure
M0 ⊆ N there is an isomorphic N0 ⊆ N .

Exercise 2.6 We say that an abelian group is ℵ1-free if every countable
subgroup is free.

Prove that if G is free abelian and H ≡∞,ω G, then H is ℵ1-free. We will
show the converse in Corollary 2.23.
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Exercise 2.7 For any abelian group A we say that a subgroup A0 is thin if
there is a subgroup A1 such that A = A0 ⊕ A1 and A1 is isomorphic to A.

Let G be the free abelian group on countably many generators. Let P be
the set of isomorphisms between thin subgroups of G and thin subgroups of
Zω.

a) Prove that P is a partial isomorphism system. Conclude that G ≡∞,ω
Zω;

b) The group Zω is known not to be free abelian (see for example ??).
Conclude that the class of free abelian groups is PCω1,ω but not L∞,ω-
axiomatizable. In Appendix A.4 we will show that there are 2ℵ1 non-isomorphic
ℵ1-free abelian groups of cardinality ℵ1.

Exercise 2.8 Prove thatM≡∞,ω N if and only if there is a forcing extension
of the universe V[G] where M∼= N .

For another view, we begin by defining a deceptively simple sequence of
equivalence relations. For each ordinal α, we will have a relation

(M, a) ∼α (N , b)

where M and N are τ -structures, a ∈Mn and b ∈ N n and n = 0, 1, 2, . . ..

• (M, a) ∼0 (N , b) if M |= φ(a) if and only if N |= φ(b) for all atomic
τ -formulas φ.

• For all ordinals α, (M, a) ∼α+1 (N , b) if for all c ∈ M there is d ∈ N
such that (M, a, c) ∼α (N , b, d) and for all d ∈ N there is c ∈M such
that (M, a, c) ∼α (N , b, d).

• For all limit ordinals β, (M, a) ∼β (N , b) if and only if (M, a) ∼α
(N , b) for all α < β.

We show that ∼α captures the more complicated notion of equivalence
for sentences of quantifier rank at most α.

Definition 2.9 Define qr(φ) the quantifier rank of L∞,ω-formulas as follows:

• If φ is atomic, then qr(φ) = 0;

• qr(¬φ) = qr(φ);

• qr(
∧
φ∈X φ) = qr(

∨
φ∈X φ) = supφ∈X qr(φ);
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• qr(∃v φ) = qr(∀v φ) = qr(φ) + 1.

Definition 2.10 We say M≡α N if and only

M |= φ⇔ N |= φ

for any L∞,ω-sentence φ of quantifier rank at most α.

Exercise 2.11 If α is a limit ordinal, show that M ≡α N if and only if
M≡β N for all β < α.

Exercise 2.12 If α is a limit ordinal, thenM≡α N if and only ifM≡β N
for all β < α.

Theorem 2.13 M≡α N if and only if M∼α N .

We leave the proof as an exercise.

Exercise 2.14 Prove by induction on α that for all τ -structures M,N ,
a ∈M and b ∈ N , (M, a) ∼α (N , b) if and only if

M |= φ(a)⇔ N |= φ(b)

for all formulas φ(v) of quantifier rank at most α.

2.2 Scott’s Theorem

If τ is any vocabulary and M is an τ -structure we define a sequence of
L∞,ω-formulas ΦMa,α(v) for a ∈M<ω and α is an ordinal as follows:

ΦMa,0(v) =
∧
ψ∈X

ψ(v),

where X = {ψ : M |= ψ(a) and ψ is atomic or the negation of an atomic
τ -formula}.

If α is a limit ordinal, then

ΦMa,α(v) =
∧
β<α

ΦMa,β(v).

If α = β + 1, then

ΦMa,α(v) =
∧
b∈M

∃w ΦMa,b,β(v, w) ∧ ∀w
∨
b∈M

ΦMa,b,β(v, w).
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Lemma 2.15 Let M and N be τ -structures, a ∈ Ml, and b ∈ N l. Then,
(M, a) ∼α (N , b) if and only if N |= φMa,α(b).

Proof We prove this by induction on α. Because (M, a) ∼0 (N , b) if and
only if they satisfy the same atomic formulas, the lemma holds for α = 0.

Suppose that γ is a limit ordinal and the lemma is true for all α < γ.
Then

(M, a) ∼γ (N , b) ⇔ (M, a) ∼α (N , b) for all α < γ

⇔ N |= ΦMa,α(b) for all α < γ

⇔ N |= ΦMa,γ(b).

Suppose that the lemma is true for α. First, suppose that N |= φMa,α+1(b).
Let c ∈M. Because

N |=
∧
x∈M

∃w ΦMa,x,α(b, w),

there is d ∈ N such that N |= ΦMa,c,α(b, d). By induction, (M, a, c) ∼α
(N , b, d). If d ∈ N , then because

N |= ∀w
∨
c∈M

ΦMa,c,α(b, w)

there is c ∈ M such that N |= ΦMa,c,α(b, d) and (M, a, c) ∼α (N , b, d). Thus

(M, a) ∼α+1 (N , b).
Suppose, on the other hand, that (M, a) ∼α+1 (N , b). Suppose that c ∈

M, then there is d ∈ N such that (M, a, c) ∼α (N , b, d) andN |= ΦMa,c,α(b, d).

Similarly, if d ∈ N , then there is c ∈ M such that N |= ΦMa,c,α(b, d). Thus,

N |= ΦMa,α+1(b), as desired. �

A similar induction shows that even more is true. The formula ΦMa,α
depends only on the ∼α-class of (M, a).

Exercise 2.16 Prove that if (M, a) ∼α (N , b) if and only if ΦMa,α(v) =
ΦN
b,α

(v)

Lemma 2.17 For any infinite τ -structure M, there is an ordinal α < |M |+
such that if a, b ∈ Ml and (M, a) ∼α (M, b), then (M, a) ∼β (M, b) for all
β. The least such α is called the Scott rank of M and denoted sr(M).
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Proof Let Γα = {(a, b) : a, b ∈ Ml for some l = 0, 1, . . . and (M, a) 6∼α
(M, b)}. Clearly, Γα ⊆ Γβ for α < β.

claim 1: If Γα = Γα+1, then Γα = Γβ for all β > α.
We prove this by induction on β. If β is a limit ordinal and the claim

holds for all γ < β, then it also holds for β. Suppose that the claim is
true for α ≤ β and we want to show that it holds for β + 1. Suppose
that (M, a) ∼β (M, b) and c ∈ M. Because (M, a) ∼α+1 (M, b), there
is d ∈ N such that (M, a, c) ∼α (M, b, d). By our inductive assumption,
(M, a, c) ∼β (M, b, d). Similarly, if d ∈ M, then there is c ∈ M such that
(M, a, c) ∼β (M, b, d). Thus, (M, a) ∼β+1 (M, b) as desired.

claim 2: There is an ordinal α < |M |+ such that Γα = Γα+1.
Suppose not. Then, for each α < |M|+, choose (aα, bα) ∈ Γα+1 \ Γα.

Because Γα ⊆ Γβ for α < β, the function α 7→ (aα, bα) is one-to-one. Because
there are only |M| finite sequences from M this is impossible. �

A more subtle notion of Scott rank is sometimes useful

Definition 2.18 For a ∈M define r(a) as the least ordinal α such that for
all b

(M, a) ∼α (M, b)⇒ (M, a) ∼α+1 (M, b).

Then
sr(M) = sup{r(a) : a ∈M}.

We also define
SR(M) = sup{r(a) + 1 : a ∈M}.

Exercise 2.19 Calculate SR for the following structures.
a) (ω,<)
b) (ω + 1, <);
c) (ω + ω,<);
d) (Z,+, 0).

We will see later that at limit ordinals α there can be interesting dis-
tinctions between SR(M) = α and SR(M) = α + 1 while in both cases
sr(M) = α.

Exercise 2.20 Formulate and prove a version of Lemma 2.17 for finite
τ -structures.
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Exercise 2.21 a) Show that for all β < ω1 and n ∈ ω there is an Lω1,ω(τ)-
formula Snβ (v, w) where |v| = |w| = n such that

M |= Snβ (a, b)⇔ (M, a) ∼α (N , b)

for any τ -structure M.
b) Show that for all α < ω1 there is σα ∈ Lω1,ω(τ) such that M |= σα if

and only if SR(M) ≥ α.

We conclude this section with Scott’s Isomorphism Theorem
Let M be an infinite τ -structure of cardinality κ, and let α be the Scott

rank of M. Let ΦM be the sentence

ΦM∅,α ∧
∞∧
l=0

∧
a∈M l

∀v(ΦMa,α(v)→ ΦMa,α+1(v)).

Because all of the conjunctions and disjunctions in ΦMa,β are of size κ, ΦMa,β ∈
Lκ+,ω for all ordinals β < κ+. Thus ΦM is an Lκ+,ω-sentence. We call ΦM

the Scott sentence ofM. If τ is a countable vocabulary andM is countable
τ -structure, then ΦM ∈ Lω1,ω.

Theorem 2.22 (Scott’s Isomorphism Theorem) Let M and N be τ -
structures, and let ΦM ∈ L∞,ω be the Scott sentence ofM. Then, N ≡∞,ωM
if and only if N |= ΦM.

In particular, ifM and N are countable then φ ∈ Lω1,ω and, if N |= ΦM,
then N ∼=M.

Proof Clearly if N ≡∞,ωM, then N |= ΦM.
For the other direction, suppose N |= ΦM. We will show that N ∼=pM.

Let α be the Scott rank of M. Let P be the set of partial functions f with
finite domain from M to N such that if a is the domain of f and f(a) = b
then N |= ΦMa,α(b). Since N |= ΦM, the empty map is in P so P 6= ∅.

Suppose we have f in P with domain a with f(a) = b. Let c ∈M. Since
N |= ΦM ∧ ΦMa,α(b), N |= ΦM ∧ ΦMa,α+1(b). But ΦMa,α+1(v)→ ∃w ΦMa,c,α(v, w).

Thus there is d ∈ N such that N models ΦMa,c,α(b, d) and we can extend f by
sending c to d.

On the other hand suppose we are given d̂ ∈ N . Since N |= ΦMa,α+1(b),

N |= ∀w
∨
m∈M

ΦMa,m,α(b, w).
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Thus there is ĉ ∈ N such that N |= ΦMa,ĉ,α(b, d) and we can extend f be

sending ĉ to d̂.
Thus P is a partial isomorphism system and M∼=p N . By Theorem 2.4

M ≡∞ N and, by Exercise 2.2, if M and N are countable, then M ∼= N .
�

We use this to prove a converse to Exercise 2.6.

Corollary 2.23 Let G be the free abelian group on countably many genera-
tors and let H be an ℵ1-free group that is not free on a finite set of generators.
Then G ≡∞,ω H.

Proof Let ΦG ∈ Lω1,ω be the Scott sentence of G. Let A be a countable
fragment of L∞,ω containing ΦG and a sentence asserting H is not free on
finitely many generators. By Downward Löwenheim–Skolem we can find
H1 ≺A H containing countably many independent elements with |H1| = ℵ0.
Since H is ℵ1-free, H is free abelian on countably many generators and hence
isomorphic to G. But then H1 |= ΦG and hence H |= ΦG. Thus H ≡∞,ω G.
�

A stronger version of this result is proved in Exercise 2.57.

Exercise 2.24 Show that the class of ℵ1-free abelian groups is Lω1,ω-
axiomatizable.

Complete Sentences

Definition 2.25 A satisfiable sentence φ ∈ L∞,ω is complete if for all ψ ∈
L∞,ω

φ |= ψ or φ |= ¬ψ.

Corollary 2.26 For any M the Scott sentence ΦM is complete.

Exercise 2.27 For any satisfiable sentence ψ ∈ Lω1,ω there is a complete
sentence φ such that φ |= ψ.

Exercise 2.28 A satisfiable sentence φ ∈ Lω1,ω is complete if and only if it
is ℵ0-categorical.
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Exercise 2.29 Suppose ψ ∈ Lω1,ω is κ-categorical for some infinite cardinal
κ. Show that if M,N |= ψ of cardinality at least κ then M ≡∞,ω N .
(Compare this to Exercise 5.10.)

Exercise 2.30 Give an example of an ℵ1-categorical φ ∈ Lω1,ω that is not
complete.

Exercise 2.31 Let σ be a complete Lω1,ω-sentence. and letM be the unique
countable model. Show that the following are equivalent.

i) There is an uncountable model of σ.
ii) There is a non-surjective Lω1,ω-elementary embedding ofM into itself.
iii) There is a non-surjective A-elementary embedding of M into itself,

where A is a countable fragment of Lω1,ω-containing φ.

Gao [14] has shown these conditions are equivalent to the non-existence
of a complete left-invariant metric on Aut(M) the automorphism group of
M.

For complete sentences in Lω1,ω we can give an improvement of Chang’s
Theorem 1.31.

Theorem 2.32 Suppose τ is countable and φ be a complete sentence of
Lω1,ω(τ). There is τ ∗ ⊇ τ and T ∗ a complete first order τ ∗-theory such
that M |= φ if and only M is the τ -reduct of an atomic model of T ∗.

Proof Let M be the unique countable model of φ and let α be its Scott
rank. Let A be a countable fragment containing all formulas ΦMa,α for a ∈M.
Now follow the proof of Theorem 1.31 to obtain τ ∗ = τ ∪ {Rψ : ψ ∈ A} and
Γ a collection of τ ∗-types such that models of ΦM are exactly the reducts of
models of T ∗ that omit all types in Γ. Let T be the complete τ ∗-theory of
M. AsM omits all of the types in Γ, no type in Γ is implied by a principal
type. Thus all types in Γ are omitted in any atomic model of T ∗ and the
reduct of an atomic model of T ∗ is a model of φ.

For any N |= φ we can take its natural expansion as a τ ∗-structure. For
any a ∈ N there is b ∈ M such that RΦM

b,α
(v) isolates tpN (a). Thus the

expansion is an atomic model of T ∗. �

In later sections we will be looking at uncountable structures that are
models of complete sentences. We would like to give a characterization of
when this happens.
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Definition 2.33 Let A be a fragment of Lω1,ω(τ). If M is a τ -structure
and a1, . . . , an ∈M then the A-type of a is

tpM(a,A) = {φ(v) ∈ A :M |= φ(a)}

and Sn(A, φ) is the set of A-types of n-tuples realized in some model of T .

Exercise 2.34 Let τ be a countable vocabulary and let M be a countable
τ -structure.

a) Suppose there is a countable N such that M≡∞,ω N . Show that M
realizes only countably many Lω1,ω-types.

For the remainder of the Exercise assumeM realizes countably many Lω1,ω-
types.

b) Prove that M has countable Scott rank.
c) Prove that there is a countable N ≡∞,ωM.

2.3 Countable Approximations

In this section we give another characterization of ≡∞,ω due to Kueker [26].
We begin with some set theoretic preliminaries. Kueker, and independently,
Jech, introduced the following generalization of the the filter of closed un-
bounded subsets of a regular cardinal.

For any set X let Pω1(X) be the collection of countable subsets of X.

Definition 2.35 A ⊆ Pω1(X) is closed if
⋃
an ∈ X for any a1 ⊂ a2 ⊂ . . . in

X and A ⊆ Pω1(X) is unbounded if for all a ⊂ X countable, there is b ∈ A
with a ⊆ b.

Lemma 2.36 Suppose A0, A1, . . . ∈ Pω1(X) are closed and unbounded. Then
so is

⋂
Ai is closed and unbounded.

Proof It is clear that
⋂
Ai is closed, so we need only show it is unbounded.

Let a ∈ Pω1(X). Let 〈·, ·〉 : ω2 → ω be a bijective pairing function such
that 〈m, i〉 < 〈m, j〉 if i < j. We build

a = a−1 ⊂ a0 ⊂ a1 ⊂ . . . ∈ Pω1(X)

such that if n = 〈i, j〉 we choose an ∈ Ai with an−1 ⊂ an. This is always
possible since each Ai is unbounded. Then

b =
⋂
n∈ω

an =
⋂
j∈ω

a〈i,j〉 ∈ Ai
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for all i ∈ ω. Thus b ∈
⋂
Ai and

⋂
Ai is unbounded. �

Let D(X) = {A ⊆ Pω1 : A has a closed, unbounded subset}.
Exercise 2.37 Show that D(X) is a countably complete filter on Pω1(X).

We also have closure under diagonal intersections.

Lemma 2.38 Suppose I ⊆ X and Ai is closed and unbounded for all i ∈ I
then so is

4Ai = {a ∈ Pω1(X) : a ∈ Ai for all i ∈ a ∩ I}.

Proof Suppose a0 ⊂ a1 ⊂ . . . are in 4Ai and a =
⋃
ai. Let j ∈ a∩ I. Then

there is n0 such that j ∈ an for n ≥ n0. But then an ∈ Aj for n ≥ n0 and,
since Aj is closed, a ∈ Ai. Thus a ∈ 4Ai and 4Ai is closed.

Let a ∈ Pω1(X). Let a0 = a. Given an, we know from Lemma 2.36 that⋂
i∈an∩I Ai is closed and unbounded. Thus there is

an ⊂ an+1 ∈
⋂

i∈an∩I

Ai.

Let a =
⋃
an. Suppose i ∈ a. There is n0 such that i ∈ an for n ≥ n0. Thus

an+1 ∈ Ai for n ≥ n0 and, since Ai is closed, a ∈ Ai. Thus a ∈ 4Ai and 4Ai
is unbounded. �

Kueker also gave a useful game theoretic formulation of membership in
D(X).

Exercise 2.39 For A ⊆ Pω1(X) consider the game G(A) where Players I
and II alternate playing elements of X.

Player I Player II
c0

d0

c1

d1
...

...

Player II wins if {ci, di : i ∈ ω} is in A. Prove that Player II has a winning
strategy in G(A) if and only if A ∈ D(X).

We use the filter D(X) as a notion of “almost all”. Let X be a set. Let
τ be a countable vocabulary and let M be a τ -structure. We say that X is
large enough to approximate M if the universe of M is contained in X.
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Exercise 2.40 Suppose X is large enough to approximate M. Show that
{a ∈ Pω1(X) :M∩ a is a substructure of M} ∈ D(X).

Let Ma denote M∩ a. We say that Ma is a substructure almost every-
where.

Definition 2.41 Suppose φ ∈ L∞,ω and a ∈ Pω1(X) we define the approxi-
mation φa to φ inductively as follows:

• φa = φ if φ is atomic;

• (¬φ)a = ¬φa;

• (∀v φ)a = ∀v φa and (∃v φ)a = ∃v φa;

•

(∧
i∈I

φi

)a

=
∧
i∈I∩a

φai and

(∨
i∈I

φi

)a

=
∨
i∈I∩a

φai .

We say that X is large enough to approximate φ if I ⊂ X whenever∨
i∈I ψi or

∧
iinI psii is in the smallest fragment of L∞,ω containing φ.

Exercise 2.42 Show that if φ ∈ L∞,ω and ψ is the canonical formula in
negation normal form (see Exercise 1.21) such that |= φ ↔ ψ, then for any
M if X is large enough to approximate φ and M, then

|= φa ↔ ψa a.e..

We work in an X large enough to approximateM and φ. Intuitively, we
think of X as some sufficiently rich substructure of the universe of sets V
containing M and φ.

Theorem 2.43 For any M and φ ∈ L∞,ω

M |= φ if and only if Ma |= φa a.e.

i.e., {a ∈ Pω1(X) :Ma |= φa} ∈ D(X).

Proof First note that, since D(X) is a filter, it is impossible that

Ma |= φa a.e. and Ma |= ¬φa a.e..

Thus it suffices to prove ⇒ direction.
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Next note that, by Exercise 2.42, we may assume that φ is in negation
normal form. We prove by induction that if ψ is a subformula of φ, b ∈ M
andM |= ψ(b), thenMa |= ψa(b) a.e.. Note that b ∈Ma a.e., so this makes
sense.

• If ψ is atomic or negated atomic this is clear sinceMa is a substructure
of M. Note that these are the only negations we need to deal with.

• If ψ is
∨
i∈I θi(b), then there is j ∈ I such that M |= θj(b). Note that

j ∈ a for almost every a ∈ Pω1(X). By induction Ma |= θaj (b) a.e..

Thus Ma |= ψa(b) a.e..

• Suppose ψ is
∧
i∈I θi(b) and M |= ψ(b). By induction,

Ai = {a :Ma |= θai (b)} ∈ D(X)

for all i ∈ I. By Lemma 2.38, 4Ai ∈ D(X). Let a ∈ 4D(X). If
i ∈ a ∩ I, then a ∈ Ai so Ma |= θai (b). Thus Ma |= ψa a.e..

• If ψ is ∃v θ(v, b), this is similar to the
∨

-case.

• if ψ is ∀v θ(v, b) this is similar to the
∧

-case.

�

Exercise 2.44 Fill in the details in the ∃v θ and ∀v θ cases.

Corollary 2.45 i) If φ ∈ Lω1,ω, then M |= φ if and only if Ma |= φ a.e..
ii) If M is countable and φ ∈ L∞,ω, M |= φ if and only if M |= φa a.e..

Theorem 2.46 i) M≡∞,ω N ⇔Ma ∼= N a a.e..
ii) M 6≡∞,ω N ⇔Ma 6∼= N a a.e..

Proof Note that filter D(X) is not an ultrafilter, thus ii) is not an immediate
consequence of i). Though, since it is a filter, it is enough to prove the ⇒
directions of both i) and ii).

Suppose M 6≡∞,ω N . Let φ ∈ L∞,ω such that M |= φ and N |= ¬φ. By
the previous theorem, Ma |= φa a.e. and N a |= ¬φa a.e. Since D(X) is a
filter {a : Ma |= φa and N a |= ¬φa} ∈ D(X) and, thus, {a : Ma 6∼= N a} ∈
D(X).
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Suppose M ≡∞,ω N . By Theorem 2.4 there is a non-empty system P
of partial isomorphism with finite domains from M to N . Let A = {a ∈
P(ω1(X)) : such that {f ∈ P : dom(f) ⊂ Ma and img(f) ⊂ N a} is a
nonempty system of partial isomorphism between Ma and N a}.

Exercise 2.47 Show that A ∈ D(X) and prove that Ma ∼= N a for a ∈ A.
�

Corollary 2.48 IfM is countable, thenM≡∞,ω N if and only ifM∼= N a

a.e..

The corollary leads to another proof that an abelian group is ≡∞,ω to a
free abelian group if and only if every countable subgroup is free.

2.4 Larger Infinitary Languages

For completeness, we will briefly mention the the logics Lκ,λ. In these logics
we allow a more general quantification rule. We will say very little in this
section and refer to reader to [11] for a more detailed survey.

Suppose φ is a formula and ~v is a sequence of variables freely occuring in
φ with |~v| < λ, then ∃~v φ is a formula.

Thus we are allowed existential and, by taking negations in the usual way,
universal quantification over sequences of variables of cardinality less than λ.

Exercise 2.49 Show there is φ ∈ Lω1,ω1 such that M |= φ if and only if
|M | > ℵ0.

Exercise 2.50 Show there is an Lω1,ω1-sentence φ such that (A,<) |= φ if
and only if (A,<) is a well-order.

Exercise 2.51 Show that is an Lω1,ω1-sentence φ such that (A,<) |= φ if
and only if (A,<) ∼= (R, <).

Exercise 2.52 Show that there is an Lω1,ω1 sentence φ such that φ has a
model of cardinality κ if and only if the cofinality of κ is ω.

Exercise 2.53 Recall that a linear ordering (A,<) is ℵ1-like if |A| = ℵ1 and
|{b : b < a}| ≤ ℵ0 for all a ∈ A. Show that the class of ℵ1-like linear orders
is Lω1,ω1-axiomatizable.

Definition 2.54 We sayM∼=κ
p N if and only if there is a nonempty system

of partial embeddings P with the property that:
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i) if f ∈ P , A ⊂ M and |A| < κ, then there is g ∈ P , f ⊆ g and
A ⊆ dom(g) and

ii) if f ∈ P , B ⊂ N and |B| < κ, then there is g ∈ P , f ⊆ g and
B ⊆ img(g).

Our original notion ∼=p is ∼=ℵ0p .

Exercise 2.55 a) ProveM∼=κ
p N ⇒M ≡∞,κ N by induction on complexity

of formulas.
b) ProveM≡∞,κ N ⇒M ∼=κ

p N . [Hint: Let P be the set of f : A→ N
where |A| < κ and f is L∞,κ-elementary.]

Exercise 2.56 Let M and N be ℵ1-like dense linear orders with out end-
points. Prove M ≡∞,ω1 N . [Hint: Consider P = {f : A → B : A an initial
segment of M, B is an initial segment of N , M\A and N \B has no least
element and f is order preserving}.]

Note in A.2 we show there are 2ℵ1 non-isomorphic ℵ1-like dense linear
orders.

Exercise 2.57 Suppose G and H are uncountable ℵ1-free abelian groups.
Prove that G ≡∞,ω1 H. [Hint: ?? ]

In Exercise A.4 we show that there are 2ℵ1 non-isomorphic ℵ1-free abelian
groups of cardinality ℵ1.
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3 The Space of Countable Models

There are many connections between the model theory of Lω1,ω and descrip-
tive set theory. Suppose τ is a countable vocabulary. The first observation
is that the set of countably infinite τ -structures can naturally be given the
structure of a Polish space. The reader should consult [21] for any unex-
plained notions or results from descriptive set theory.

3.1 Spaces of τ-structures

To each countable vocabulary τ we will define a Polish space on the set
of τ -structures with universe ω. The notation in the general case makes
this seem more mysterious then it is, so we first illustrate with a simple
example. Let τ0 be the language with one binary relation symbol R. In this
case we will let Xτ0 = 2ω×ω. If M is a τ0-structure with universe ω, define
fM : ω × ω → 2 by fM(i, j) = 1 if and only if M |= R(i, j). Similarly,
for any f : ω2 → 2 we can define Mf as the τ0-structure on ω with binary
relation Rf = {(i, j) : f(i, j) = 1}. The maps M 7→ fM and f 7→ Mf are
easily seen to be inverses. Thus we can identify the set τ0-structures with
universe ω with elements of Xτ0 . Of course Xτ0 is a Polish space, indeed it is
homeomorphic to the Cantor space.

Suppose we instead consider τ1 where we have one unary function symbol.
Then we could identify τ1-structures with ωω.

Let τ be a countable vocabulary with constant symbols (ci : i < αC),
relations symbols (Ri : i < αR) and function symbols (fi : i < αF ) where
αC , αR, αF ≤ ω. For each i < αR and j < αF , let m(i) and n(j) be the arities
of Ri and fj respectively. Define

Xτ = ωαC ×
∏
i<αR

2ω
m(i) ×

∏
j<αF

ωω
n(j)

.

Arguing as above, it is easy to see that there is a natural bijection between
Xτ and the set of all τ -structures with universe ω. The ωαC part tells how to
interpret the constant symbols, the

∏
i<αR

2ω
m(i)

part tells how to interpret

the relation symbols and the
∏

j<αF
ωω

n(j)
part tells how to interpret the

function symbols. 6

6Note that this definition still makes sense if one or several of αC , αR or αF are zero.
In particular if τ is the empty vocabulary, then Xτ is the one element space.
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Suppose φ(vi1 , . . . , vim) is an Lω1,ω-formula with free variables from vi1 , . . . , vim
and n1, . . . , nm ∈ ω. Define

Eφ,n = {M ∈ Xτ :M |= φ(n1, . . . , nm).}

Lemma 3.1 Each Eφ,n is a Borel subset of Xτ .

Proof We prove this by induction on the complexity of Lω1,ω-formulas.

claim If φ is atomic, then Eφ,n is clopen.
The formula φ is either R(t1, . . . , tl) or t1 = t2 where t1, . . . , tl are terms

and R is a relation symbol. If each of the ti is a variable, this is clear from
the construction of Xτ .

Unwinding the terms, we can find atomic formulas ψ1(v, w), . . . , ψk(v, w)
each of the form R(v), vi = vj, vi = c or f(v) = vj where R is a relation
symbol, c is a constant symbol and f is a function symbol, and

φ(v) ⇔ ∃w (ψ1(v, w) ∧ . . . ∧ ψk(v, w))
⇔ ∀w [(ψ1(v, w) ∧ . . . ∧ ψk−1(v), w)→ ψk(v, w)].

For example, suppose φ(v1, v2) is R(v1, g(f(v1, v2))). Then

φ(v1, v2) ⇔ ∃w1∃w2 [f(v1, v2) = w1 ∧ g(w1) = w2 ∧R(v1, w2)]
⇔ ∀w1∀w2[(f(v1, v2) = w1 ∧ g(w1) = w2)→ R(v1, w2)].

Thus we have φ(v) ⇔ ∃w ψ(v, w) ⇔ ∀w θ(v, w), where each Eψ,a and
Eθ,a is clopen. But then

Eφ,m =
⋃
a

Eψ,m,a an open set

=
⋂
a

Eθ,m,a a closed set

Thus Eφ,m is clopen.

The rest of the induction is easy:

• E¬φ,m = Xτ \ Eφ,m;

• E∨
φ,m =

⋃
Eφ,m;

• E∧
φ,m =

⋂
Eφ,m;
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• E∃vφ,m =
⋃
aEφ,m,a;

• E∀vφ,m =
⋂
aEφ,m,a;

So, by induction on complexity, each Eφ,m is Borel. �

Definition 3.2 If φ is a sentence of Lω1,ω(τ), let

Mod(φ) = {M ∈ Xτ :M |= φ}.

Then Mod(φ) is a Borel subset of Xτ and can be viewed as a standard
Borel space. Not every Borel subset of Xτ arises as Mod(φ) for some Lω1,ω-
sentence.

There is a natural action of S∞,the set of all permutations of ω, on Xτ

by homeomorphisms. If M ∈ Xτ and σ ∈ S∞ let σ(M) be the τ -structure
induced by σ, i.e.,

σ(M) |= φ(a)⇔M |= φ(σ−1(a)).

We say that A ⊆ Xτ is invariant if σ(A) = A for all σ ∈ S∞.

Corollary 3.3 For any sentence φ ∈ Lω1,ω(τ), Mod(φ) is an invariant Borel
subset of Xτ .

Proof If φ is a sentence, then M |= φ if and only if σ(M) |= φ. �

In Theorem 4.26 we will prove the converse namely that for every invariant
Borel set A ⊆ Xτ there is an Lω1,ω(τ)-sentence φ such that A = Mod(φ).

Corollary 3.4 For any M∈ Xτ , {N : N ∼=M} is invariant Borel.

Proof By Scott’s Theorem the isomorphism class ofM is Mod(ΦM), where
ΦM is the Scott sentence of M. �

Exercise 3.5 Prove that if K is a PCω1,ω-class then K∩Xτ is invariant Σ1
1.

Exercise 3.6 a) Suppose φ ∈ Lω1,ω(τ) is in disjunctive normal form, i.e.,
φ is

∨
i∈ω
∧
j∈ω ψi,j, where each ψi,j is atomic or negated atomic. Show that

Mod(φ) is a Σ0
2 subset of Xτ (i.e., Mod(φ) is an Fσ-set).

b) Find a vocabulary τ and an Lω1,ω(τ)-sentence φ in conjunctive normal
form such that φ is not equivalent to any Lω1,ω(τ)-sentence in disjunctive
normal form. (Hint: Find φ such that Mod(φ) is Π0

2 but not Σ0
2.)
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3.2 The Number of Countable Models

One of the nagging long standing open problems in the model theory of
first order logic is Vaught’s Conjecture that if T is a complete first order
theory in a countable language, then the number of non-isomorphic models
countable of T is either at most ℵ0 or exactly 2ℵ0 . It is natural to extend
the conjecture from first order logic to models of an Lω1,ω-sentence. Thus,
Vaught’s Conjecture for Lω1,ω asserts that for any sentence φ ∈ Lω1,ω the
number of non-isomorphic countable models is either at most ℵ0 or exactly
2ℵ0 . Of course, if the Continuum Hypothesis holds, Vaught’s Conjecture is a
trivial consequence, but we will later give a rephrasing of Vaught’s Conjecture
that does not depend on the continuum hypothesis. The first progress toward
Vaught’s Conjecture is still the strongest general result known.

Theorem 3.7 (Morley [40]) Let φ be an Lω1,ω-sentence. Then the number
of non-isomorphic countable models of φ is either at most ℵ1 or exactly 2ℵ0.

We will give Morley’s original proof below, but first it worth noting that,
from the point of view of modern descriptive set theory, Morley’s Theorem
is an easy consequence of core theorems on equivalence relations. Consider
the isomorphism relation ∼= on Xτ . Then M∼= N if and only if
∃f ∈ ωω f is a bijection and f preserves all of the constant, relation and

function symbols of τ.
This is easily seen to be Σ1

1. For example, let τ be the vocabulary with a
single binary relation symbol R. Then M ∼= N if and only if there exists
f ∈ ωω such that f is a bijection and

∀m,nM |= R(m,n)↔M |= R(f(m), f(n)).

Thus for any φ, isomorphism is a Σ1
1-equivalence relation on Mod(φ).

We can now apply two important theorem equivalence relations from
descriptive set theory. For proofs see, for example [13] Theorems 5.35 and
9.1.5.

Theorem 3.8 i) (Silver [52]) If E is a Π1
1-equivalence relation on standard

Borel space X with uncountably many equivalence classes, then there is a
perfect set of E-inequivalent elements. In particular, this is true for any
Borel equivalence relation.

ii) (Burgess) If E is a Σ1
1-equivalence relation on standard Borel space

X with at least ℵ2 equivalence classes, then there is a perfect set of E-
inequivalent elements.
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For proofs see, for example [13] 5.3.5 and 9.1.5.
Morely’s Theorem is, of course, an easy consequence of Burgess’ result.

It is worth noting that Burgess’s result can’t be improved. For example
define an equivalence relation on E on ωω such that xEy if and only if either
neither codes a well ordering or there both code linear orders and there is
an isomorphism between the orders they code. This is easily seen to be a
Σ1

1-equivalence relation with exactly ℵ1-classes.
In the isomorphism equivalence relation on Mod(φ) we have added infor-

mation for Corollary 3.4 that every equivalence class is Borel. This is also
not enough.

Exercise 3.9 Define an equivalence relation E on ωω such that xEy if
and only if ωx1 = ωy1 (see §9 for definitions). Show that E is Σ1

1-equivalence
relation with exactly ℵ1 classes, all of which are Borel.

Further examples get closer to Vaught’s Conjecture. In particular there
are PCω1,ω classes with exactly ℵ1-countable models.

Exercise 3.10 (Friedman) a) SupposeM is a countable ω-model of ZFC−

(i.e., ZFC−25 2Power set) and the ordinals ofM are ill-founded. Show that
there is an ordinal α such that the ordinals ofM have order type α+(Q×α).

b) Show that a) gives rise to a PCω1,ω-class with exactly ℵ1 non-isomorphic
countable models.

Exercise 3.11 (Kunen) A linear order is 1-transitive if for all a, b there is
an order preserving automorphism taking a to b.

For α < ω, we say that the support of f : α → Z is {β < α : f(β) 6=
0} and let Zα be the set of finite support functions from α to Z ordered
lexicographically. [Note Z0 = {∅}.]

a) Prove that each Zα is 1-transitive.
b) Prove that every countable 1-transitive linear order is isomorphic to

Zα or Q× Zα ordered lexicographically.
c) Use b) describe a PC-class with exactly ℵ1 non-isomorphic countable

models.

We also know that the isomorphism equivalence relation on Mod(φ) is
also the orbit equivalence relation of the action of the Polish group S∞ on
the standard Borel space Mod(φ). This leads to the Topological Vaught
Conjecture which is also still open.

Topological Vaught Conjecture Suppose G is a Polish group and there
is a Borel-measurable action of G on a standard Borel space X. If G has
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uncountably many orbits, then there is a perfect set of elements in distinct
orbits.

Although Morely’s Theorem follow’s immediately from Burgess’ Theo-
rem, it is instructive to see how to prove it using only Silver’s Theorem. For
each α < ω1 let ∼α be as in Definition 1.16. These are Borel equivalence
relations, that is for each n the equivalence relation (M, a) ∼ (N , b), where
a, b are of length n, is a Borel equivalence relation on Xτ × ωn. This is an
easy induction since

• ∼0 is closed since (M, a) ∼0 (N , b) if and only if M |= φ(a) ⇔ N |=
φ(b) for all quantifier free φ ;

• for α a limit, ∼α=
⋂
β<α ∼ β;

• (M, a) ∼α+1 (N , c)⇔ ∀c∃d (M, a, c) ∼α (N , b, d) and ∀d∃c (M, a, c) ∼α
(N , b, d). Thus ∼α is a countable intersection of countable unions of
Borel sets and, hence, Borel.

For each M |= φ, if α is the Scott rank of M, then

M∼α N ⇔M ∼= N .

Suppose there are ℵ2 non-isomorphic countable models of φ. Then for some
α < ω1 there are ℵ2 models of Scott rank at most α. But then, by Silver’s
Theorem, there must be a perfect set of ∼α-inequivalent elements and hence
a perfect set of non-isomorphic elements.

One consequence of Silver’s Theorem is that if ∼= is a Borel equivalence
relation on Mod(φ), then Vaught’s Conjecture holds for φ. When does this
happen? The arguments above show that if there is α < ω1 such that all
models have Scott rank at most α, then the isomorphism relation is just ∼α,
a Borel equivalence relation. We will argue in Theorem 11.19 that ∼= is Borel
if and only if there is a countable bound on Scott rank.

3.3 Scattered Sentences and Morley’s Proof

Definition 3.12 We say that φ is scattered if Sn(A, φ) is countable for all
countable fragments A.

Non-scattered theories have many non-isomorphic models.
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Lemma 3.13 Let A be a countable fragment. If Sn(A, φ) is uncountable,
then |Sn(A, φ)| = 2ℵ0.

Proof We know similar results for type spaces in first order logic. Those
proofs though always use the compactness of first order logic to prove the
compactness of the type spaces. Here we can not rely on compactness.

Let X be the set of A-formulas with n-free variables. We identify Sn(A, φ)
as a subset of the Polish space 2X . Consider the standard Borel space
Mod(φ) × ωn and the map F from Mod(φ) × ωn onto Sn(A, φ) given by
(M, a) 7→ tpM(a,A). By the arguments above this map is Borel. Thus
Sn(A, φ) is Σ1

1 and, by the Perfect Set Theorem for Σ1
1-sets (see [21] 14.13),

must contain a non-empty perfect subset of 2X . �

Corollary 3.14 If φ is not scattered there are 2ℵ0 non-isomorphic countable
models of φ. Indeed, there is a perfect set of non-isomorphic models.

Proof There is a countable fragment A such that |Sn(A, φ)| = 2ℵ0 . As each
model only realizes countably many types, there must be 2ℵ0 non-isomorphic
countable models.

To find a perfect set of non-isomorphic models, consider the equivalence
relation on Mod(φ) where M ≈ N if and only {tpM(a,A) : a ∈ M} =
{tpN (a,A) : a ∈ N}, i.e., M ≈ N if and only if they realize the same A-
types. This is a Borel equivalence relation and if M ∼= N , then M ≈ N .
But if |SN(A, φ)| is uncountable, ≈ has uncountably many equivalence class.
Thus, by Silver’s Theorem, there is a perfect set of ≈-inequivalent, and hence
non-isomorphic models. �

The last step of Morely’s original proof is to show that if φ is scattered,
then there are at most ℵ1 non-isomorphic models. This proof uses a variant
of the type of analysis used in the proof of Scott’s Isomorphism Theorem.

We build a sequence of countable fragments (Aα : α < ω1) of Lω1,ω. Let
A0 be a countable fragment of Lω1,ω-containing φ. If α is a limit ordinal,
let Aα =

⋃
β<αAβ. Given Aα, let Aα+1 be the smallest fragment of Lω1,ω

containing all formulas

Θp(v) =
∧
ψ∈p

ψ(v)

for all p ∈ Sn(A, φ) and n ∈ ω. Since φ is scattered, Aα+1 is a countable
fragment.
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Lemma 3.15 For each M |= φ and a ∈ M there is α < ω1 such that if
tpM(a,Aα) = tpM(b,Aα), then tpM(a,Aβ) = tpM(b,Aβ) for all β < ω1.

We call the least such α the Morley height of a ∈M .

Proof Let α = sup{β + 1 : ∃b ∈ M tpM(a,Aβ) = tpM(b,Aβ) but
tpM(a,Aβ+1) 6= tpM(b, Aβ+1)} . �

We call the least such α the Morley height of a ∈M . The Morley height
of M is the sup of all Morley height’s of tuples in M.

Lemma 3.16 SupposeM has Morley height α and N ≡Aα+1 M. If a, b ∈ N
and tpN (a,Aα) = tpN (b,Aα), then tpN (a,Aα+1) = tpN (b,Aα+1). Thus N
has Morley height α as well.

Proof Let p = tpN (a) = tpN (b). Then, for any ψ ∈ Aα+1

M |= ∀v∀w [(Θp(v)↔ Θp(w))→ (ψ(v)↔ ψ(w))].

But this sentence is in Aα+1 and, hence, is also true in N . �

Lemma 3.17 IfM and N are countable models of φ, M has Morley height
α and M≡Aα+1 N , then M∼= N .

Proof Via a back and forth argument, we build a sequence of finite func-
tions f0 ⊆ f1 ⊆ . . . from M to N so that f =

⋃
n∈ω fn is the desired

isomorphism. We will always have that if a is the domain of fi, then
tpM(a,Aα) = tpN (fi(a),Aα). Since M ≡Aα+1 N , we can take f0 = ∅.
Suppose we have fi with domain a and f(a) = b and we want to add c to
the domain of fα. Let p be the Aα type of (a, c). Then

M |= ∃v∃wΘp(v, w).

Thus there is (s, t) ∈ N such that tpN (s, t,Aα) = tpM(a, c). In particu-
lar, tpN (s,Aα) = tpN (b,Aα) and, by the previous lemma tpN (s,Aα+1) =
tpN (b,Aα+1). But the formula ∃wΘp(v, w) ∈ tpN (s,Aα+1). Thus we can
find d such that tpN (b, d) = p.

Similarly, we can add elements of N to the domain of any fi. Thus by
the usual back-and-forth bookkeeping, we can build f0 ⊂ f1 ⊂ . . . so that⋃
fn is the desired isomorphism. �

Corollary 3.18 If φ is scattered, then φ has at most ℵ1 countable models.
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Proof Suppose for contradiction that T has at least ℵ2 models. For some
α < ω1 there are uncountably many models of Morley height at most α.
But any model of Morley height α is determined up to isomorphism by its
Aα+1-theory and there are only countably many choices for the theory, a
contradiction. �

This finishes Morley’s proof. Either φ is scattered and there are at most
ℵ1 countable models or φ is not scattered and there are continuum many
models.

We will examine several equivalents of being scattered.

Proposition 3.19 Let φ ∈ Lω1,ω then φ is scattered if and only if ∼α has
countably many equivalence classes of models of φ for all α < ω1;

Proof (⇐) Suppose A is a countable fragment such that Sn(φ,A) is un-
countable. Let α be a bound on the quantifier rank of formulas. Since

(M, a) ∼α (N , b)⇔ (M, a) ≡α (N , b)

there are uncountably many ∼α-classes.

(⇒) Suppose α is least such that for some n there are uncountably many
∼α classes of (M, a1, . . . , an) |= φ.

If α = 0 then there are uncountably many quantifier free types and φ is
not scattered.

If α = β + 1, let A be the smallest fragment containing φ and all Scott
sentences ΦMm,β for (M,m) |= φ for m ∈M<ω. Since there are only countably

many ∼β-classes, A is countable. Suppose (M, a) 6∼α (N , b). Then, without
loss of generality, there is a c ∈M such (M, a, c) 6∼β (N , b, d) for any d ∈ N .
Thus the formula

∃w ΦMa,c,β(v, w) ∈ tpM(a,A) \ tpN (b,A).

Since the are uncountably many ∼α classes there are uncountably many A-
types and φ is not scattered.

If α is a limit ordinal, let A be the countable fragment generated by all
formulas ΦMa,β for β < α. If (M, a) 6∼α (N , b), then (M, a) 6∼β (N , b) for
some β < α and we proceed as above. �

We showed that if φ is not scattered there is a perfect set of non-isomorphic
models. We now show that the converse is also true.
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Proposition 3.20 If there is a perfect set of non-isomorphic models, then
φ is not scattered.

Proof We will give a different proof in Proposition 11.25. We quickly sketch
here an argument using forcing and absoluteness.

claim “φ is scattered” and “there is a perfect set of non-isomorphic models
of φ” are absolute.

φ is scattered if and only if for all countable sets of codes A for Lω1,ω for-
mulas A there is no perfect set of elements (M, a) |= φ where all tpM(a,A)
are distinct. This can be shown to be Π1

2(φ) and, hence, absolute by Shoen-
field’s Absoluteness Theorem (see [19] 25.20). Note, one ingredient of a full
proof would be noting that the set of codes for Lω1,ω-formulas is a Π1

1 condi-
tion (see [36] 8.2).

There is a perfect set of non-isomorphic models is easily seen to be by
Σ1

2(φ) and hence absolute.

Suppose φ is scattered and there is a perfect set of non-isomorphic models
of φ. By Morley’s argument, this is only possible if 2ℵ0 = ℵ1. Consider a
forcing extension of the universe V[G] |= 2ℵ0 > ℵ1. By absolutness, φ is still
scattered in V[G] and there is a perfect set of non-isomorphic elements but
this contradicts Morley’s results. �

Putting this all together.

Corollary 3.21 The following are equivalent
i) φ is scattered;
ii) ∼α has countably many equivalence classes of models of φ for all α <

ω1;
iii) there is no perfect set of non-isomorphic countable models of φ.

When studying Vaught’s Conjecture we often look instead at the Strong
Vaught Conjecture: If φ ∈ Lω1,ω, then either there are countably many mod-
els of φ or there is a perfect set of non-isomorphic models of φ. Clearly
the strong version implies the usual one. Moreover, if the original version
of Vaught’s Conjecture is provable for φ in ZFC, then so is strong form.
Suppose not. If there is no perfect set of non-isomorphic models, then φ is
scattered. Suppose we can find (Mα : α < ω1) a sequence of pairwise non-
isomorphic countable models of φ. Pass to a forcing extension V[G] of the
universe making 2ℵ0 > ℵ1 without collapsing cardinals (for example, add ℵ2
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Cohen reals). By Shoenfield Absoluteness, V[G] |= φ is scattered and there
are uncountably many non-isomorphic models of φ. But then, by Morely’s
analysis there are exactly ℵ1 non-isomorphic countable models, contradicting
the fact that Vaught’s Conjecture is true in all models of ZFC.

For this reason we tend to focus on the strong conjecture. This way it
makes sense to study counterexamples without worrying about whether the
Continuum Hypothesis is true. This leads to the following definition.

Definition 3.22 A Vaught counterexample is a scattered φ with uncountably
many non-isomorphic countable models. Equivalently, it is a sentence with
uncountably many non-isomorphic countable models but no perfect set of
non-isomorphic models.

We will examine uncountable models of Vaught counterexamples in §7.
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4 The Model Existence Theorem and Appli-

cations

4.1 Consistency Properties and Model Existence

Although we don’t have the Compactness Theorem or a useful Completeness
Theorem, Henkin-style arguments can still be used in some contexts to build
models. In this section we describe the general framework and give several
applications.

Throughout this section we will assume that τ is a countable signature
and that C is an infinite set of constant symbols of τ (though perhaps not
all of the constant symbols of τ). The following idea, due to Makkai, is the
key. It tells us exactly what we need to do a Henkin argument.

Definition 4.1 A consistency property Σ is a collection of countable sets σ
of Lω1,ω-sentences with the following properties. For σ ∈ Σ:

C0) if µ ⊆ σ, then µ ∈ Σ;

C1) if φ ∈ σ, then ¬φ 6∈ σ;
C2) if ¬φ ∈ σ, then there is µ ∈ Σ such that σ ∪ {∼ φ} ⊆ µ;

C3) if
∧
φ∈X φ ∈ σ, then for all φ ∈ X there is µ ∈ Σ such that σ∪{φ} ⊆ µ;

C4) if
∨
φ∈X φ ∈ σ, then there is µ ∈ Σ and φ ∈ X such that σ∪{φ} ⊆ µ;

C5) if ∀v φ(v) ∈ σ, then for all c ∈ C there is µ ∈ Σ such that σ∪{φ(c)} ⊆
µ;

C6) if ∃v φ(v) ∈ σ, then there is µ ∈ Σ and c ∈ C such that σ∪{φ(c)} ⊆ µ;

C7) let t be a term with no variables and let c, d ∈ C,
a) if c = d ∈ σ, then there is µ ∈ Σ such tht σ ∪ {d = c} ⊆ µ;
b) if c = t, φ(t) ∈ σ, then there is µ ∈ Σ such that σ ∪ {φ(c)} ⊆ µ;
c) there is µ ∈ Σ and e ∈ C such that σ ∪ {e = t} ⊆ µ.

Lemma 4.2 Let Σ be a consistency property with σ ∈ Σ, c, d, e ∈ C.
i) There is µ ∈ Σ, σ ⊆ µ with c = c ∈ µ.
ii) Suppose c = d, d = e ∈ σ. Prove that σ ∪ {c = e} ∈ Σ.
iii) If φ, φ→ ψ ∈ σ, then there is µ ∈ Σ, σ ⊆ µ with ψ ∈ µ.

Proof i) By C7c) there is d ∈ C such that σ ∪ {d = c} ∈ Σ. Then by
C7a) σ ∪ {c = d, d = c} ∈ Σ. Applying C7b) with the “v = c” as φ(v),
σ ∪ {c = d, d = c, c = c} ∈ Σ. �
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Exercise 4.3 Prove ii) and iii) of the Lemma.

The next Exercise shows we really only need to verify C1)–C7).

Exercise 4.4 Suppose Σ0 satisfies C1)–C7). Let

Σ = {∆ : ∃µ ∈ Σ0 ∆ ⊆ µ}.

Prove that Σ is a consistency property.

Exercise 4.5 Suppose Σ0 is a consistency property.
a) Show that Σ1 = {σ ∈ Σ0 : σ is finite} is a consistency property.
b) Show that Σ2 = {σ ∈ Σ0 : only finitely many constants from C occur

in σ} is a consistency property.

Theorem 4.6 (Model Existence Theorem) If Σ is a consistency prop-
erty and σ ∈ Σ, there is a countable M |= σ.

Proof Let Λ be the smallest set of L∞,ω-sentences such that:

• σ ⊆ Λ;

• if φ is a subsentence of a sentence in Λ, then φ ∈ Λ;

• if φ(v) is a subformula of a sentence in Λ and c ∈ C, then φ(c) ∈ Λ;

• If ¬φ ∈ Λ, then ∼ φ ∈ Λ;

• if c, d ∈ C, then c = d ∈ Λ.

Let φ0, φ1, . . . list all sentences in Λ. We assume that each sentence is
listed infinitely often. Let t0, t1, . . . , list all τ -terms with no variables.

Using the fact that Σ is a consistency property, we build

σ = σ0 ⊆ σ1 ⊆ . . .

such that each σi ∈ Σ and
A) if σn ∪ {φn} ∈ Σ, then φn ∈ σn+1, in this case:

a) if φn is
∨
φ∈X φ, then φ ∈ σn+1 for some φ ∈ X;

b) if φn is ∃v φ(v), then φ(c) ∈ σn+1 for some c ∈ C;
B) c = tn ∈ σn+1 for some c ∈ C.

Let Γ =
⋃∞
n=1 σn. We will build a model of Γ. For c, d ∈ C we say c ∼ d

if c = d ∈ Γ.
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claim 1 ∼ is an equivalence relation.
Let c ∈ C. The sentence c = c is φn for some n. By Lemma 4.2, and A)

c = c ∈ σn+1 ⊆ Γ. Thus c ∼ c.
If c = d ∈ Γ, then we can find n such that c = d ∈ σn and d = c is φn.

Then by C7a) and condition A) d = c ∈ Γ.
If c = d, d = e ∈ Γ, choose n such that c = d, d = e ∈ σn and c = e is φn.

Then by Lemma 4.2 and A) c = e ∈ Γ.

Let [c] denote the ∼-class of c. Let M = {[c] : c ∈ C}.
If d is a constant symbol of τ (perhaps not in C), then by B) there is

c ∈ C such that c = d ∈ Γ. We interpret dM as [c].
Let f be an n-ary function symbol of τ and let c1, . . . , cn ∈ C. By B)

there is d ∈ C such that d = f(c1, . . . , cn) ∈ Γ. Suppose d1 ∈ C and
d1 = f(c1, . . . , cn) is also in Γ, using C7b), Lemma 4.2 and A) we see that
d = d1 ∈ Γ and d ∼ d1. Also note that if c0 = f(c1, . . . , cn) ∈ Γ, and di ∼ ci
for i = 0, . . . , n then, a similar argument shows d0 = f(d1, . . . , dn) ∈ Γ. Thus
we can define fM : Mn →M by

f([c1], . . . , [cn]) = [d]⇔ f(c1, . . . , cn) = d ∈ Γ.

claim 2 Let t(v1, . . . , vn) be a term, c1, . . . , cn, d ∈ C. If d = t(c1, . . . , cn) ∈ Γ,
then tM([c1], . . . , [cn]) = [d].

We prove this by induction on complexity of terms. Suppose t = f(t1, . . . , tm).
For i ≤ m there is di ∈ C such that di = ti(c) ∈ Γ. By induction,
[di] = tMi ([c]). By C7b) and A) d = f(d1, . . . , dm) ∈ Γ. Thus

tM([c]) = fM([d1], . . . , [dm]) = [d]

as desired.

For c1, . . . , cn and R an n-ary relation symbol of τ , we define

RM([c1], . . . , [cn])⇔ R(c1, . . . , cn) ∈ Γ.

As above, we can show this does not depend on the choice of ci.

claim 3 If φ ∈ Γ, then M |= φ.
We prove this by induction on complexity.7

7We need to be slightly careful how we define “complexity”. For example, ∃v ψ(v) is
more complex than any ψ(c) and ¬

∨
ψ∈X ψ is more complicated than ¬ψ for any ψ ∈ X.
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• φ is t1 = t2

There are c1, c2 ∈ C such that c1 = t1, c2 = t2 ∈ Γ. Then c1 = c2 ∈ Γ
and by claim 2, tM1 = tM2 , so M |= φ.

• φ is R(t1, . . . , tn)

Exercise 4.7 Prove M |= R(tM1 , . . . , tMn ).

• φ is
∧
ψ∈X ψ

By C3) and A), ψ ∈ Γ for each ψ ∈ X. By induction M |= ψ for all
ψ ∈ X. Thus M |= φ.

• φ is
∨
ψ∈X ψ

By C4) and A), there is ψ ∈ X such that ψ ∈ Γ. By inductionM |= ψ.
Thus M |= φ.

• φ is ∀v ψ(v)

By C5) and A), ψ(c) ∈ Γ for all c ∈ C. By inductionM |= ψ(c) for all
c ∈ C. Since every element of M is named by a constant in C,M |= φ.

• φ is ∃v ψ(v)

By A) there is c ∈ C such that ψ(c) ∈ Γ. By induction, M |= ψ(c).
Thus M |= φ.

• φ is ¬ψ
By C2) and A), ∼ ψ ∈ Γ. This now breaks into cases depending on ψ.

– ψ is t1 = t2

There are constants c1, c2 ∈ C such that ci = ti ∈ Γ. Since ∼ ψ is
t1 6= t2, by C7) and A), c1 6= c2 ∈ Γ. Suppose, for contradiction,
that M |= ψ. By claim 2 [ci] = tMi . Thus M |= c1 = c2. Hence
c1 ∼ c2 and c1 = c2 ∈ Γ. This contradicts C1).

– ψ is R(t1, . . . , tm)

Then ¬R(t1, . . . , tm) ∈ Γ. There are c1, . . . , cm ∈ C such that
ci = ti ∈ Γ. Then ¬R(c1, . . . , cm) ∈ Γ. By C1), R(c1, . . . , cm) 6∈ Γ.
Thus

M |= ¬R(c1, . . . , cm).
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By claim 2,
M |= ¬R(t1, . . . , tm).

Thus M |= φ.

– ψ is ¬θ
Then θ ∈ Γ. By induction M |= θ and M |= φ.

– ψ is
∧
θ∈X θ

Then
∨
θ∈X ∼ θ ∈ Γ and ∼ θ ∈ Γ for some θ ∈ X. By induction,

M |= ¬θ. Thus M |= φ.

– ψ is
∨
θ∈X θ

Then
∧
θ∈X ∼ θ ∈ Γ and ∼ θ ∈ Γ for all θ ∈ X. By induction

M |= ¬θ for all θ ∈ X. Thus M |= φ.

– ψ is ∃vθ(v)

Then ∀v ∼ θ(v) ∈ Γ and ∼ θ(c) ∈ Γ for all c ∈ C. By induction,
M |= θ(c) for all c ∈ C. Thus M |= φ.

– ψ is ∀vθ(v).

Then ∃v ∼ θ(v) ∈ Γ and ∼ θ(c) ∈ Γ for some c ∈ C. But then
M |= ¬θ(c) and M |= φ.

This completes the induction. Thus M |= Γ. �

We can easily modify the Henkin argument above to prove the following
useful variant.

Theorem 4.8 (Extended Model Existence Theorem) Let τ be as above.
Let T be a countable set of Lω1,ω(τ)-sentences. Suppose Σ is a consistency
property such that for all σ ∈ Σ and φ ∈ T , σ ∪ {φ} ∈ Σ. Then there is
M |= T .

Proof Let θ0, θ1, . . . enumerate T . Modify the construction of σ0 ⊆ σ1 ⊆ . . .
such that θn ∈ σn+1 for all n. Then T ⊂ Γ and M |= T . �

4.2 Omitting Types and Atomic Models

As a first application of the Model Existence Theorem we will show how to
prove a generalization of the Omitting Types Theorem of first order logic.
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Theorem 4.9 (Omitting Types Theorem) Let A be a countable frag-
ment of Lω1,ω(τ), let T ⊂ A be a satisfiable theory and let Θn(v1, . . . , vmn)
be a set of A-formulas for each n ∈ ω. Suppose that for all A-formulas
ψ(v1, . . . , vmn) such that T + ∃v ψ(v) is satisfiable, there is θ ∈ Θn such that
T + ∃v (ψ(v) ∧ θ(v)) is satisfiable.

Then
T +

∧
n∈ω

∀v
∨
θ∈Θn

θ(v)

is satisfiable.

Proof Let τ ∗ ⊃ τ be obtained by adding a countable set of new constant
symbols C and let A∗ be the smallest fragment containing A such that if φ(v)
is a formula in A and c ∈ C then φ(c) ∈ A∗.

Let
∆ = {

∨
θ∈Θn

θ(c1, . . . , cmn) : n ∈ ω, c ∈ C}

and Σ be the set of all sets σ where

σ = σ0 ∪ T ∪∆

where σ0 is a finite set of A∗-sentences such that T ∪ σ0 is satisfiable. Note
that σ0 contains only finitely many constants from C.

We claim that Σ is a consistency property. Once we have shown this, the
Model Existence Theorem will give us a model of T ∪∆ where every element
is the interpretation of a constant in C. This is the desired model.

We will show that C4) holds. The rest of the verification is routine and
left as an exercise. Suppose σ is as above and χ =

∨
ψ∈X ψ.

case 1 χ ∈ σ0 ∪ T .
In this case we know there is M |= σ0 ∪ T and M |= ψ for some ψ ∈ X.

Then
σ0 ∪ {ψ} ∪ T ∪ {

∨
θ∈Θn

θ(c1, . . . , cmn) : n ∈ ω, c ∈ C} ∈ Σ

as desired.

case 2 χ =
∨
θ∈Θn

θ(c) for some n and c ∈ C.

Let d be the constants from C occurring in σ0 but not in c. Let

Φ(c, d) =
∧
φ∈σ0

φ.
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Then
T + ∃x∃y Φ(x, y)

is satisfiable. By our assumptions, there is θ ∈ Θn such that

T + ∃x (θ ∧ ∃y Φ(x, y))

is satisfiable. Thus T + Φ(c, d) ∧ θ(c) is satisfiable and

σ0 ∪ {θ(c)} ∪ T ∪∆ ∈ Σ.

Thus C4) holds. �

Exercise 4.10 Complete the verification that Σ is a consistency property.

Exercise 4.11 Show that Theorem 4.9 is a generalization of the classical
Omitting Types Theorem for first order logic.

Atomic and Prime Models

Once we have the Omitting Types Theorem, many of Vaught’s indexVaught,
R. proofs about prime and atomic models for first order logic can easily be
adapted in the infinitary setting.

Let A be a countable fragment of Lω1,ω. Let T ⊂ A be a satisfiable theory
that is A-complete, i.e., T |= φ or T |= ¬φ for any A-sentence φ.

Definition 4.12 A satisfiable formula θ(v) is A-complete if for any A-formula
φ(v) either

T |= θ(v)→ φ(v) or T |= θ(v)→ ¬φ(v).

A formula φ(v) is A-completable if there is a complete θ(v) ∈ A with
T |= θ(v) → φ(v). We say that φ is incompletable if it is satisfiable but non
completable.

Definition 4.13 M |= T is A-atomic if for all a ∈M there is an A-complete
formula θ(v) such that M |= θ(a)

Definition 4.14 M |= T is A-prime if for every N |= T there is an A-
elementary embedding of M into N .

Theorem 4.15 M |= T is A-prime if and only if it is countable and A-
atomic.
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Proof (⇒) SupposeM is an A-prime model of T . Since T has a countable
model, M must be countable. Suppose M is not atomic. Let a ∈ M
and suppose that a satisfies no A-complete formula. Let ∆ = {φ(v) ∈ A :
M |= φ(a)}. We apply the Omitting Types Theorem to T and

∨
φ∈∆ ¬φ(v).

Suppose T + ∃v ψ(v) is satisfiable.
IfM |= ¬ψ(a), then there is N |= T + ∃v (ψ(v)∧¬¬ψ(v)), so we satisfy

the hypotheses of the Omitting Types Theorem.
If M |= ψ(a), then ψ is not A-complete, so we can find φ such that

M |= φ(a) and

T 6|= ψ(v)→ φ(v) and T 6|= ψ(v)→ φ(v).

Thus T +∃v (ψ(v)∧¬φ(v)) is satisfiable and we again satisfy the hypothesis
of the Omitting Types Theorem.

Thus there is a
N |= T + ∀vv

∨
M|=φ(a)

¬φ(a)

and there is no A-elementary embedding of M into N .

(⇐) Suppose M |= T is countable and A-atomic and N models T . We
must build an A-elementary embedding ofM into N . Let a0, a1, . . . enumer-
ate the elements of M. We build a family of partial A-elementary maps

f0 ⊂ f1 ⊂ . . .

maps into N where dom(fi) = {a0, . . . , ai−1}. Since T is complete, we can
start with f0 = ∅.

Given fn, let bi = fn(ai) for i < n. There is an A-complete formula
θ(v0, . . . , vn−1) such that M |= θ(a0, . . . , an−1) and an A-complete formula
ψ(v0, . . . , vn) such that M |= ψ(a0, . . . , an). Since θ0 is A-complete,

M |= ∀v(θ(v0, . . . , vn−1)→ ∃vn ψ(v0, . . . , vn)).

Since fn is A-elementary, N |= θ(b0, . . . , bn−1). Thus we can find bn ∈ N
such that N |= ψ(b0, . . . , bn). Extend fn to fn+1 by sending an to bn. Since
θ(v) is A-complete, this is A-elementary. The map f =

⋃
fn is the desired

A-elementary embedding of M into N . �

Exercise 4.16 Show that any two A-prime models of T are isomorphic.

Definition 4.17 T is A-atomic if every satisfiable formula in A is com-
pletable.
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Theorem 4.18 T has a countable A-atomic model if and only if T is A-
atomic.

Proof (⇒) SupposeM is a countable A-atomic model. If ψ(v) is satisfiable,
then, since T is A-complete, there is a ∈ M such that M |= ψ(a). But a
satisfies an A-complete formula θ(v) and we must have T |= θ(v) → φ(v).
Thus φ is A-completable.

(⇐) For each n let ∆n be the set of all complete formulas θ(v1, . . . , vn). If
ψ(v1, . . . , vn) is satisfiable, then there is θ(v) ∈ ∆n(v) such that T |= θ(v)→
ψ(v). In particular,

T + ∃v (θ(v) ∧ ψ(v))

is satisfiable and, by the Omitting Types Theorem, there is an A-atomic
M |= T . �

We next show that if there are only countably many A-types then there
is an A-atomic model. One way to do this in the first order case is to assume
there is an incompletable formula and then build a perfect tree of inconsistent
incompletable formulas. By compactness, each branch gives rise to a different
type. So we have that a non-atomic theory has 2ℵ0 types. Here we use the
Omitting Types Theorem directly to prove that an A-theory with countably
many types is atomic. We could combine this with Morley’s argument from
Lemma 3.13 to conclude that a non-A-atomic theory has 2ℵ0 A-types.

Theorem 4.19 If for all n ∈ ω there are only countably many A-types, then
T is A-atomic and has an A-prime model.

Proof Suppose φ(v) is satisfiable but not A-completable. Let γ0(v), γ1(v), . . .
list all A-types containing φ. Since none of those types contains a complete
formula for any satisfiable formula ψ(v) and any i ∈ ω we can find θ ∈ γi such
that T + ∃v (ψ(v) ∧ ¬θ(v)) is satisfiable. By the Omitting Types Theorem
we can find

M |= T + ∀
∧
n∈ω

v
∨
θ∈γn

¬θ(v).

Clearly M omits each γi. But these are all A-types containing φ. But T is
complete and φ is satisfiable, thus M |= ∃vφ(v), a contradiction. �

We give one application from Nadel [42].
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Theorem 4.20 If φ ∈ Lω1,ω is complete and M |= φ, then the Scott rank of
φ is at most qr(φ) + ω, indeed SR(M) ≤ qr(φ) + ω.

Proof Let A be the smallest fragment containing φ. Note that every formula
in A has quantifer rank less than qr(φ) + ω. There are only countably many
A-types. Thus ifM is the unique countable model of φ, thenM is A-atomic.
By the usual back-and-forth arguments, for each a there is ψ(v) ∈ A such that
ifM |= ψ(b) there is an automorphism ofM mapping a to b. It follows that
there is β < qr(φ) +ω such that if (M, a) ∼β (M, b), then (M, a) ∼α (M, b)
for all β. Thus SR(M) ≤ qr(φ) + ω. �

4.3 The Interpolation Theorem

The next application of the Model Existence Theorem is the Lω1,ω version
of Craig’s Interpolation Theorem from first order logic. This result was first
proved by Lopez-Escobar by different means.

Theorem 4.21 Suppose φ1 and φ2 are Lω1,ω-sentences with φ1 |= φ2. There
is an Lω1,ω-sentence θ such that φ1 |= θ, θ |= φ2 and every relation, function
and constant symbol occurring in θ occurs in both φ1 and φ2.

Proof Let C be a countably infinite collection of new constant symbols.
Let τi be the smallest vocabulary containing C and all symbols in φi and let
τ = τ1 ∩ τ2.

Let Σ be the collection of finite σ = σ1∪σ2 where σi is a set of τi-sentences
and if ψ1, ψ2 are τ -sentences such that σ1 |= ψ1 and σ2 |= ψ2, then ψ1 ∧ψ2 is
satisfiable.

claim Σ is a consistency property.
We will verify properties C3) and C4) and leave the remainder as an

exercise.

C3) Suppose
∧
ψ∈X ψ ∈ σ ∈ Σ, where σ = σ1 ∪ σ2 as above. Suppose∧

ψ∈X ψ ∈ σ1. Let σ′1 = σ1 ∪ {ψ}. We claim that σ′1 ∪ σ2 ∈ Σ. Suppose
σ′1 |= θ1 and σ2 |= θ2. Then σ1 |= θ1. By assumption, θ1 ∧ θ2 is satisfiable.
Thus σ′1 ∪ σ2 ∈ Σ.

This is similar if
∧
ψ∈X ψ ∈ σ2.

C4) Suppose
∨
ψ∈X ψ ∈ σ1. Let σ1,ψ = σ1 ∪ {ψ}. We claim that some

σ1,ψ ∪ σ2 ∈ Σ. Suppose not. Then for each ψ there are Lω1,ω(τ)-sentences
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θ1,ψ, θ2,ψ such that σ1,ψ |= θ1,ψ, σ2 |= θ2,ψ and θ1,ψ ∧ θ2,ψ is unsatisfiable.
Then θ1,ψ |= ¬θ2,ψ. Since

σ1 |=
∨
ψ∈X

ψ,

σ1 |=
∨
ψ∈X

θ1,ψ.

But
σ2 |=

∧
ψ∈X

θ2,ψ

and ∨
ψ∈X

θ1,ψ |= ¬
∧
ψ∈X

θ2,ψ

contradicting that σ ∈ Σ.

Exercise 4.22 Finish the proof that Σ is a consistency property.

We now finish the proof of the Interpolation Theorem. Since φ1 |= φ2,
by the Model Existence Theorem, {φ1,¬φ2} 6∈ Σ. Thus there are Lω1,ω(τ)-
sentences θ1 and θ2 such that φ1 |= θ1, ¬φ2 |= θ2 and θ1 ∧ θ2 is unsatisfiable.

Thus
φ1 |= θ1, θ1 |= ¬θ2, and ¬θ2 |= φ2.

It follows that
φ1 |= θ1 and θ1 |= φ2.

We would be done except θ1 may contain constants from C. Let θ1 = ψ(c),
where ψ(v) is a τ -formula with no constants from C. Then

φ1 |= ∀v ψ(v) and ∃v ψ(v) |= φ2.

Since
∀v φ(v) |= ∃v φ(v)

we can take
∀v ψ(v)

as the interpolant. �

The Interpolation Theorem gives rise to a separation theorem for PCω1,ω-
classes, analogous to the Separation Theorem for Σ1

1-sets in Descriptive Set
Theory.
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Corollary 4.23 Suppose K0 and K1 are disjoint PCω1,ω-classes of τ -structures.
There is φ ∈ Lω1,ω such thatM |= φ forM∈ K0 andM |= ¬φ forM∈ K1.

Proof Let τ0, τ1 ⊇ τ and let φi ∈ Lω1,ω(τi) such that Ki is the class of
τ -reducts of models of φi. We may assume that τ1 ∩ τ2 = τ . Since K0 and
K1 are disjoint we have that φ0 |= ¬φ1, i.e., if there is any expansion of M
that makes φ0 true, then there is no expansion ofM making φ1 true. By the
Interpolation Theorem there is φ ∈ Lω1,ω(τ) such that φ0 |= φ and φ |= ¬φ1.
Then every structure in K0 is a model of φ and no structure in K1 is a model
of φ. �

Indeed we can use these results to prove an invariant version of the Sep-
aration Theorem for Σ1

1-sets. In Exercise 3.5 we noted that the collection of
countable models in a PCω1,ω-class is an invariant Σ1

1-sets. The converse is
also true.

Lemma 4.24 Every invariant Σ1
1 subset A of Xτ is the set of countable

models in a PCω1,ω-class.

Proof For notational simplicity we assume τ = {R}, where R is a binary
relation symbol. Fix p : ω2 → ω a bijective pairing function. For R ⊆ ω×ω,
let fR : ω → 2 be defined by fR(p(i, j)) = 1 if and only if R(i, j).

Since A is analytic, there is a tree T ⊆ {(η, ν) : η ∈ 2<ω, ν ∈ ω<ω, |η| =
|ν|} such that (ω,R) ∈ A if and only if there is g such that (fR, g) is a path
through T .

Let τ ∗ = {s, c, f, g, Sn : n = 1, 2, . . .} where s, f, g are unary functions, c
is a constant symbol and Sn is a 2n-ary relation symbol. Let Θ be a sentence
asserting:

• s is one-to-one, every element except c has a preimage, there are no
cycles and ∀x

∨∞
i=0 s

(i)(c) = x;

• ∀x f(x) = c ∨ f(x) = s(c);

•
∧
i,j

[R(s(i)(c), s(j)(c))↔ f(s(p(i,j))(c)) = s(c)];

•
∞∧
n=1

[ ∧
(η,ν)∈T

Sn(sη(0)(c), . . . , sη(n−1)(c), sν(0)(c), . . . , sν(n−1)(c))∧

∧
η∈2n,ν∈ωn,(η,ν)6∈T

¬Sn(sη(0)(c), . . . , sη(n−1)(c), sν(0)(c), . . . , sν(n−1)(c))
]
;
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•
∞∧
n=1

Sn(f(c), f(s(c)), . . . , f(sn−1(c)), g(c), g(s(c)), . . . , g(sn−1(c)))

Suppose (ω,R) ∈ A. Let fR be as above. Interpret c as 0 and s as
x 7→ x + 1. Choose g such that (fR, g) is a path thru T . Interpret Sn by
Sn(i0, . . . , in−1, j0, . . . , jn−1) if and only if (i, j) ∈ T . The resulting structure
is a model of Θ.

Suppose M∗ = (ω,R, s, f, g, S1, . . .) |= Θ. Define η0 ⊂ η1 ⊂ . . . and
ν0 ⊂ ν1 ⊂ . . . such that f(si(c)) = sη(i)(c) and g(si(c)) = sν(i)(c). Let

f̂ =
⋃
ηi and ĝ =

⋃
νi. Then (f̂ , ĝ) is a path thru T . Define R̂ ⊆ ω×ω such

that fR̂ = f̂ and let N = (ω,R∗). Then N ∈ A. But s gives an isomorphism
between N and M = (ω,R). Thus, since A is invariant, M∈ A. �

Corollary 4.25 If A and B are disjoint invariant Σ1
1-sets there is an in-

variant Borel C with A ⊂ C and B ∩ C = ∅.

We next prove the converse to Corollary 3.3

Theorem 4.26 Every invariant Borel subset of Xτ is of the form Mod(φ)
for some Lω1,ω(τ)-sentence φ.

Proof If A is invariant Borel, then A and Xτ\A are disjoint invariant Σ1
1 sets.

We can find PCω1,ω-classes K0 and K1 such that A = Xτ ∩ K0 and Xτ \A =
Xτ ∩K1. Since there are no countable structures in K0 ∩K1, by Löwenheim-
Skolem, K0 and K1 are disjoint classes. Thus by Corollary 4.23 there is an
Lω1,ω(τ)-sentence φ such that A ⊂ Mod(φ) and Mod(φ) ∩ (Xτ \ A) = ∅.
Clearly A = Mod(φ).8 �

4.4 The Undefinability of Well-Ordering

Let τ = {<, . . .}.

Theorem 4.27 Suppose φ is an Lω1,ω-sentence and for all α < ω1 there is
M |= φ where (α,<) embeds into <M. Then there is N |= φ where (Q, <)
embeds into <N .

8Alternatively, using Exercise 1.14, we could just assume all models in K0 and K1 are
countable to begin with.
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Corollary 4.28 If φ is an Lω1,ω-sentence and <M is well-ordered for all
M |= φ, then there is α < ω1 such that <M has order type at most α for all
M |= φ.

Proof Let τ0 be our original vocabulary. Form τ by adding a countable set
of new constants C and distinct constants D = {dq : q ∈ Q}. Let Σ be all σ
of the form

σ0 ∪ {φ} ∪ {dq < dr : q < r}
where σ0 is a finite set of Lω1,ω-sentences using only finitely many constants
from C ∪D such that if we let

θ(c, di1 , . . . , dim) =
∧
ψ∈σ0

ψ

where i1 < . . . < im then for all α < ω1 there is anM such that the following
property (*) holds:

M |= φ ∧ ∃x θ(x, b1 . . . , bm)

and A ⊂M well ordered by <M, b ∈ A and

α ≤ b1, b1 + α ≤ b2, . . . , bm−1 + α ≤ bm.

In particular, taking σ0 = ∅, we see that, by assumption, {φ}∪{dq < dr :
q < r} ∈ Σ. We claim that Σ is a consistency property. Once we have shown
this we will know there is a model of φ containing a densely ordered set.

We do several of the non-routine claims and leave the rest of the verifi-
cation that Σ is a consistency property as an exercise.

C4) Suppose
∨
ψ∈X ψ ∈ σ where σ ∈ Σ. Then for each α there is ψα ∈ X

andM such that (*) holds andM |= ψα. There is ψ ∈ X such that ψ = ψα
for uncountably many α. Note that if ψ works for α it works for all β < α.
Thus σ ∪ {ψ} ∈ Σ.

C7c) Let σ ∈ Σ. Suppose t = dr and σ0 uses only di1 , . . . , dim where
i0 < . . . < im. Suppose is < r < is+1. Let c be element of C not yet used.
We claim that σ ∪ {c = dr} ∈ Σ.

Let α < ω1. Pick β > α + α. By (*) there is

M |= φ ∧ ∃x θ(x, b)

where
β ≤ b1, b1 + β ≤ b2, . . . , bm−1 + β ≤ bm.
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Let b = bs + α. Then bs + α ≤ b and b+ α ≤ bs+1 as desired. �

Exercise 4.29 Complete the proof that Σ is a consistency property.

We will give a sharper version of this result in Theorem 11.3 and a useful
extension to uncountable models in Corollary 6.9.
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5 Hanf Numbers and Indiscernibles

In Exercise 1.27 we showed that the Upward Löwenheim–Skolem Theorem
fails in Lω1,ω, by giving a sentence with models of size 2ℵ0 but no larger
models. In this section we will show that there is a cardinal κ such that if
φ has models of cardinality κ, then φ has arbitrarily large models. We call
the least such cardinal the Hanf number of Lω1,ω. It is general nonsense that
there is an Hanf number.

Exercise 5.1 Let I be a set. For each i ∈ I, let Ki be a class of structures.
Let K = {Ki : i ∈ I}. Prove there is a cardinal κ such that for all i, if Ki
has a structure of size κ, then Ki contains arbitrarily large structures. The
least such κ is the Hanf number for K.

Recall that for κ an infinite cardinal and α an ordinal, we inductively
define iα(κ) by i0(κ) = κ and

iα(κ) = sup
β<α

2iβ(κ).

In particular i1(κ) = 2κ. We let iα = iα(ℵ0). Under the Generalized
Continuum Hypothesis iα = ℵα.

The main theorem, due to Morley is that the Hanf number for Lω1,ω is
iω1 .

Theorem 5.2 Let φ ∈ Lω1,ω. If for all α < ω1 there is M |= φ with
|M | ≥ iα, then φ has models of all infinite cardinalities.

The next exercise generalizes Exercise 1.27 and shows that iω1 is optimal.

Exercise 5.3 Let α < ω1. Let τ = {Uβ : β ≤ α + 1} ∪ {E} ∪ {c0, c1, . . .}
where Uβ is a unary relation symbol, E is a binary relation symbol and
c0, c1, . . . are constants. Let φ assert:

i) U0 = {c0, c1, . . .} and ∀x Uα+1(x);
ii) Uγ ⊆ Uβ for γ < β;
iii) ∀x (Uβ(x)↔

∨
α<β Uα(x)) for β a limit ordinal;

iv) ∀x∀y [(Uβ+1(x) ∧ E(y, x))→ Uβ(y)];
v) if {x : E(x, y)} = {x : E(x, z)}, then y = z.

a) Show that there is M |= φ with |M | = iα+1.

b) Show that every model of φ has cardinality at most iα+1.

Here is the main idea of the proof of Theorem 5.2.
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• By expanding the signature we may assume that we have φ ∈ T where
T is a satisfiable theory in a countable fragment with built-in Skolem
functions.

• Under the assumptions of Theorem 5.2 we can find a model of T with
an infinite set of indiscernibles.

• Taking Skolem hulls we get models of all infinite cardinalities.

The first and third steps are exactly as in first order model theory. In first
order model theory the second step is accomplished using Ramsey’s Theorem
and a compactness argument. We will need a stronger partition theorem and
an application of the Model Existence Theorem.

5.1 The Erdös–Rado Partition Theorem

The material in this section is verbatim from §5 of [35].
For X a set and κ, λ (possibly finite) cardinals, we let [X]κ be the collec-

tion of all subsets of X of size κ. We call f : [X]κ → λ a partition of [X]κ. We
say that Y ⊆ X is homogeneous for the partition f if there is α < λ such that
f(A) = α for all A ∈ [Y ]κ (i.e., f is constant on [Y ]κ). Finally, for cardinals
κ, η, µ, and λ, we write κ → (η)µλ if whenever |X| ≥ κ and f : [X]µ → λ,
then there is Y ⊆ X such that |Y | ≥ η and Y is homogeneous for f .

Stated in this notation Ramsey’s Theorem becomes ℵ0 → (ℵ0)nm for all
n,m ∈ ω.

When we begin partitioning sets into infinitely many pieces it becomes
harder to find homogeneous sets.

Proposition 5.4 2ℵ0 6→ (3)2
ℵ0.

Proof We define F : [2ω]2 → ω by F ({f, g}) is the least n such that f(n) 6=
g(n). Clearly, we cannot find {f, g, h} such that f(n) 6= g(n), g(n) 6= h(n),
and f(n) 6= h(n). �

On the other hand, if κ > 2ℵ0 , then κ→ (ℵ1)2
ℵ0 . This is a special case of

an important generalization of Ramsey’s Theorem.

Theorem 5.5 (Erdös–Rado Theorem) in(κ)+ → (κ+)n+1
κ .
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Proof We prove this by induction on n. For n = 0, κ+ → (κ+)1
κ is just the

Pigeonhole Principle.
Suppose that we have proved the theorem for n−1. Let λ = in(κ)+, and

let f : [λ]n+1 → κ. For α < λ, let fα : [λ\{α}]n → κ by fα(A) = f(A∪{α}).
We build X0 ⊆ X1 ⊆ . . . ⊆ Xα ⊆ . . . for α < in−1(κ)+ such that

Xα ⊆ in(κ)+ and each Xα has cardinality in(κ). Let X0 = in(κ). If α is a

limit ordinal, then Xα =
⋃
β<α

Xβ.

Suppose we have Xα with |Xα| = in(κ). Because

in(κ)in−1(κ) = (2in−1(κ))in−1(κ) = 2in−1(κ) = in(κ),

there are in(κ) subsets of Xα of cardinality at most in−1(κ). Also note
that if Y ⊂ Xα and |Y | ≤ in−1(κ), then there are at most in(κ) functions
g : [Y ]n → κ because

κin−1(κ) = 2in−1(κ) = in(κ).

Thus, we can find Xα+1 ⊇ Xα such that |Xα+1| = in(κ), and if Y ⊂ Xα

with |Y | = in−1(κ) and β ∈ λ \ Y , then there is γ ∈ Xα+1 \ Y such that
fβ|[Y ]n = fγ|[Y ]n.

Let X =
⋃
α<in−1(κ)+ Xα. If Y ⊂ X with |Y | ≤ in−1(κ), then Y ⊂ Xα

for some α < in−1(κ)+. If β ∈ λ \ Y , then there is γ ∈ X \ Y such that
fβ|[Y ]n = fγ|[Y ]n.

Fix δ ∈ λ \ X. Inductively construct Y = {yα : α < in−1(κ)+} ⊆ X.
Let y0 ∈ X. Suppose that we have constructed Yα = {yβ : β < α}. Choose
yα ∈ X such that fyα|[Yα]n = fδ|[Yα]n.

By the induction hypothesis, there is Z ⊆ Y such that |Z| ≥ κ+ and Z
is homogeneous for fδ. Say fδ(B) = γ for all B ∈ [Z]n. We claim that Z is
homogeneous for f . Let A ∈ [Z]n+1. There are α1 < . . . < αn+1 such that
A = {yα1 , . . . , yαn+1}. Then

f(A) = fyαn+1
({yα1 , . . . , yαn}) = fδ({yα1 , . . . , yαn}) = γ.

Thus, Z is homogeneous for f . �

We will use the following corollary.

Corollary 5.6 i+
α+n → (i+

α )n+1
iα .

Proof This follows from Erdös–Rado as iα+n = in(iα). �
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5.2 The Hanf Number of Lω1,ω

We now prove Theorem 5.2. We assume that the reader is used to construc-
tion and use of indiscernibles in first order logic as in §5 of [35].

Exercise 5.7 Suppose A is a countable fragment of Lω1,ω and T is an A-
theory with built-in Skolem functions. Suppose M |= T contains an infinite
set of indiscernibles for the fragment A. Then T has arbitrarily large models.

We begin by expanding the signature we may assume that:

• there is a countable fragment A of Lω1,ω and T ⊂ A a theory with built
in Skolem functions such that φ ∈ T and T has models of cardinality
iα for all α < ω1;

• we have two disjoint countably infinite sets of constant symbols C =
{c0, c1, . . .} and D = {d0, d1, . . .}, but formulas in A use only finitely
many constant symbols from C ∪D.

Let Γ = {di 6= dj : i < j}∪{θ(di1 , . . . , din)↔ θ(dj1 , . . . , djn) :θ(v1, . . . , vn) ∈
A, i1 < . . . < in, j1 < . . . < jn and no constants from C ∪D occur in θ}.

If we can find M |= T ∪ Γ, then the interpretation of D in M gives an
infinite set of indiscernibles. We can then stretch the indiscernibles to build
arbitrarily large models.

If σ is a finite set of A-sentences, we let Θσ be the A-formula with no
constants from C ∪D such that Θσ(c, d) is the conjunction of σ.

Let Σ be the set of all finite sets σ of A-sentences such that for all α < ω1

there is M |= T , A ⊆M with |A| = iα, < a linear order of A and

M |= ∃v Θσ(v, a1, . . . , an)

for all a1 < . . . < an in A.

We need to show that Σ is a consistency property and if σ ∈ Σ and
ψ ∈ T ∪ Γ, then σ ∪ {ψ} ∈ Σ. Once we have established these claims we
can use the Extended Model Existence Theorem 4.8 to conclude that there
is M |= T ∪ Γ.

claim Σ is satisfiable.
The only tricky case is C4). Suppose

∨
ψ∈X ψ ∈ σ ∈ Σ. Let Θ(c, d1, . . . , dn)

be conjunction of σ. For all α < ω1 we can find Mα |= T , Aα ⊂Mα of car-
dinality at least iα+n and < a linear order of A such that

Mα |= ∃v Θ(v, a1, . . . , an)
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for all a1 < . . . < an ∈ A. Let fα : [Aα]n → X such that if fα(a) =
ψ(c, d1, . . . , dn), then

Mα |= ∃v[Θ(v, a) ∧ ψ(v, a)].

Since iα+n ≥ i+
α+n−1, by Erdös–Rado we can find A′α ⊆ Aα of cardinality at

least iα and ψ ∈ X such that

Mα |= ∃v [Θ(v, a1, . . . , an) ∧ ψ(v, a1, . . . , an)]

for all a1 < . . . < an in A′α. By the Pigeonhole Principle, we can find a ψ
that works for cofinally many α. Thus σ ∪ {ψ(c, d1, . . . , dn)} ∈ Σ.

claim If σ ∈ Σ and ψ ∈ T ∪ Γ, then σ ∪ {ψ} ∈ Σ.
Suppose σ ∈ Σ. It is clear that if χ ∈ T , then σ ∪ {χ} ∈ Σ. Suppose χ is

ψ(di1 , . . . , dim)↔ ψ(dj1 , . . . , djm)

where i1 < . . . < im and j1 < . . . < jm and no constants from C ∪D occur
in ψ.

Let Θ(c, d1, . . . , dnm) be the conjunction of σ. We may assume all ik, jk ≤
n. For all α < ω1 there isMα |= T , Aα ⊂Mα of cardinality iα+m such that

Mα |= ∃v Θ(v, a1, . . . , am)

for a1 < . . . < am in Aα.
Let fα : [Aα]m → {0, 1} with fα(a) = 1 if Mα |= ψ(a). By Erdös–Rado

we can find A′α ⊂ Aα of cardinality iα homogeneous for fα. Then

Mα |= ∃v [Θ(v, a1, . . . , an) ∧ (ψ(ai1 , . . . , aim)↔ ψ(aj1 , . . . , ajn)]

for increasing sequences from A′α. Thus σ ∪ {χ} ∈ Σ.

This completes the Proof of Theorem 5.2. �

The following Corollary is proven directly, by essentially the same argu-
ment, in Theorem 5.2.14 of [35].

Corollary 5.8 Suppose T is a first order theory in a countable signature
and p1, p2, . . . are partial types. If for all α < ω1 there are models of T of
cardinality iα omitting all of the pi, then there are arbitrarily large models
of T omitting all of the pi.
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Exercise 5.9 Show that Theorem 5.2 follows immediately from Corollary
5.8 and the characterization in Theorem 1.31 of Lω1,ω-elementary classes as
reducts of classes of models of a first order theory omitting a set of types.

Exercise 5.10 Suppose φ ∈ Lω1,ω is κ-categorical for some κ ≥ iω1 . Prove
that ifM,N |= φ have cardinality at least iω1 thenM≡ω1,ω N . (Compare
this to Exercise 2.29.)

By carefully choosing the order type of the indiscernibles, we can build
large models realizing few types.

Theorem 5.11 If φ has arbitrarily large models, then for all κ there is a
model of φ of cardinality κ realizing only countably many Lω1,ω-types

Proof We follow the proof of Theorem 5.2. We can find a countable vocab-
ulary τ , a countable fragment A and T ⊆ A a theory with built in A-Skolem
functions such that φ ∈ T and T has a countable model with an infinite set
of order indiscernibles.

Suppose (A,<) is a linear order of cardinality κ that is n-transitive for all
n ∈ ω, i.e., for all a1 < . . . < an and b1 < . . . < bn there is an automorphism
σ of (A,<) such that σ(a) = b. We see below that such orders exist. Stretch
the indiscernibles ofM to build a model N which is the hull of indiscernibles
of order type (A,<). Then any order automorphism of (A,<) extends to an
automorphism of extends to an automorphism of N . In particular for any
Skolem term f(v1, . . . , vn), a1 < . . . < an and b1 < . . . < bn, f(a) and f(b)
have the same Lω1,ω-type. Thus N realizes only countably many Lω1,ω-types.
�

Exercise 5.12 Show that for all κ there is a linear order of cardinality κ
that is n-transitive for all n. [Hint: Consider the order type of an ordered
field of cardinality κ.]

Corollary 5.13 If φ has arbitrarily large models and is κ-categorical, there
is a complete sentence ψ such that ψ |= φ and ψ has a model of cardinality
κ.

Proof We saw in Exercise 2.34 that a model realizing countable many Lω1,ω-
types is L∞,ω-equivalent to a countable model. �

We will return to the question of building uncountable models realizing
few types in §6.3.
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We can refine the Hanf number question by looking at complete sentences.

Exercise 5.14 Let τ = {+, 0, G1, G2, . . .} and let φ be the Lω1,ω sentence
asserting:

i) we have an Abelian group where every element has order 2;
ii) G1 is an index 2 subgroup and Gn+1 is an index 2 subgroup of Gn for

each n;
iii)
⋂
Gn = {0}.

Prove that φ is complete and every model of φ has cardinality at most 2ℵ0 .

Baumgartner [9], building on work of Malitz [33], showed that Hanf num-
ber for complete Lω1,ω-sentences is still iω1 . Knight [24] showed there is a
complete sentence with models of size ℵ1 but no larger. Hjorth [17] extended
this by showing that for all α < ω1 there is a complete sentence with models
of size ℵα but no larger. We will give Hjorth’s proof for ℵ1 and an application
to Vaught’s Conjecture in §5.4. Without assumptions on cardinal exponen-
tiation Hjorth’s result is as far as we can go as Shelah [49] has shown that it
consistent with ZFC that if φ has a model of size ℵω1 , then φ has a model of
cardinality 2ℵ0 .

5.3 Morley’s Two Cardinal Theorem

We give one more application of using Erdös–Rado to build useful indis-
cernibles.

Definition 5.15 Let τ = {U, . . .} where U is a unary predicate. We say
that a τ -structure M is a (κ, λ)-model if |M| = κ and |U(M)| = λ.

Theorem 5.16 (Morley’s Two Cardinal Theorem) Let φ be an Lω1,ω-
sentence. Suppose for arbitrarily large α < ω1 there is an infinite κ and Mα

a (iα(κ), κ)-model of φ. Then for all κ there is a (κ,ℵ0)-model of φ.

Proof We can extend the signature to find a countable fragment A, an A-
theory T with built-in Skolem functions with φ ∈ T such that for arbitrarily
large α < ω1 there is a (iα(κ), κ)-model of T for some infinite κ.

Suppose M |= T . Suppose I ⊆ M and < linearly orders I. We say that
I is indiscernible over U if

M |= ψ(x1, . . . , xn, a)↔ ψ(y1, . . . , yn, a)
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for all ψ(v1, . . . , vn, u) ∈ A, a ∈ U(M), x1 < . . . < xn, y1 < . . . < yn in I.

Exercise 5.17 Suppose there is M |= T countable with I ⊆M an infinite
set of indiscernibles over U . Show that T has (κ,ℵ0) models for all infinite
κ. [Hint: Prove that if x1 < . . . < xn ∈ I, a ∈ U(M) and f(x, a) ∈ U(M),
then f(y, a) = f(x, a) for all y1 < . . . < yn in I.]

Add two new countable infinite sets of constant symbols C and D. Let
Γ = {di 6= dj : i < j}∪{∀u [U(u)→ (ψ(di1 , . . . , dim , u)↔ ψ(dj1 , . . . , djm , u) :
for φ ∈ A (with no contants from C ∪D), i1 < . . . < im, j1 < . . . < jm}.

We define a consistency property Σ. If σ is a finite set of A-sentences with
finitely many constants from C ∪D, then σ ∈ Σ if and only if for arbitrarily
large α < ω1 there is M |= T and A ⊆ M with |A| ≥ iα(U(M)) and < an
ordering of A such that

M |= ∃vΘ(v, a)

for all a1 < . . . < an in A, where Θ(c, d1, . . . , dn) is the conjunction of all
formulas in σ.

Exercise 5.18 Prove that Σ is a consistency property.

Exercise 5.19 Prove that if σ ∈ Σ and ψ ∈ T ∪ Γ, then σ ∪ {ψ} ∈ Σ.

Combining the exercises as in the proof of Theorem 5.2 we conclude that
for all infinite κ, there is a (κ,ℵ0)-model of T . �

The next exercise shows that the assumptions are optimal.

Exercise 5.20 Modify Exercise 5.3 to show that for all α < ω1 there is a
sentence φ ∈ Lω1,ω with a (iα,ℵ0)-model that does not have (κ,ℵ0)-models
for all infinite κ.

By a similar argument Morley proved a sharper result for first order
theories. For a proof see Theorem 4.2.15 of [35].

Theorem 5.21 Let T be a first order theory in a countable language. Sup-
pose that T has a (in,ℵ0)-model for all n ∈ ω. Then for all κ ≥ λ, T has a
(κ, λ)-model.

5.4 Completely Characterizing ℵ1

Theorem 5.22 (Knight [24]) There is a complete Lω1,ω-sentence φ such
that φ has models of cardinality ℵ1 but no larger models, indeed no model of
size ℵ1 has a proper extension that is a model of φ.
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We will give Hjorth’s proof of a refinement on Knight’s theorem and
his application to Vaught counterexamples. Hjorth’s construction uses a
variation of the Fräıssé construction. We begin with a quick review of the
method.

Definition 5.23 Let K be a class of finite structures closed under isomor-
phism. The class K has the joint embedding property if whenever A0, A1 ∈ K
there is B ∈ K and an embedding fi : Ai → B.

The class K has the amalgamation property if whenever A,B0, B1 ∈ K and
fi : A → Bi are embeddings, there is C ∈ K and embeddings gi : Bi → C.
We say that K has the disjoint embedding property if we can choose g0, g1,
and C such that g0(B0 \ f0(A)) ∩ g1(B1 \ f1(A)) = ∅.

Definition 5.24 We say that M is K-generic if
i) for every finite A ⊂M there is B ∈ K such that A ⊆ B ⊂M;
ii) for every A ∈ K, there is an embedding of A into M;
iii) if A,B ∈ K, A ⊂ B and A ⊂ M there is A ⊂ B0 ⊂ M such that

there is an isomorphism f : B → B0 such that f |A is the identity.

Exercise 5.25 Suppose (Mα : α < β) is a chain M0 ⊂ . . . ⊂ Mα ⊂ . . . of
models of ΦK. Show that

⋃
α<βMα |= ΦK.

Proposition 5.26 Suppose there are ℵ0 isomorphism types of structures in
K and K has the joint embedding property and the amalgamation property.
Then there is a K-generic model of cardinality ℵ0 and any two such models
are isomorphic.

Proof We build a countable K-generic model M as a union of A0 ⊂ A1 ⊂
. . . of elements of K. We can take A0 ∈ K arbitrary. At stage s of our
construction we are trying to insure an instance of ii) or iii).

Suppose we are given As ∈ K and B ∈ K. Since K has the joint em-
bedding property we can find As+1 ∈ K such that As and B both embed in
As+1.

Suppose A ⊂ As, A ⊂ B where As, A and B ∈ K. Since K has the
amalgamation property we can find As+1 ⊃ As and B′ ⊂ As+1 such that B
and B′ are isomorphic over A.

LetM =
⋃
s∈ω As. ClearlyM satisfies i) and by carefully organizing our

construction we can ensure M satisfies ii) and iii).
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Suppose M and N are K-generic models of cardinality ℵ0. We build a
sequence of partial embeddings

f0 ⊂ f1 ⊂ . . .

such that As = dom(fs) ∈ K.
Let A0 ⊂M be an arbitrary element of K. By ii) there is an embedding

of A0 into N . Suppose we have fs : As → N where As ∈ K and As ⊂ M.
Let a ∈ M \ As. By i) there is As+1 ⊂ Ms such that As ∪ {b} ⊆ As+1

and As+1 ∈ K. By iii) we can find fs+1 ⊃ fs such that fs+1 : As+1 → N .
Similarly, we can extend fs to add any element of N to the image. Thus we
can construct the sequence of partial embedding such that f =

⋃
fs is an

isomorphism between M and N . �

In our examples we will have ∅ ∈ K. In this case the amalgamation
property implies the joint embedding property, so we can ignore the latter.

Exercise 5.27 Show that conditions i), ii) and iii) give a simple description
of ΦK a complete sentence satisfied by the countable K-generic model.

Proposition 5.28 Suppose in addition that K has the disjoint amalgama-
tion property and ∅ ∈ K. If M is the countable K-generic model there is an
embedding f :M→M such that img(f) is a proper subset of M.

If ΦK is the Scott sentence of M, then ΦK has a model of size ℵ1.

Proof Let τ ′ = τ ∪ {P} where P is a unary function symbol. Let K′ be the
class of all expansions of structures in K to τ ′.

Exercise 5.29 Show that since K has the disjoint amalgamation property
and ∅ ∈ K, K′ has joint embedding property and the amalgamation property.

Let M′ be the unique K′-generic model and let M be it’s reduct to τ .
We claim that there is a τ -embedding f :M→ P (M′). ThenM is a proper
embedding of M into itself.

Suppose A ∈ K, A ⊂ M and f : A → P (M′) is a τ -embedding. Let
a ∈ M \ A and let B1 ∈ K′, B1 ⊂ M′ such that A ∪ {a} ⊆ B1. Let B
be the τ -reduct of B1. Let B2 be a τ ′-structure such that the τ -reduct is
isomorphic to B and P (B2) = B2. Since M′ is K′-generic, we can extend

f to f̂ : B → P (M′). Carefully iterating this construction we can build a
τ -embedding f :M→ P (M).
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IfM is the countable K-generic model, we can build a chainM0 ⊂M1 ⊂
. . . ⊂ Mα ⊂ . . . for α < ω1 of countable models of ΦK . At successor stages
we use the construction above to build Mα ⊂ Mα+1 and at limit stages we
use Exercise 5.25. Then N =

⋃
α<ω1

Mα is the desired model of size ℵ1. �

For Hjorth’s example we let τ0 = {Si, Ri : i ∈ ω} where Si is a binary
relation symbol and Ri is an i+ 2-ary relation symbol. We will consider the
class K0 of finite τ -structures with the following properties:

i ∀a, b
∨
i∈ω Si(a, b);

ii ∀a, b
∧
i 6=j(Si(a, b)→ ¬Sj(a, b));

iii ∀a0, a1, b0, . . . , bk−1 [Rk(a0, a1, b0, . . . , bk−1)→ (a0 6= a1 ∧ bi 6= bj)], for all
i < j < k;

iv ∀a0, a1, b0, . . . , bk−1 [Rk(a0, a1, b0, . . . , bk−1)↔ Rk(a0, a1, bσ(0), . . . , bσ(k−1))]
for all k and σ a permutation of {0, . . . , k − 1};

v ∀a0, a1, b0, . . . , bk−1 [Rk(a0, a1, b0, . . . , bk−1) → (Si(a0, bj) ↔ Si(a1, bj))]
for all i, k and j < k;

vi ∀a0, a1, b0, . . . , bk−1, c [(Rk(a0, a1, b0, . . . , bk−1) ∧
∧
i<k c 6= bi) →∧

i∈ω(Si(a0, c)→ ¬Si(a1, c))] for all k;

vii ∀a0, a1[a0 6= a1 →
∨
k∈ω ∃b0, . . . , bk−1 Rk(a0, a1, b0, . . . , bk−1)].

We can think of structures in K0 as being complete graphs where we color
the directed edge (a, b) with the unique color i such that Si(a, b). For each a0

and a1 there is a maximal set {b0, . . . , bk−1} such that each edge (a0, bi) has
the same color as the edge (a1, bi) for i = 1 . . . k and Rk(a0, a1, b0, . . . , bk).

Exercise 5.30 a) Show that there are only countably many isomorphism
types in K0.

b) Let A be a set of cardinality n. Color the complete directed graph on
A such that each edge gets a distinct color. Let R0 hold of all pairs (a, b)
where a 6= b and no other Ri relation holds. Show that A ∈ K0.

c) Conclude that K0 is a countably infinite set of isomorphism types and
∅ ∈ K0.

Lemma 5.31 K0 has the disjoint amalgamation property. Thus there is a
countable K0-generic model M. If ΦK0 is the Scott sentence of M, then ΦK0

has models of size ℵ1.
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Proof Without loss of generality, we may suppose we have A,B0, B1 ∈ K0

with A = B0 ∩B1. We make B0 ∪B1 into a τ0-structure as follows.

• If a0 ∈ Bl and a1 ∈ B1−l let b0, . . . , bk−1 be the elements of A such that
Si(a0, bj) and Si(a1, bj) for some i. Make Rk(a0, a1, b0, . . . , bk−1) hold.

• For each pair a0 ∈ Bl, a1 ∈ B1−l, choose a new i and make Si(a0, a1)
hold.

It is easy to check that this makes B0 ∪B1 into a structure in K0. �

Lemma 5.32 IfM |= ΦK0 is uncountable, then there is no proper extension
M⊂ N where N |= ΦK0. In particular, ΦK0 has no models of size ℵ2.

Proof SupposeM⊂ N and a0, a1 ∈M. For some k there are b0, . . . , bk−1 ∈
M such that M |= Rk(a0, a1, b0, . . . , bk−1). If b ∈ N \M, by vi) if Si(a0, b),
then ¬Si(a1, b). Thus the function that sends a ∈ M to the unique i such
that Si(a, b) is injective and M must be countable. �

Thus ΦK0 is the desired complete Lω1,ω-sentence with models of size ℵ1

but no models of size ℵ2.

Vaught counterexamples with no models of size ℵ2

Let τ0 and K0 be as above. Let τ1 = τ0∪{P,Q, F} where P and Q are unary
relation symbols and F is a binary relation symbol. Let K1 be the class of
τ1 structures A such that:

• A is the disjoint union of P (A) and Q(A);

• F defines a function from P (A) into Q(A);

• the relation symbols from τ0 only hold of elements from P (A);

• P (A) ∈ K0.

Exercise 5.33 a) Show that K1 has the amalgamation and joint embedding
properties (this argument should only need the fact that K0 has the disjoint
embedding property and ∅ ∈ K0).

b) Let M be the countable K1-generic model and let ΦK1 be it’s Scott
sentence. Show that P (M) |= ΦK0 .
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c) Show that in M the map from P (M) to Q(M) is surjective.
d) Show ΦK1 has models of size ℵ1, but no uncountable model has a

proper extension that is a model of ΦK1 .

Definition 5.34 LetM be a model and let X ⊂M be Lω1,ω-definable. We
say that X is a set of absolute indiscernibles in M if for every permutation
σ of X there is an automorphism f of M such that f ⊃ σ.

Lemma 5.35 Let M be the countable K1-generic model. Then Q(M) is a
set of absolute indiscernibles.

Proof Let σ be a permutation of Q(M). Suppose we have A ⊂ M such
that A ∈ K1 and f : A→M such f |Q(A) = σ|Q(A). Suppose A ⊂ B ⊂M
and B ∈ K1. We need to show that there is g : A → M extending f such
that f |Q(B) = σ|Q(B).

Let c1, . . . , cm be the elements of Q(B) \ Q(A). Note that A′ = A ∪
{c1, . . . , cm} ∈ K1. We can extend f to f ′ : A′ → M by defining f ′(ci) =
σ(ci). We now use the fact thatM is K1-generic to extend f ′ to g : B →M.
Since B \ A′ ⊂ P (M), g|Q(B) = σ|Q(B) as desired.

Similarly, we can add elements ofM\f(A) to the image of f . This allows
us to build an automorphism of M that extends σ. �

Corollary 5.36 (Hjorth[18]) If there is a counterexample ψ ∈ Lω1,ω to
Vaught’s Conjecture, then there is a counterexample with no model of size
ℵ2.

Proof Suppose ψ is a Vaught counterexample in Lω1,ω(τ) where we may
assume τ ∩ τ1 = ∅ and τ is relational. Consider the τ ∪ τ1-sentence Ψ with
models N such that: that

• N |= ΦK1 ;

• all of the τ -structure is on Q(N );

• Q(N ) |= ψ.

Suppose N1 and N2 are countable models of Ψ. We claim that if Q(N1) ∼=
Q(N2), then N1

∼= N2. Suppose f0 : Q(N1) → Q(N2) is a τ -isomorphism.
Since the τ1-reducts of N1 and N2 are K1-generic, there is f : N1 → N2 a
τ1-isomorphism. Then σ0 = f−1 ◦ f0 a permutation of Q(N1). Since Q(N1)
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is a set of absolute indiscernibles, there is σ ⊃ σ0 an automorphism of the
τ1-reduct of N1. But then f ◦σ is a τ1-isomorphism between N1 and N2. But
f ◦ σ ⊃ σ0, so this is the desired isomorphism between N1 and N2

For any countable A |= ψ, there is a countable N |= Ψ with Q(N ) ∼=
A. Since ψ has uncountably many non-isomorphic countable models but no
perfect set of non-isomorphic models the same is true of Ψ. But if M |= Ψ,
|Q(M)| ≤ |P (M)| ≤ ℵ1. Thus Ψ is a Vaught counterexample with no models
of size ℵ2. �

Hjorth’s original proof was somewhat different. He used a slight variant
of K1 and showed that the automorphism group of the K1-generic countable
model had a closed subgroup with a surjective homomorphism onto S∞. He
was then able to construct the counterexample with no model of size ℵ2

using some basic facts about the dynamics of Polish group actions. In [4]
the authors notice that Hjorth’s construction can be easily adapted to get
a model with a set of absolute indiscernibles and from this the main result
quickly follows.

Exercise 5.37 Show that the example Ψ has models of size ℵ1.

We will see in §7 that every Vaught counterexample has models of size
ℵ1.
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Part II

Building Uncountable Models

6 Elementary Chains

6.1 Elementary End Extensions

The failure of compactness leaves us with no general tool for building elemen-
tary extensions and elementary chains. In this section we will give a criteria
which will allow us to use the Model Existence Theorem to build elementary
extensions in some special circumstances. Iterating this construction will be
a useful tool for building models of cardinality ℵ1.

Definition 6.1 Let τ = (<, . . .). Let M be linearly ordered by <. We say
that M ⊂ N is an end extension if M 6= N and N |= a < b for all a ∈ M
and b ∈ N \M.

The following theorem of Keisler gives necessary and sufficient conditions
for constructing elementary end extensions. For the purposes of the next few
sections we will need to assume our fragments have a slightly strong closure
property, namely

(†) If ∃v
∨
ψ∈X

ψ(v) ∈ A, then
∨
ψ∈X

∃v ψ(v) ∈ A.

For the next sections we let ∃∗x φ abbreviate ∀y∃x > y φ and let ∀∗xφ denote
the dual quantifier, ∃y∀x > y φ.

Theorem 6.2 Let τ = {<, . . .} be a countable vocabulary, letM be a count-
able τ -structure such that < is a linear order, and let A be a countable frag-
ment of Lω1,ω(τ). The following are equivalent:

1. M has a countable A-elementary end extension;

2. Each of the following is true in M.

(a) ∀x∃y x < y

(b) ∀w
[
∃∗x

∨
n∈ω φn(x,w)→

∨
n∈ω ∃∗x φn(x,w)

]
, for

∨
n∈ω φn ∈ A.
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(c) ∀w [∃∗x∃y φ(x, y, w)→ (∃y∃∗x φ(x, y, w) ∨ ∃∗y∃x φ(x, y, w))], for
φ ∈ A.

Proof (1 ⇒ 2) Suppose M ≺A N and N is an end extension of M. The
main idea is the following overspill principle: if b ∈ N \M, a, c ∈ M and
N |= φ(b, a), then M |= ∃x > c φ(x, a). Thus M |= ∃∗x φ(x, a).

(a) If a ∈M and b ∈ N \M, a < b. SinceM≺ N , there is c ∈M such
that a < c.

(b) If M |= ∃∗x
∨
φn(x, a), then the same is true in N and we can find

b ∈ N \M and n ∈ ω such thatN |= φn(b, a). By overspillM |= ∃∗xφn(x, a).

(c) If M |= ∃∗x∃y φ(x, y), then N |= ∃∗x∃y φ(x, y). Thus there is b ∈
N \M such that N |= ∃y φ(b, y). Suppose N |= φ(b, c). If c ∈M, then, by
overspill,M |= ∃∗x φ(x, c). If c 6∈ M, then, by overspill,M |= ∃∗y∃x φ(x, y).

(2 ⇒ 1) We expand the vocabulary τ to τ ′ by adding a constant symbol
for each element ofM and a new constant symbol d. Let A′ be the smallest
fragment containing A and the new constant symbols. Let

T = {χ(d,m) :M |= ∀∗xχ(x,m) for χ ∈ A,m ∈M}.

Note that if N |= T then M≺A N . For a ∈M let Θa be the sentence

∀y
∨
b∈M

(y = b ∨ a < y).

If N |= T +
∧
a∈MΘa, then M ≺A N and N is an end extension of M.

We will build N using the Omitting Types Theorem 4.9. We must show that
T is satisfiable and that if ∃y φ(y) ∈ A′, T ∪∃y φ(y) is satisfiable and a ∈M,
then there is b ∈M such that T + ∃y [φ(y) ∧ (y = b ∨ a < y)] is satisfiable.

claim T is satisfiable.
Let τ ′′ be obtained by adding C a countable set of new constant symbols

and let A′′ be the smallest fragment containing A′ and the new constants.
Let Σ be all finite sets σ of A′′-sentences such that if θσ(c1, . . . , cm, d) is the
conjunction of all sentences in σ, then M |= ∃∗x∃y1 . . . ∃ymθσ(y1, . . . , ym, x).

We claim that Σ is a consistency property. Note that, by condition (a),
∃∗x x = x. Thus Σ is nonempty. As usual we will only check C4). Suppose∨
ψ∈X ψ(c1, . . . , cm, d) ∈ σ ∈ Σ. Then

M |= ∃∗x∃v1 . . . ∃vm θσ(v1, . . . , vm, x).
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But then
M |= ∃∗x

∨
ψ∈X

∃v1 . . . ∃vm (ψ(v, x) ∧ θσ(v, x))

and, by condition (b), there is ψ ∈ X such that

M |= ∃∗x∃v1 . . . ∃vm (ψ(v, x) ∧ θσ(v, x)).

Thus σ ∪ {ψ(c, d)} ∈ Σ.

To show that T is satisfiable, we will show that if ψ ∈ T and σ ∈ Σ,
then σ ∪ {ψ} ∈ Σ. The Extended Model Existence Theorem 4.8 will then
guarantee the existence of M |= T .

Suppose M |= ∃y∀x > y χ(x) and σ ∈ Σ. Then

M |= ∃∗x(χ(x) ∧ ∃v θσ(v, x)).

Hence σ ∪ {χ(d)} ∈ Σ as desired.
Thus T is satisfiable.

claim For m ∈ M, φ(x, y) ∈ A, T + φ(d,m) is satisfiable if and only if

M |= ∃∗x φ(x,m).
(⇒) Since ¬φ(d,m) 6∈ T ,

M 6|= ∃x∀y > x¬φ(y,m).

Thus M |= ∃∗y φ(y,m).

(⇐) We use the consistency property Σ. If M |= ∃∗x φ(x,m), then
{φ(d,m)} ∈ Σ. By the arguments above and the Extended Model Existence
Theorem 4.8, T + ψ(d,m) is satisfiable.

claim If ∃y φ(y) ∈ A′, T ∪ ∃y φ(y) is satisfiable and a ∈ M, then there is
b ∈M such that T + ∃y [φ(y) ∧ (y = b ∨ a < y)] is satisfiable.

Suppose T + ∃y ψ(y, d,m) is satisfiable and a ∈M. By the claim above,
M |= ∃∗x∃yψ(y, x,m). Thus

M |= ∃∗x [(∃y (ψ(y, x,m) ∧ a < y)) ∨ (∃y (ψ(y, x,m) ∧ y ≤ a))] .

By condition b) we are in at least one of two cases.

case 1 M |= ∃∗x∃y(ψ(y, x,m) ∧ a < y)
By the previous claim T+∃y(ψ(y, d,m)∧a < y) is satisfiable, so certainly

T + ∃y(ψ(y, d,m) ∧ (y = b) ∨ a < y)
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is satisfiable for any b ∈M.

case 2 M |= ∃∗x∃y (ψ(y, x,m) ∧ y ≤ a)
By now apply condition c). Clearly

M 6|= ∃∗y∃x ((ψ(y, x,m) ∧ y ≤ a).

Thus by c) there is b ∈M such that

M |= ∃∗x (ψ(b, x,m) ∧ b ≤ a).

But the T + ∃y(ψ(y, d,m ∧ y = b) is satisfiable, so

T + ∃y(ψ(y, d,m) ∧ (y = b) ∨ a < y)

is satisfiable for some b ∈M.

We have verified the conditions of the Omitting Types Theorem. Thus
there is

N |= T ∪
∧
a∈M

∀y
∨
b∈M

(y = b ∨ a < y).

Then N is an A-elementary end extension of M. �

With mild extra assumptions on A we can iterated this method to build
elementary extensions of size ℵ1. In general if ∃∗x

∨
θ∈X ∈ A, we don’t

know that
∨
θ∈X ∃∗xθ(x) ∈ A. We suppose that A has this additional closure

property.

Corollary 6.3 Let M be a countable τ -structure and let A be a countable
fragment of Lω1,ω(τ) with the above additional closure property. IfM has an
A-elementary end extension, then M has an A-elementary end extension of
cardinality ℵ1.

Proof We can build an A-elementary chain of countable elementary end
extensions (Mα : α < ω1). Because A satisfies condition (†), the conditions
(a)–(c) of Theorem 6.2 are A-elementary, so given M ≺A Mα we can build
an A-elementary end extension of Mα. N =

⋃
α<ω1

Mα is the desired A-
elementary end extension of cardinality ℵ1. �

Keisler’s Theorem works in a slightly more general setting than linear
orders. Let τ = {R, . . .} be a countable vocabulary, where R is a binary
relation symbol.
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Definition 6.4 We say that N is an end extension ofM if whenever a ∈ N ,
b ∈M and aRb, then a ∈M.

We say that N is a strong end extension ifM 6= N and N |= aRb∧¬bRa
for all a ∈M and b ∈ N \M.

If R is a linear ordering, then any end extension is strong.

Exercise 6.5 Modify the proof of Theorem 6.2 to show that if M is a
countable τ -structure such that R is transitive and irreflexive, then M has
a strong A-elementary end extension if and only if a′),b) c) hold where

(a′) is ∀x∀y∃z (xRz ∧ yRz)
(b) and (c) are as above but we interpret ∃∗x φ as ∀y∃x (yRx ∧ φ).

Exercise 6.6 Suppose M |= ZFC. Recall that we have a definable rank
function ρ : M → OnM where ρ(x) is the least ordinal α of M such that
x ∈ Vα+1 \ Vα. Suppose M ⊂ N . We say that N is a top extension if
ρ(m) < ρ(n) for all m ∈ M and n ∈ N \M. Prove that every countable
M |= ZFC has a top extension of cardinality ℵ1. [Hint: Let R(a, b) be
the relation ρ(a) < ρ(b) and show the version of Keisler’s Theorem in the
Exercise above applies.]

Vaught’s two cardinal property

Let τ = {U, . . .} be countable where U is a unary predicate.

Definition 6.7 We say thatM is a (κ, λ)-model if |M| = κ and |U(M)| =
λ.

In first order logic, Vaught’s Two Cardinal Theorem says that if a count-
able theory T has a (κ, λ)-model where κ > λ ≥ ℵ0. Then T has an (ℵ1,ℵ0)-
model. The usual proofs break down as they all require some remnant of
compactness. Keisler found the following proof using Theorem 6.2.

Theorem 6.8 If φ ∈ Lω1,ω has a (κ, λ)-model where κ > λ ≥ ℵ0, then φ has
an (ℵ1,ℵ0)-model.

Proof Suppose M0 is a (κ, λ)-model of φ. Let A0 be a countable fragment
of Lω1,ω with φ ∈ A. By Löwenheim–Skolem we can find M1 ≺A0 M0 a
(λ+, λ)-model. Let < be a well ordering of M1 of order type λ+ and let
τ ∗ = τ ∪{<}. Note that, by the reguarlity of λ+ all of the following are true
in M1:
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(a) ¬∃∗x U(x);

(b) ∀v [∃∗x
∨
ψ∈X ψ(x, v) →

∨
ψ∈X ∃∗x ψ(x, v)], for all

∨
ψ∈X ψ ∈ Lω1,ω;

(c) ∀v [∃∗x∃y ψ(x, y, v)→ (∃∗y∃x ψ(x, y, v) ∨ ∃y∃∗x ψ(x, y, v))], for all ψ ∈
Lω1,ω.

Let A be a countable fragment of Lω1,ω(τ ∗) such that φ ∈ A and if
∨
ψ∈X ψ ∈

A, then
∨
ψ∈X ∃∗xψ ∈ A.

LetM≺AM1 be countable. Then the three conditions above are true in
M for A-formulas. In particular, there is b ∈M such thatM |= ∀x (U(x)→
x < b). By Corollary 6.3 there is M≺A N such that N is an end extension
and |N | = ℵ1. Since N |= ∀x (U(x)→ x < b), U(N ) = U(M) is countable.
�

Undefinability of well order revisited

We can use end extensions to prove an uncountable version of the undefin-
ability of well order (Theorem 4.27).

Corollary 6.9 Let τ be a countable vocabulary containing a binary relation
symbol <, let φ ∈ Lω1,ω(τ), and suppose M = (M,<, . . .) |= φ where < has
order type ω1. Then there is N |= φ of cardinality ℵ1 and an order preserving
embedding of (Q, <) into N .

Proof Let A be a countable fragment of Lω1,ω(τ) containing φ with the
closure property above. We expand the signature by adding a new unary
predicate P . Let Ψ assert that M is an A-elementary end extension of
P (M). For any α < ω1 we can find Pα such that

(M, Pα) |= φ ∧Ψ

and the order type of Pα is at least α.
By the undefinability of well order (Theorem 4.27), there is a countable

model (N , P (N )) |= φ ∧ Ψ where (Q, <) can be embedded into (N , <).
Since P (N ) ≺A N and P (N ) has an A-elementary end extension, conditions
(a)–(c) of Theorem 6.2 hold in P (N ) and hence in N . Thus N has an
A-elementary end extension, which, by Corollary 6.3 we may assume has
cardinality ℵ1. �
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6.2 Omitting Types in End Extensions

We continue the study of end extensions begun in §6.1. Keisler also charac-
terized when a countable model has an uncountable elementary end extension
omitting a type.

Fix τ = {<, . . .} be a countable vocabulary and let A be a countable
fragment of Lω1,ω(τ). Suppose for n ∈ ω we have Θn(v1, . . . , vmn) be a set of
A-formulas. We will be looking for models of

χ =
∧
n∈ω

∀x1 . . . ∀xmn
∨
θ∈Θn

θ(x).

Note that the formulas
∨
θ∈Θn

θ and χ need not be in A.
Recall that an ordering < is ω1-like if it is uncountable but {x : x < a}

is countable for all a.

Theorem 6.10 Suppose M is a countable τ -structure. The following are
equivalent

1. M has an ω1-like A-elementary end extension N where χ holds.

2. M satisfies the conditions from Theorem 6.2 and, in addition, for every
n ∈ ω, a ∈M if

M |= Sy∃x1 . . . ∃xmnψ(x, y, a)

then there is θ ∈ Θn such that

M |= Sy∃x1 . . . ∃xmnψ(x, y, a) ∧ θ(x)

where Sy is a string of quantifiers of the form ∃yi and ∃∗yj.

Proof (1. ⇒ 2.) Since N is an A-elementary end extension, the conditions
from Theorem 6.2 are satisfied in M. Fix n and suppose

M |= Sy∃x1 . . . ∃xmn ψ(x, y)

(we suppress the parameters from M as they play no role). Since N is
A-elementary and N |= χ,

N |= Sy∃x1 . . . ∃xmn ψ(x, xy) ∧
∨
θ∈Θn

θ(x).
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Note that for any countable disjunction
∨∞
i=1 φi(v, w)

(i) N |= ∀v

[
∃w

∞∨
i=1

φi(v, w)↔
∞∨
i=1

∃w φi(v, w)

]

and

(ii) N |= ∀v

[
∃∗w

∞∨
i=1

φi(v, w)↔
∞∨
i=1

∃∗w φi(v, w)

]
.

(i) is true in any model. (ii) is true in any ω1-like model because ∃∗x φ(x) is
equivalent to “there are uncountably many x such that φ(x)”. It now follows
by induction that

N |=
∨
θ∈Θn

Sy∃x ψ(x, y) ∧ θ(x)

Thus
N |= Sy∃x ψ(y, x) ∧ θ(x)

for some θ ∈ Θn and, since M≺A N so does M.

(2. ⇒ 1.) Our basic strategy will be to show that ifM is a countable and
satisfies Condition 2, then it has a countable end extension M ≺A N that
also satisfies condition 2. This will allow us to start building an A-elementary
chain of end extensions. It is easy to see that the union of an elementary
chain of models satisfying Condition 2 will also satisfy Condition 2. Thus we
can interate this process to build an A-elementary chain of length ω1. The
union of this chain will be an ω1-like model satisfying Condition 2.

If N is any model satisfying Condition 2, n ∈ ω and a1, . . . , amn ∈ N , let
ψ(x) be

x1 = a1 ∧ . . . ∧ xmn = amn .

Then for some θ ∈ Θn,

N |= ∃x (ψ(x) ∧ θ(x)),

i.e., N |= θ(a). Thus N |= χ.
Thus it suffices to show that a countable model satisfying Condition 2

has an A-elementary end extension satisfying Condition 2. We will do this
by weaving an additional omitting types argument into the proof of Theorem
6.2.
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Recall that in the proof of Theorem 6.2 we expanded the language by
constants for the elements ofM and an additional constant d. We introduced
the theory

T = {φ(a, d) : φ ∈ A, a ∈M and M |= ∃∗x φ(a, x)},

showed T is satisfiable and used the Omitting Types Theorem to find a
countable model of

T +
∧
a∈M

∀y
∨
b∈M

(y = b ∨ a ≤ y).

We will recast Condition 2 as an omitting types problem and show how to
find a model of T solving it. Finding an end extension satisfying Condition
2, will be accomplished by solving these two omitting types problems simul-
taneously. But once we know we can solve each of them, the Omitting Types
Theorem tells us we can solve them both at once.

Fix n. We let x = x1, . . . , xmn . Let ψ(x, y, v) be an A-formula with
parameters fromM. We will show how to use the Omitting Types Theorem
to build a model of

T + ∀v

[
Sy∃x ψ(x, y, v)→

∨
θ∈Θn

Sy∃x (ψ(x, y, v) ∧ θ(x))

]
.

Doing this for all n and all ψ will give the desired model of Condition 2.
To apply the Omitting Type Theorem we need to know that if we have

φ(v, d) an A-formula with parameters from M and

T + ∃v φ(v, d)

is satisfiable, then

T + ∃v [φ(v, d) ∧ (Sy∃x ψ(x, y, v)→ Sy∃x (ψ(x, y, v) ∧ θ(x)))]

is satisfiable for some θ ∈ Θn.
Suppose T + ∃v φ(v, d) is satisfiable. We will show that either

(a) T + ∃v [φ(v, d) ∧ ¬Sy∃x ψ(x, y, v)] is satisfiable

or
(b) T + ∃v [φ(v, d) ∧ Sy∃x (ψ(x, y, v) ∧ θ(x))] is satisfiable
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for some θ ∈ Θn.
Recall from the proof of Theorem 6.2, that

T + π(d) is satisfiable ⇔M |= ∃∗x π(x),

for any A-formula with parameters from M.
Suppose T + ∃v φ(v, d) is satisfiable, but (a) fails. Then

M |= ∃∗w∃v φ(v, w)

and
T |= ∀v [φ(v, d)→ Syxψ(x, y, v)].

So
M |= ∃∗w∃vSy∃x (φ(v, w) ∧ ψ(x, y, v))

and, by Condition 2, there is θ ∈ Θn such that

M |= ∃∗w∃vSy∃x (φ(v, w) ∧ ψ(x, y, v) ∧ θ(x)).

But then
T + ∃vSy∃x [φ(v, d) ∧ ψ(x, y, v) ∧ θ(x)]

is satisfiable and (b) holds.
The Omitting Types Theorem now allows us to construct N a countable

A-elementary end extension of M where Condition 2 holds. �

6.3 Uncountable Models Realizing Few Types

In this section we will collect a number of results where build uncountable
models realizing countably few types. Results of this type can be very useful
when studying both categoricity phenomena and Vaught counterexamples.
We have already seen one example of such a theorem in Theorem 5.11 where
we showed that if φ has arbitrarily large models, then it has arbitrarily large
models realizing only countably many Lω1,ω-types.

Definition 6.11 If A is a fragment of Lω1,ω we say that M is A-small if
M realizes only countably many A-types and we say thatM is small if it is
Lω1,ω-small.

Recall that Exercise 2.34 shows that M is small if and only if there is a
countable N with M≡∞,ω N .
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Theorem 6.12 If φ is an Lω1,ω-sentence which has an uncountable model
that is A-small for every countable fragment A, then ψ has a small model of
cardinality ℵ1.

Proof Let M |= φ of cardinality ℵ1 be A-small for all countable fragments
of Lω1,ω. Add a binary relation symbol to the signature and let < be a well
ordering of M of order type ω1. For each n ≥ 1 we also add 2n + 1-ary
relation symbols En(x, y, z) and n + 1-ary functions fn(x, y) and a constant
0. We let Ψ be an Lω1,ω-sentence asserting:

i) 0 is the < least element and En(0, a, b) if and only if a and b satisfy the
same quantifier free formulas in the original signature;

ii) if α < β and En(β, a, b), then En(α, a, b);
iii) every α has a <-successor β and En(β, a, b) if and only if for all

c there is d such that En+1(α, a, c, b, d) and for all d there is c such that
En+1(α, a, c, b, d);

iv) if β is a limit, then E(β, a, b) if and only if E(α, a, b) for all α < β;
v) < has an initial segment of order type ω and each fn maps Mn+1 into

this segment;
vi) En(β, a, b) if and only if fn(β, a) = fn(β, b).

i)–iv) assert that En gives the usual Scott analysis in M and v) and vi)
assert that each En(β, ·, ·) has only countably many equivalence classes.

By Corollary 6.9 there is an uncountable N |= φ ∧Ψ embedding (Q, <).
In particular there is an infinite descending chain d0 > d1 > . . .. Define
a ∼∗ b if and only if En(di, a, b) for some i. Suppose θ(v) is an L∞,ω-formula.
We prove by induction on subformulas that if a ∼∗ b, then N |= θ(a) ↔
θ(b). For quantifier free formulas this is true by i) and ii). By induction
this is clear for finitary and infintiary Boolean connectives. Suppose θ(v) is
∃y χ(v, y). If N |= χ(a, c), then by iii) there is d such that N |= χ(b, d).
Thus any ∼∗-equivalent elements realize the same type. By iv) and v) there
are only countably many En(d0, ·, ·)-classes and, hence, only countably many
∼∗-classes. Thus N is small. �

The existence of a reasonably large uncountable model is enough to imply
that there is an uncountable model realizing few A-types for a countable
fragment A.

Theorem 6.13 Let A be a countable fragment of Lω1,ω. If φ has a model
of cardinality (2ℵ0)+, then A has a model of cardinality ℵ1 realizing only
countably many A-types.
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Proof Let M be model of φ of cardinality κ > 2ℵ0 . There is U ⊂ M
such that |U | = λ ≤ 2ℵ0 and for all a ∈ M there is u ∈ U such that
tpM(a,A) = tpM(u,A). Let Θ be the sentence

∧
n∈ω

∀a1 . . . ∀an∃u1 . . . ∃un

[
n∧
i=1

U(ui) ∧
∧
ψ∈A

ψ(a)↔ ψ(u)

]
.

Then (M, U) is a (κ, λ) model of φ∧ψ where κ > λ. By Theorem 6.8, there
is (N , UN ) an (ℵ1,ℵ0)-model of φ ∧ ψ. Then N |= φ has cardinality ℵ1 and
N realizes countably many A-types. �

The next result is the analog of the classical theorem that an ω-stable
theory realizes few types over any model.

Theorem 6.14 Let A be a countable fragment. Suppose for all countable
M |= φ there are only countably many A-types over M. Then for every
model N there are only |N | A-types over N .

Proof Suppose not. Let N |= φ have cardinality κ where there are at least
κ+ A-types over N . For simplicity assume that there are κ+ 1-types over N .
We can find (Nα : α < κ+) such that N ≺A Nα and there is aα ∈ Nα such
that aα and aβ realize different types over N for α 6= β. We may also assume
that Nα ∩ Nβ = N for α 6= β. Let X =

⋃
α<κ+ Nα. Consider a structure

where we have:

• two sorts, one for X and one for (κ+, <);

• a binary relation R ⊂ κ+ ×X such that

R(α, x) if and only if x ∈ Nα;

• a predicate for N and N |= φ;

• all of the τ -structure on each Nα and N ≺A Nα;

• an injection function f : κ+ → X such that f(α) = aα;

• a bijection g : κ+ → X;
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We can write down a sentence Θ such that if (M,NM) |= Θ, then
NM |= φ and there are at least |M|-many A-types over NM. Since Θ
has a (κ+, κ)-model, by Theorem 6.8, Θ has an (ℵ1,ℵ0)-model. But then
there is a countable model N with uncountably many A-types over N . �

Exercise 6.15 Let A be a countable fragment. Suppose for allM |= φ and
A ⊆M countable there are only countably many A-types over A. Then for
all M |= φ and all infinite B ⊆M there are only |B| A-types over B.

Theorem 6.16 Let A be a countable fragment and suppose φ ∈ A has at
least one uncountable model. Then the set of A-types realized in all uncount-
able models of φ is countable. Indeed, if φ has ω1-like models, then the set of
A-types realized in all ω1-like models is countable.

Proof Suppose N is a model of cardinality ℵ1. Let < be a linear order
of M of order type ω1 and let Â be a countable fragment of Lω1,ω(τ ∪ {<}
containing A. Let M be a countable Â-elementary initial segment of N .

Let X be the set of all A-types realized in every uncountable model of φ.
Then for p ∈ X we can not find an ω1-like end extension of M omitting p.
By Theorem 6.10 there is a formula ψp with parameters from M such that

M |= Sy∃x ψp(x, y)

but for all γ(x) ∈ p,

M |= ¬Sy∃x (ψp(x, y) ∧ γ(x)).

We claim that the map p 7→ ψp is injective.
Suppose for contradiction that p, q ∈ X, p 6= q and ψp = ψq. Let ψ denote

ψp = ψq. Suppose γ(x) ∈ p and ¬γ(x) ∈ q. Then

M |= Sy∃x ψ(x, y)

but

M |= ¬Sy∃x (ψ(x, y) ∧ ¬γ(x)) and M |= ¬Sy∃x (ψ(x, y) ∧ γ(x)).

Since
M |= Sy∃x ψ(x, y),

M |= Sy∃x [(ψ(x, y) ∧ γ(x)) ∨ (ψ(y, x) ∧ ¬γ(x))],

80



But ∃ and ∃∗ commute with finite disjunctions, Thus

M |= Syx (ψ(x, y) ∧ γ(x)) or M |= Syx (ψ(x, y) ∧ ¬γ(x))

a contradiction. �

We will make use of a special case.

Corollary 6.17 IfM is a countable model with an uncountable A-elementary
end extension, then the set of A-types realized in every uncountable ω1-like
A-elementary end extensions is countable.

Proof Add constants for the elements of M and consider the A-theory of
M in this language together with sentences

∀v (v < a→
∨
b<a

b = v)

for all a ∈M. Now apply the theorem. �

Theorem 6.18 If A is a countable fragment Lω1,ω and M |= φ realizes un-
countably many A-types, then φ has 2ℵ1 non-isomorphic models of cardinality
ℵ1.

Proof For notational simplicity we will assume there are uncountably many
1-types. FixM |= φ of cardinality ℵ1 such that φ realizes uncountably many
types. Let τ̂ = τ ∪ {<,U,G} and expand M to a τ̂ -structure where < is a
linear order of M of order type ω1, U is a subset where any two elements
realize distinct A-types, G : U → M is a bijection. Let Â be a countable
fragment of Lω1,ω(τ̂) where we can express that any two elements of U realize
distinct A-types.

We will build a tree of countable models (Mf : f ∈ 2<ω1} and A-types
(pf : f ∈ 2<ω1) such that:

i if f ⊂ g, then Mg is a Â-elementary end extension of Mf ;

ii if f ⊆ g, then pf is realized in Mg;

iii Mf satisfies Condition 2 of Theorem 6.10 for types in Ff = {pf |α ̂ i :
where α ∈ dom(f) and f(α) 6= i}, the forbidden types for f .

81



Choose M∅ a countable model such that M is an Â-elementary end
extension. Note that any uncountable Â-elementary extension of M∅ will
realize uncountably many A-types.

Let p∅ be an A-type realized in M.
If dom(f) = α a limit ordinal, letMf =

⋃
β<αMβ. Since Condition 2) is

preserved under unions of chains and Fg ⊆ Fh for g ⊂ h, Mf satisfies i–iii.
Since Mf satisfies Condition 2), by Theorem 6.10, we can find an ω1-

like Â-elementary end extension N0 of cardinality ℵ1 omitting all of the
types forbidden in Ff . Since N0 realizes uncountably many A-types, by
Corollary 6.17 it realizes an A-type pf ̂ 0 that is not realized in every ω1-like

Â-elementary end extension of Mf . Let Mf ̂ 0 be a Â-elementary initial
segment of N0 containing Mf and realizing pf ̂ 0.

Let N1 be an ω1-like Â-elementary end extension of Mf of cardinality
ℵ1 omitting pf ̂ 0. By Corollary 6.17, there is an A-type pf ̂ 1 realized in

N1 that can be omitted in an ω1-like Â-elementary end extension of Mf ̂ 0.

Let Mf ̂ 1 be an Â-elementary initial segment of N1 containing Mf and a
realization of pf ̂ 1. By construction, i–iii hold.

For h ∈ 2ω1 , let Mh =
⋃
α<ω1

Mh|α. If g 6= h ∈ 2ω1 , then Mg and Mh

realize different A-types and hence are non-isomorphic as τ -structures. �

Corollary 6.19 If T is a first order theory in a countable language and there
are uncountably many types over ∅, then T has 2ℵ1 non-isomorphic models
of cardinality ℵ1.

This is a precursor to Shelah’s result [48] that that the same is true for
an non ω-stable. theory.

Corollary 6.20 If φ has uncountable models and fewer than 2ℵ1 models of
cardinaility ℵ1, then there is a complete Lω1,ω-sentence ψ such that ψ |= φ
and ψ has a model of cardinality ℵ1. In particular, if φ is ℵ1-categorical,
there is a complete ℵ1-categorical sentence ψ |= φ.

Proof If φ has uncountable models and I(φ,ℵ1) < 2ℵ1 , then there are only
countably many A-types for each countable fragment A. By Theorem 6.12
and Exercise 2.34 the unique model of cardinality ℵ1 is L∞,ω-equivalent to a
countable model. �
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6.4 Extending Models of Set Theory

The main result of this section is due to Keisler and Morley [23]. The proof
we give is due to Paul Larson (see [5] for expansions of this idea) and his
proof that “φ has an uncountable model” is absolute.

Start with a countable ω-modelM of ZFC. Our goal is to build a count-
able elementary extension where we add elements exactly to the sets that
M thinks are uncountable. Originally this was proved by an omitting types
argument. Here we use a variant of a Skolem ultrapower argument where
the ultrafilter is built by forcing.

Let P(ω1)M = {A ∈ M : M |= A ⊆ ω1}. Let P = {A ∈ M : M |=
A ⊂ ω1 contains a stationary set} ordered by A ≤ B if and only if A ⊆ B.
Suppose G ⊂ P is an M-generic filter.

Lemma 6.21 Let B ∈ P(ω1)M. The set DB = {A ∈ P : A ⊆ B or
A ⊆ ωM1 \B} is dense. Thus G is a non-principle ultrafilter on ωM1 .

Proof i) Let A0 ∈ P . SupposeM |= S ⊆ A0 is stationary. If neither S ∩B
nor S \B is stationary, then we can find closed unbounded sets C0, C1 ∈M
such that C0∩S ∩B = ∅ and (C1∩S)\B = ∅. But there is α ∈ C0∩C1∩S,
a contradiction. �

We use G to build a restricted ultrapower of M. Let F = {f ∈ M :
dom(f) = ω1}. Define ∼ on F by

f ∼ g ⇔ {α : f(α) = g(α)} ∈ G.

It is easy to see that f is an equivalence relation. Let [f ] denote the equiva-
lence class of f and let N = {[f ] : f ∈ F}. Define ∈N by

[f ] ∈N [g]⇔ {α : f(α) ∈ g(α)} ∈ G.

Exercise 6.22 Show that if f ∼ f1 and g ∼ g1 then

{α : f(α) ∈ g(α)} ∈ G⇔ {α : f1(α) ∈ g1(α)} ∈ G.

Thus ∈N is well definied.

Let j :M→N by j(a) = [fa] where fa(α) = a for all α.

Exercise 6.23 Prove that j is an embedding.

Exercise 6.24 Adapt the proof of the Fundamental Theorem of Ultra-
products to show that j is an elementary embedding. [Hint: Dealing with
existential quantifiers will require thatM is a model of the axiom of choice.]
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Lemma 6.25 IfM |= a is countable and N |= [f ] ∈ a, then N |= [f ] = j(b)
for some b ∈M.

Proof There is a g : ω → a a bijection such that g ∈ M. Since [f ] ∈N a.
There is A ∈ G such that f(α) ∈ a for α ∈ A. We need only show that

{S ∈ P : f is constant on S}

is dense below A. Let B ≤ A. There is h ∈ M such that h : B → ω and
f(α) = g(h(α)) for α ∈ B. But B contains a stationary set, and thus there
is stationary S ⊆ B such that h is constant on B. �

Exercise 6.26 Let i : ωM1 → ωM1 be the identity map. Show that [i] ∈
j(ωM1 ) but [i] 6= j(b) for any b ∈M.

Lemma 6.27 If a ∈ M and M |= a is uncountable, then there is [f ] ∈
N \ img(j) with f ∈ j(a).

Proof Since M |= a is uncountable, there is f ∈ M such f : ωM1 → a is
injective. Clearly [f ] ∈ j(a), but f 6∼ fb for any b ∈M. �

We have now proved the main theorem.

Theorem 6.28 (Keisler-Morley) Let M be a countable ω-model of ZFC.
Then M has a countable elementary extension N such that for a ∈M there
is b ∈ N \M such that N |= b ∈ a if and only if

M |= a is uncountable.

We can iterate the construction to build an elementary chain of length
ω1.

Corollary 6.29 If M is countable there is M ≺ N of cardinality ℵ1 such
that

M |= a is countable ⇔ {b ∈ N : N |= b ∈ a} is countable.
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The absoluteness of uncountable satisfiability

Fix φ ∈ Lω1,ω. The following result was proved by Larson and also by
Friedman, Hyttinen and Koerwien [12].

Corollary 6.30 It is absolute whether φ has an uncountable model.

Proof (sketch) Fix ZFC∗ be a fragment of ZFC that is strong enough to
prove all of the facts we needed in the above argument but weak enough
that, say, H(ℵ2) |= ZFC∗. We claim that φ has an uncountable model if and
only if there is an ω-model M of ZFC∗ with φ ∈ M and M |= there is an
uncountable model of φ.

The (⇒) direction follows because we can take a suitable elementary
submodel of H(ℵ2). For the (⇐) direction start with such an M. By the
above construction, we can build an uncountable elementary extensionM≺
N such that every set that N believes in uncountable is uncountable. In
particular, N will contain A uncountable such that N believe A |= φ. The
tree of subformulas of φ is a well founded tree which will be in the modelM
and hence in N . We can now do an induction to show that indeed

A |= ψ(a)⇔ N |= “A |= ψ(a)”

for all subformulas of φ. In particular, A |= φ.
Thus the existence of an uncountable model is equivalent to a Σ1

1(φ)-
formula, and hence absolute. �

The same argument can be used to show that it is absolute whether
an Lω1,ω(Q)-sentence has a model where Q is the quantifer “there exists
uncountably many”.

Friedman, Hyttinen and Koerwien [12] go on to show it is not absolute
whether a sentence has a model in ℵ2 (even assuming GCH). The absoluteness
of ℵ1-categoricity is one of the many interesting open questions in the subject.

Baldwin and Larson [5] have expanded the contructions of this style to
give a different proof of Theorem 6.18 and to generalize it to more expressive
logics.

6.5 ℵ1-categorical Sentences Have Models in ℵ2

In this section we will prove the following theorem of Shelah. Our treatment
in this section closely follows [1].
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Theorem 6.31 (Shelah [51]) If φ ∈ Lω1,ω is ℵ1-categorical, then φ has a
model of cardinality ℵ2.

For the remainder of this section fix A a countable fragment of Lω1,ω and
φ ∈ A.

Definition 6.32 We say that (M,N , ) is a proper pair witnessed by a if
M≺A N and a ∈ N \M.

Lemma 6.33 Suppose φ is κ-categorical, A is a fragment containing φ and
M ≺A N is a proper pair of models of cardinality κ, then φ has a model of
cardinality κ+.

Proof Build a continuous elementary chain

M0 ≺AM1 ≺A . . . ≺AMα ≺A . . .

for α < κ+, where each Mα |= φ has cardinality κ and (Mα,Mα+1) ∼=
(M,N ). This is possible since φ is κ-categorical so all of theMα

∼=M. The
union is the desired model. �

Exercise 6.34 Show that if φ is κ-categorical and φ has a model of car-
dinality greater than κ, then there is a proper pair M ≺A N of cardinality
κ.

Definition 6.35 We say that a proper pair (M,N , a) is a maximal triple
if there is no proper pair (M1,N1) witnessed by a with M ≺A M1 and
N �A N1

Lemma 6.36 If there is a proper pair of cardinality κ but no maximal triple
of cardinality κ, then φ has a proper pair of cardinality κ+.

Proof We build continuous elementary chains

M0 ≺AM1 ≺A . . . ≺AMα ≺A . . . and N0 �A N1 �A . . . �A Nα �A . . .

of for α < κ+ where Mα ≺A Nα is a proper pair of models of cardinality
κ witnessed by a. At successor stages we use the fact that (Mα,Nα, a) is
not maximal. At limit stages we note that the union is still a proper pair
witnessed by a. The union of theMα is the desired model of cardinality κ+.
�
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Definition 6.37 We say thatM≺A N is a cut pair if there is a descending
sequence

M≺A . . .Ni+1 ≺A Ni ≺A . . . ≺A N1 ≺A N

such that
⋂
i∈ω

Ni =M.

Lemma 6.38 If φ has a uncountable model, then there is a cut pair in ℵ0.

Proof LetM |= φ have cardinality ℵ1. We fix a well ordering ofM of order
type ω1 and identify the universe of M with ω1. We can find a continuous
ω1-chain of countable models

M0 ≺A . . . ≺AMα ≺A . . .

such that M =
⋃
Mα. Let R be a binary relation on M such that R(a, α)

if and only if a ∈Mα. Let τ ∗ = τ ∪{<,R}. We can write down an Lω1,ω(τ)-
sentence asserting that

• < is a linear order with least element;

• ∀a∃b (R(a, b) ∧ ∀c < b¬R(a, c))

• {a : R(a, b)} is a τ -structure that is a model of φ for all b and an
A-elementary submodel of M;

• if b < c, then {a : R(a, b)} is a proper A-elementary submodel of
{a : R(a, c)}.

By the Undefinability of Well Order Theorem 4.27, there is a countable
N |= Θ where Q embeds into <. Let a0 > a1 > . . . be an infinite descending
sequence in N . Let Ni = {x ∈ N : N |= R(x, ai)}, let I = {a ∈ N : a < ai
for all i}. and let N ∗ =

⋃
a∈I{x : R(x, a)}. Then

N ∗ ≺A . . . ≺A Nn ≺A . . . ≺A N1 ≺A . . .N

and
⋂
i∈ωNi = N ∗. Thus (N ∗,N ) is a cut pair. �

We will show that if a sentence has a cut pair and a maximal triple then
we can construct many models. We will need the following standard set
theoretic fact that is often useful in proving many models theorems. See, for
example, [35] 5.3.10 for a proof. Other examples of this method are given in
Appendix A.
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Lemma 6.39 Suppose κ is regular. There is a family (Xα : α < κ) of
disjoint stationary subsets of κ. For A ⊆ κ, let XA =

⋃
α∈AXα. Then

(XA : A ⊂ κ) is a family of 2κ stationary subsets of κ such that XA4XB is
stationary for A 6= B.

Lemma 6.40 Suppose φ is κ-categorical and φ has both a cut pair and a
maximal triple of cardinality κ, then there are 2κ

+
non-isomorphic models of

φ of cardinality κ+.

Proof Let (M,N , a) be a maximal triple and let (M′,N ′) be a cut pair.
For any X ⊆ κ+ we build M(X) |= φ as follows: We build a continuous
κ+-chain

M0(X) ≺A . . . ≺AMα(X) ≺A . . .

such that if α ∈ X, then

(Mα(X),Mα+1(X)) ∼= (M,N ),

while if α 6∈ X, then

(Mα(X),Mα+1(X)) ∼= (M′,N ′).

Let M(X) =
⋃
α<κ+Mα(X).

Suppose X and Y are stationary subsets of κ+ such that X \ Y is
stationary. We claim that M(X) 6∼= M(Y ). For contradiction, suppose
f :M(X)→M(Y ) is an isomorphism. Then we can find α ∈ X\Y such that
f |Mα(X) is an isomorphism between Mα(X) and Mα(Y ). There is a such
that (Mα(X),Mα+1(X), a) is a maximal triple. Since (Mα(Y ),Mα+1(Y ))
is a cut pair, there is M∗ such that Mα(Y ) ≺AM∗ �AMα+1(Y ) such that
f(a) 6∈ M∗. Choose β ≥ α + 1 such that f−1(M∗) ≺AMβ(X). Since

• Mα(X) ≺A f
−1(M∗) ≺AMβ(X)

• Mα+1(X) �AMβ(X) and

• a ∈Mβ(X) \ f−1(M∗)

this contradicts the fact that (Mα(X),Mα+1(X), a) is a maximal pair.
Using Lemma 6.39 we can construct 2κ

+
non-isomorphic models of cardi-

nality κ+. �

Proof of Theorem 6.31
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Suppose φ is ℵ1-categorical. By Corollary 6.20 we may assume that φ is
complete. By Lemma 6.38, there is a cut pair in ℵ0. Since there is a cut
pair, by Lemma 6.40 there is no maximal triple of cardinality ℵ0. But then,
by Lemma 6.36. There is a proper pair of cardinality ℵ1 and by Lemma 6.33
a model of cardinality ℵ2. �

In fact Shelah [51] proves that the same is true for Lω1,ω(Q) where Q is
the quantifier “there exists uncountably many.” See §7 of [1] for a proof.

How many models will φ have in ℵ2? Possibly, the maximal number.

Theorem 6.41 (Shelah) Suppose 2κ < 2κ
+

, φ is κ-categorical and amal-
gamation fails in κ. Then there are 2κ

+
non-isomorphic models of φ of car-

dinality κ+.

See §17 of [1] for a proof.
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7 Uncountable Models of Vaught Counterex-

amples

Suppose φ ∈ Lω1,ω is a Vaught counterexample, i.e., φ is scattered with
uncountably many countable models. What can we say about uncountable
models of φ? The first results due to Harnik and Makkai show that there
are always models of φ of cardinality ℵ1. This was refined in an unpublished
result of Harrington who proved that a Vaught counterexample has models
of arbitrarily large Scott rank below ω2. While most model theorists believe
Vaught’s Conjecture fails, Harrington’s result combined with Hjorth’s Theo-
rem from §5.4 raise the seductive possibility of proving Vaught’s Conjecture
by strengthening Harrington’s result to build a model of size ℵ2 contradicting
Hjorth’s Theorem. Of course, all of the constructions we know of models of
size ℵ1 are built up from countable approximations and we have few good
techniques for building a model of size ℵ2.

Harrington’s result shows that if φ is a Vaught counterexample then
I(φ,ℵ1) ≥ ℵ2. An interesting open problem is if this can be extended to
show I(φ,ℵ1) = 2ℵ1 . Using two fundamental results of Shelah, Baldwin [2]
noticed that this is true for first order theories.

Proposition 7.1 Suppose T is a complete first order theory in a countable
language which is a Vaught counterexample. Then I(T,ℵ1) = 2ℵ1.

Proof Shelah [47] proved Vaught’s Conjecture for ω-stable theories. Thus
T is not ω-stable. But Shelah [48] also proved that a non ω-stable theory
has 2ℵ1 non-isomorphic models of cardinality ℵ1. �

In the remainder of this section we will prove the results of Harnik, Makkai
and Harrington.

7.1 Minimal Counterexamples

We will prove the following theorem of Harnik and Makkai.

Theorem 7.2 Let φ be a Vaught counterexample. There is M |= φ of car-
dinality ℵ1 that is not L∞,ω-equivalent to a countable model.

Definition 7.3 Suppose φ ∈ Lω1,ω is a Vaught counterexample. We say
that φ is a minimal counterexample if for every sentence ψ ∈ Lω1,ω either
φ ∧ ψ or φ ∧ ¬ψ has at most countably many countable models.
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Minimal counterexamples were introduced by Harnik and Makkai for this
proof, but they are used in a number of results around Vaught’s Conjecture.

Lemma 7.4 If φ is a Vaught counterexample, there is a minimal counterex-
ample θ such that θ |= φ.

Proof For purposes of contradiction, suppose there is no minimal counterex-
ample θ with θ |= φ. We will build a tree of counterexamples (φη : η ∈ 2<ω)
such that:

i) φ∅ = φ;
ii) φη |= φν for ν ⊆ η;
iii) φη,0 ∧ φη,1 is unsatisfiable, for all η.

This is easy to do. Given φη, because φσ is not a minimal counterexample,
there is ψ such that φη ∧ ψ and φη ∧ ¬ψ are Vaught counterexamples. Let
φη,0 = φσ ∧ ψ and let φη,1 = φη ∧ ¬ψ.

For f ∈ 2ω, let
Tf = {φη : η ⊂ f}.

Suppose we additionally have
iv) each Tf is satisfiable.

If each Tf is satisfiable, then I(φ,ℵ0) = 2ℵ0 so φ is not a Vaught coun-
terexample. Indeed, if α < ω1 is a bound on the quantifier ranks of the
formulas (φη : η ∈ 2<ω), then there are uncountably many models that are
not ≡α, and hence a perfect set of non-isomorphic models.

Unfortunately, condition iv) is not automatic so we will need to build the
tree with more care. Add C a countable set of new constant symbols to the
language. Let Σ = {σ : σ is a finite set of Lω1,ω-sentences using only finitely
many constant symbols from C such that σ ∪ {φ} has uncountably many
countable models}.
claim Σ is a consistency property.

We’ll only check (C4). Suppose
∨
ψ∈X ψ ∈ σ ∈ Σ. Since there are un-

countably many models of σ and X is countable, for some ψ ∈ X there are
uncountably many models of σ ∪ {φ}.

If σ ∈ Σ, and θ(v) is an Lω1,ω-formula in the original vocabulary such
that θ(c) is the conjunction of σ ∪ {φ}. Since there are uncountably many
models of σ ∪ {φ}, there are uncountably many models of ∃v θ(v). Thus
∃v θ(v) is a Vaught counterexample.
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We will build a sequence of countable fragments A0 ⊆ A1 ⊆ A2 ⊆ . . .
and A =

⋃
An. We will let χ0, χ1, . . . list all A-sentences and t0, t1, . . . list

all A-terms, both lists with infinite repetition. We will also build a tree
(ση : η ∈ 2<ω) such that:

i) σ∅ = {φ};
ii) ση ⊆ σν if η ⊆ ν;
iii) if |η| = n and ση ∪ {χn} ∈ Σ, then χn ∈ ση,i for i = 0, 1, in addition
• if χn =

∨
ψ∈X ψ, then there is ψ ∈ X such that ψ ∈ ση,i for i = 0, 1

and
• if χn = ∃v ψ(v), then for some constant c ∈ C, ψ(c) ∈ ση,i for

i = 0, 1;
iv) if |η| = n, then there is c ∈ C such that tn = c ∈ ση,i for i = 1, 2;
v) for each η there is an Lω1,ω-sentence ψ with no constant symbols from

C such that ψ ∈ ση,0 and ¬ψ ∈ ση,1;

Because Σ is a consistency property, given ση ∈ Σ we can find ση ⊂ σ′η ∈ Σ
satisfying iii) and iv). Let θ(v) be the formula in the original vocabulary such
that θ(c) is the conjunction of σ′η. We argued above that ∃v θ(v) is a Vaught
counterexample implying φ. Since we are assuming there are no minimal
counterexamples, we can find a sentence ψ such that there are uncountably
many countable models of both ψ ∧ ∃v θ(v) and ¬ψ ∧ ∃v θ(v). Let ση,0 =
σ′η ∪ {ψ} and ση,1 = σ′η ∪ {¬ψ}.

The final bookkeeping detail is that we let An be the smallest fragment
containing all formulas in all ση for all |η| ≤ n. Although our fragment
is expanding during the construction it is easy to build the necessary lists
χ0, χ1, . . . and t0, t1, . . ..

For f ∈ 2ω, let Tf =
⋃
η⊂f ση. As in the proof of the Model Existence

Theorem 4.6, iii) and iv) guarantee that there is a canonical countable model
of Tf and condition v) insures that these countable models are 6≡A in the
original vocabulary. Thus there are perfectly many non-isomorphic models
of φ, a contradiction. �

We will need a refinement of this Lemma.

Definition 7.5 Let φ ∈ Lω1,ω(τ) be a Vaught counterexample. Suppose
ψ(v) is an Lω1,ω(τ)-formula. We say that ψ is φ-large if there are uncountably
many models of φ∧∃v ψ(v). We say that a φ-large formula ψ(v) is minimal φ-
large if for all L∞,ω-formulas χ(v) exactly one of ψ(v)∧χ(v) and ψ(v)∧¬χ(v)
is φ-large.
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Corollary 7.6 If ψ(v) is φ-large, then there is a minimal φ-large θ(v) such
that θ(v) |= ψ(v).

Proof If ψ has free variables v1, . . . , vn add new constants d1, . . . , dn and
apply Theorem 7.4 to φ ∧ ψ(d). �

The Proof of Theorem 7.2 Let φ be a Vaught counterexample. By The-
orem 7.4 we may, without loss of generality, assume that φ is a minimal
counterexample.

Our proof will need fragments with extra closure properties. We say that
a fragment A is rich if for any φ-large ψ(v) ∈ A, there is a minimal φ-large
θ(v) ∈ A with θ |= φ. By Corollary 7.6, for any countable fragment A with
φ ∈ A, we can find a countable A′ ⊇ A where A′ is rich.

If A is a countable rich fragment of Lω1,ω, let TA = {ψ ∈ A : ψ is a
sentence such that φ ∧ ψ has uncountably many countable models}. Since
φ is a minimal counterexample, for every ψ ∈ A exactly one of ψ and ¬ψ is
in TA. Moreover, if ψ is an A-sentence not in TA, then ψ has only countably
many countable models. Since A is countable, there are uncountably many
countable models of TA.

If ψ(v) is an A-formula and TA |= ∃v ψ(v), then ψ(v) is φ-large. Thus all
A-formulas consistent with TA are φ-large.

If θ(v) is a minimal φ-large formula, then for any χ(v) ∈ Lω1,ω,

TA |= θ(v)→ χ(v) or TA |= θ(v)→ ¬χ(v).

Thus the minimal φ-large formulas are complete and consistent A-formula
consistent with TA is implied by a minimal φ-large formula in A. Thus TA is
A-atomic. By Theorem 4.19 there is an A-prime model of TA.

We now describe the basic construction. For α < ω1 we build countable
rich fragments

A0 ⊆ A1 ⊆ . . . ⊆ Aα ⊆ . . .

.
Let A0 be a countable rich fragment containing φ.
Given Aα and Mα the Aα-prime model of Tα. Let Aα+1 be a countable

rich fragment containing Φα the Scott sentence of Mα. Let Mα+1 be the
prime model of TAα+1 . Since TAα ⊂ TAα+1 we may assume Mα ≺Aα Mα+1.
Of course Φα 6∈ TAα+1 .

If β is a limit ordinal, let Mβ =
⋃
α<βMα and Aβ =

⋃
α<β Aα. For all

a ∈Mβ, there is a minimal φ-large formula θ(v) ∈ Aβ such that Mβ |= θ(a)
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and every φ-large formula in Aβ is implied by a minimal φ-large formula in
Aβ. Thus Mβ is the prime model of TAβ .

Note that Φα the Scott sentence ofMα is not it TAα+1 . Thus ¬Φα ∈ TAα+1 .
Hence Mα 6∼=Mβ if α 6= β.

Let M =
⋃
α<ω1

Mα. Suppose Φ is the Scott sentence of a countable
N |= φ. We claim thatM 6|= Φ. Suppose for contradiction thatM |= Φ. By
Exercise 1.30, {α < ω1 :Mα |= Φ} is closed unbounded. But ifMα,Mβ |= Φ
thenMα

∼=Mβ, a contradiction. ThusM 6≡∞,ω N for any countable model
N . �

Once we know that Vaught counterexamples have uncountable models we
can shows there is a small model of size ℵ1.

Corollary 7.7 (Makkai) Every Vaught counterexample has a small uncount-
able model.

Proof Let φ be a counterexample. We saw in Theorem 7.2 that every
counterexample has an uncountable model. Since φ is scattered, that model
is A-small for every countable fragment A. Thus, by Theorem 6.12, φ has an
uncountable small model. �

Makkai’s orginal proof in [32] used admissible model theory and ΣA-
saturated models. The proof we give here is due to Baldwin [2].

Exercise 7.8 If φ is Vaught counterexample. There are ℵ1-countable mod-
els, that are ≡∞,ω to models of cardinality ℵ1. [Hint: Suppose Φ1,Φ2, . . . are
Scott sentences for countably many models of φ. Consider φ ∧

∧∞
n=1 ¬Φn.]

7.2 Harrington’s Theorem

Harrington showed that a counterexample to Vaught’s Conjecture has models
of arbitrarily large Scott rank below ω2. His orginal proof used admissibility.
This proof was never published. I learned of it from lecture notes from a
course Victor Harnik gave at Dartmouth in 1974. Recently new proofs have
been given in [30] and [4] which avoid admissibility. The proof we will follow
is from [4].
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The Morley tree

Fix φ ∈ Lω1,ω scattered with uncountably many countable models, i.e., mod-
els of arbitrarily high countable Scott rank. We continue the analysis from
§3.3. Recall that we constructed a series of countable fragments

A0 ⊂ A1 ⊂ . . . ⊂ Aα ⊂ . . .

for α < ω1 such that φ ∈ A0, Aα+1 is obtained by adding formulas
∧
ψ∈p ψ(v)

for each Aα-type p and Aα =
⋃
β<αAβ for each limit ordinal.

We build a tree of theories T . For α < ω1, we let Tα be the elements of
T of height α. An Aα-theory T is in Tα if and only if

i) φ ∈ T ;
ii) T is satisfiable;
iii) T is Aα-complete, ie., ψ ∈ T or ¬ψ ∈ T for any ψ ∈ Aα;
iv) for all β < α, T ∩ Aβ is not complete, i.e., not ℵ0-categorical.

Thus the terminal nodes on T are the ℵ0-categorical theories. We let T<α
denote

⋃
β<α Tβ. We let T =

⋃
α<ω1

Tα.

Exercise 7.9 Show that if T ∈ Tα and β < α, then T ∩ Aβ ∈ Tβ.

Note that since φ is scattered, each T ∈ Tα is Aα-atomic.

Exercise 7.10 a) Suppose α < β, T0 ∈ Tα, T1 ∈ Tβ and T0 ⊂ T1. Let M0

be the Aα-prime model of T0 and M1 be the Aβ-prime model of T1, then
there is an Aα-elementary embedding of M0 into M1.

b) Suppose α is a limit ordinal and (Tβ : β < α) is a chain of theories
such that Tβ ∈ Tβ and Tγ ⊂ Tβ for all γ < β. Then

⋃
β<α Tβ ∈ Tα. [Hint: the

only difficulty should be proving that this theory is satisfiable, and a) should
be helpful in showing this.]

Exercise 7.11 If M |= φ is countable, there is a terminal node T in the
Morley tree such that M |= T .

Exercise 7.12 Show Tα 6= ∅ for all α < ω1.

Exercise 7.13 a) Suppose α is a limit ordinal. Prove that there is β < α
and T ∈ Tβ with a unique extension in Tα. [Hint: if not build a perfect tree
of theories in T<α.]

b) There is T ∈ T and a closed unbounded set C ⊂ ω1 such that T has
a unique extension in Tα for each α ∈ C. [Hint: Fodor’s Theorem]

Let (Tα : α ∈ C) be the sequence of unique extensions of T to Tα.
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c) Show that
⋃
α∈C Tα is satisfiable. [Hint: Consider the chain of models

(Mα : α ∈ C) where Mα is Aα-prime.]

Lemma 7.14 If α < ω1 is a limit ordinal and M |= T ∈ Tα then the Scott
rank of M is at least α.

Proof Let M |= φ. We prove that for all a ∈ M and α < ω1 there is
ΨMa,α(v) ∈ Aα+1 such that M |= ΨMa,α(a) and

|= ΨMa,α(v)→ ΦMa,α(v).

Clearly tpM(a/A0) implies ΦMa,0 which is the conjunction of atomic and
negated atomic formulas satisfied by a. We let ΨMa,0(v) be the conjunction of
tpM(a,A0).

Let X be the set of Aα-types q(v, w) with ΨMa,α(v) ∈ q(v, w) such that
q(a, w) is not realized inM. Since φ is scattered, X is countable. For q ∈ X
let θq(v, w) ∈ Aα+1 be the conjunction of q. Then tpM(a,Aα+1) implies

∀w

(∧
b∈M

Ψa,b,α(v, w) ∧
∧
q∈X

¬θq(v, w)

)
.

Let ΨMa,α+1 be the conjunction of tpM(a,Aα+1). Note that

|= ΨMa,α+1(v)→ ∀w
∨
b∈M

Ψa,b(v, w)

since we have insured that no other types are realized. Thus |= ΨMa,α+1 ⇒
ΦMa,α+1.

If α is a limit ordinal then, by induction tpM(a,Aα) implies ΦMa,α, so we
can take ΨMa,α to be the conjunction of tpM(a,Aα).

Suppose now that α < ω1 is a limit ordinal and M |= φ has Scott rank
β < α. If a ∈M, then

|= ΨMa,β(v)→ ΦMa,β(v),

but
|= ΦMa,β(v)→ θ(v)

for any formula θ ∈ Lω1,ω such that M |= θ(a). In particular, this is true if
θ is ΨMa,β+1. Thus

M |= ∀v
(
ΨMa,β(v)→ ΨMa,β+1(v)

)
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for any a ∈ M. We can do a back-and-forth argument to show that the
Aβ+2-theory of M is ℵ0-categorical. Thus M is not a model of any T ∈ Tα.
�

In §13 we will need the next result from [39].

Corollary 7.15 Suppose φ is a minimal Vaught counterexample. There is a
closed unbounded C ⊂ ω1 such that if M,N |= φ and M and N have Scott
rank at least α, then M≡α N .

Proof For each α let

Tα = {ψ ∈ Aα : φ ∧ ψ has ℵ1 countable models }.

Since φ is a minimal counterexample, Tα is Aα-complete, satisfiable, and all
but countably many countable models of φ are models of Tα. Thus there is
γ such that if SR(M) ≥ γ then M |= Tα.

Let g : ω1 → ω1 such that if SR(M) ≥ g(α), then M |= Tα. Let

C = {α < ω1 : α is a limit and g(β) < α for all β < α}.

Suppose α ∈ C, M,N |= φ and SR(M), SR(N ) ≥ α. Then M and N are
models of Tα. Thus M≡Aα N . By the arguments above M≡α N . �

Twisted direct limits

We make a short digression to discuss a construction we will use in the main
proof.

Let µ be a limit ordinal.

• Let (τα : α < µ) be sequence of vocabularies with

τ0 ⊆ . . . ⊆ τα ⊂ . . .

and τα =
⋃
β<α τβ for α a limit ordinal.

• Suppose for each α < µ we have Aα a fragment of L∞,ω(τα).

Definition 7.16 If τ ⊆ τ ′, A and A′ are fragments of L∞,ω(τ) and L∞,ω(τ ′)
respectively and π : A→ A′ is an injection, then we say that π is a fragment
embedding if and only if
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• π is the identity on atomic τ -formulas;

• the free variables of π(ψ) are the same as the free variables of ψ for
ψ ∈ A;

• π commutes with first order Boolean connectives ∧,∨,¬ and quantifi-
cation ∃v and ∀v;

• ψ is an infinite disjunction (conjunction) if and only if π(ψ) is an infinite
disjunction (conjunction); and if ψ is an infinite disjunction (conjunc-
tion) then θ is a disjunct (conjunct) of ψ if and only if π(θ) is a disjunct
(conjunct) of π(ψ), for ψ, θ ∈ A.

Suppose that we have fragment embeddings πα,β : Aα → Aβ for all α < β.
We say that (πα,β : α, β) is a directed system of fragment embeddings if and
only if πα,γ = πβ,γ ◦ πα,β for α < β < γ < µ.

Definition 7.17 Suppose (Aα, πα,β : α < β < µ) is a directed system of
fragment embeddings. Let τ ∗ =

⋃
α<µ τα. Suppose we also have a fragment

A∗ of L∞,ω(τ ∗) and τα embeddings πα,∗ : Aα → A∗ such that πα,∗ = πβ,∗◦πα,β
for all α < β and every element of A∗ is of the form πα,∗(ψ) for some α < µ
and ψ ∈ Aα.

We call (A∗, πα,∗) the direct limit of the system (πα,β : α, β).

• Fix a directed system of fragment embeddings (πα,β : α < β < µ).

• Fix A∗ and (πα,∗ : α < µ) a direct limit.

• Suppose that Mα is a τα-structure for all α < µ.

• Suppose σα,β :Mα →Mβ is a commuting family of τα-embedding for
α < β < µ.

Definition 7.18 We say that (Mα, σα,β : α < β < µ) is a twisted elementary
system if

Mα |= ψ(a)⇔Mβ |= πα,β(ψ)(σα,β(a))

for all ψ ∈ Aα and α < β < µ.

Note that since πα,β is the identity on atomic τα-formulas this is consistent
with being a τα-embedding.

The following lemma is a twisted version of the standard theorems on
elementary chains.
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Lemma 7.19 Suppose (Mα, σα,β : α < β < µ) is a twisted elementary
system. There is a τ ∗-structure M∗ and τα-embeddings σα,∗ : Mα → M∗

such that

• σα,∗ = σβ,∗ ◦ σα,β for all α < β < µ ;

• every element of M∗ is in the image of σα,∗ for all sufficiently large
α < µ;

• for ψ ∈ Aα, a ∈Mα

Mα |= ψ(a)⇔M∗ |= πα,∗(ψ)(σα,∗(a))

Proof Let F be all functions with domain [α, µ) such that f(α) ∈Mα and
f(β) = σα,β(f(α)) for all α < β < µ.

Exercise 7.20 Show that if f, g ∈ F and f(γ) = g(γ), then f and g agree
on their common domanin.

Thus we have an equivalence relation f ∼ g if and only if ∃γ f(γ) = g(γ).
Let [f ] denote the equivalence class of f and let the universe of M∗ be the
set of all equivalence classes. Define σα,∗(a) = [f ] where f(α) = a and
f(β) = σα,β(a) for all α < β < µ.

We can define a τ ∗-structure on M∗ such that

Mα |= θ(a)⇔M∗ |= θ(σα,∗(a))

for all atomic formulas θ ∈ Aα and a ∈Mα.

Exercise 7.21 Argue that M∗ is well-defined.

We now prove by induction on complexity of formulas that

Mα |= ψ(a)⇔M∗ |= πα,∗(ψ)(σα,∗(a))

for ψ ∈ Aα, a ∈Mα.
Consider the case where ψ ∈ Aα is an infinite disjunction. Then πα,∗(ψ)

is also an infinite disjuction. Suppose Mα |= ψ(a). Then there is a disjunct
θ(v) such that Mα |= θ(a). Since we have a fragment embedding πα,∗(θ) is
a disjunct of πα,∗(φ). By induction, M∗ |= πα,∗(θ)(σα,∗(a)). Thus M∗ |=
πα,∗(φ)(σα,∗(a)).

Suppose M∗ |= πα,∗(ψ)(σα,∗(a)). Then M∗ |= χ(σα,∗(a)) for some dis-
junct χ of πα,∗(ψ). There is α ≤ β < µ and θ ∈ Aβ such that πβ,∗(θ) = χ.
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Then by induction Mβ |= θ(σα,β(a)) and Mβ |= πα,β(φ)(σα,β(a)). Since we
have a twisted elementary system, Mα |= φ(a).

Exercise 7.22 Complete the induction on complexity. �

Definition 7.23 We say that a twisted elementary system (Mα, σα,β : α <
β) is atomic if eachMα is Aα atomic and a formula θ(v) ∈ Aα is Aα-complete
if and only if πα,β(θ) is Aβ-complete for all α < β < µ.

Lemma 7.24 Suppose (Mα, σα,β, α < β) is an atomic twisted elementary
system. Then the direct limit M∗ is atomic and θ(v) ∈ Aα is Aα-complete if
and only if πα,∗(θ) is A∗-complete.

Proof The following exercise is the (⇐) direction.

Exercise 7.25 Show that if θ(v) ∈ Aα is not Aα-complete, then πα,∗(θ) is
not A∗-complete.

For the converse, suppose θ(v) ∈ Aα is not Aα-complete. Let χ(v) ∈ A∗.
Choose β ≥ α and ψ ∈ Aβ such that πβ,∗(ψ) = χ. Since πα,β(θ) is Aβ-
complete,

Mβ |= ∀v (πα,β(θ)(v)→ ψ(v)) or Mβ |= ∀v (πα,β(θ)(v)→ ¬ψ(v)).

Without loss of generality assume the former, then

M∗ |= ∀v (πα,∗(θ)(v)→ χ(v))

as desired.

If θ(v) isolates the type of a in Mα, then πα,∗(θ) will isolate the type of
πα,∗(a) in M∗. �

Exercise 7.26 [Laskowski] Suppose T is a complete atomic first order
theory in a vocabulary τ of cardinality ℵ1. We will prove that T has an
atomic model, a result due independently to Knight [25], Kueker [28] and
Shelah [50].9

a) Show that we can find a filtration (τα : α < ω1) such that τα ⊆ τβ
for α < β, τα =

⋃
β<α τβ if α is a limit ordinal and if φ(v) is a τα-formula

such that T |= ∃v φ(v), then there is θ(v) a complete τα-formula such that
T |= θ(v)→ φ(v).

9By contrast, Laskowski and Shelah [31] prove that for any κ > ℵ1 there is a complete
satisfiable atomic theory in a vocabulary of cardinality κ with no atomic model.
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b) Let Tα be the set of τα-sentences in T . Show that each Tα is a countable
atomic theory. Let Mα be a prime model of Tα.

c) Do a direct limit construction to prove that T has an atomic model.

The generic Morley tree

While we can build paths of height ω1 through the Morley tree and these
paths determine satisfiable theories, we might have uncountably many types
in
⋃
α<ω1

Aα so we can not continue further. We will give a variant of the
construction, that allows us to continue our construction up to ω2 but at a
significant cost. It will no longer be clear that we are building satisfiable
theories. Indeed, we could do a similar construction beyond ω2, but we know
from Hjorth’s Theorem §5.36, that φ may have no models beyond ℵ1.

Let P be the set of finite functions with domain contained in ω and image
contained in ω1. Suppose G is a generic filter on P , then ωV

1 is countable

in V[G] and ω
V[G]
1 = ωV

2 . For a, perhaps uncountable, fragment A ⊂ Lω2,ω

we will look in V[G] for satisfiable A-complete theories T containing φ. The
next lemma shows that these theories are already in V, but, a priori, we can’t
conclude they have models in V.

Lemma 7.27 Let A ∈ V be a fragment of Lω2,ω of cardinality at most ℵ1.
Suppose p ∈ P , Ṫ is a P -name and p  Ṫ is a satisfiable A-complete theory
containing φ. Then there is q ≤ p such that q  ψ ∈ Ṫ or q  ψ 6∈ Ṫ for
every ψ ∈ A. If G ⊂ P is a generic filter and p ∈ G, then ṪG ∈ V, where ṪG
is the element of V[G] named by Ṫ .

Similarly, if ṫ is a P -name and p  “ṫ is an A-type”, then there is q ≤ p
that forces ψ(v) ∈ ṫ or ψ(v)) ∈ ṫ for all ψ(v) ∈ A and ṫG ∈ V for any generic
G ⊂ P .

Proof Let A be a transitive model of ZFC− of cardinality ℵ1 such that
φ,A, P, p and Ṫ are in A. Let A0 be a countable elementary submodel of
A containing φ,A, P, p and Ṫ and let B be the Mostowski collapse of A0.
Thus we may assume we have a countable transitive model B of ZFC− +
φ is scattered + there is a fragment Â of Lω2,ω of cardinality at most ℵ1+

∃p ∈ P p  φ ∈ Ṫ ⊂ Â is complete and satisfiable.
We claim that there is q ∈ B with q ≤ p such that q  φ ∈ Ṫ or

q  ¬φ ∈ Ṫ for all φ ∈ Â.
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Suppose not. Let Ṁ ∈ B be a P -name such that p  Ṁ |= Ṫ . Let
D0, D1, . . . , list all dense subsets of P in B. Working in V we build a tree
(pσ : σ ∈ 2<ω) where all pσ ∈ B as follows:

• p∅ = p;

• given pσ with |σ| = n, choose p′σ ≤ pσ with p′σ ∈ Dn;

• by assumption there is ψ ∈ Â such that p′σ does not force either ψ ∈ Ṫ
or ¬ψ ∈ Ṫ . Choose pσ,0 ≤ p′σ such that pσ,0  ψ ∈ Ṫ and choose
pσ,1 ≤ p′σ such that pσ,1  ¬ψ ∈ Ṫ .

For each f ∈ 2ω we have a B-generic filter Gf = {q : ∃n pf |n ≤ q}. Let

Tf = ṪGf be the theory named by Ṫ in B[Gf ] and let Mf |= Tf be the

structure named by Ṁ in B[Gf ].
Since B[Gf ] |= Mf |= Tf and this is absolute, Mf really is a model of

Tf , so Tf is satisfiable. For each ψ ∈ Â,

{q : q  ψ ∈ Ṫ or q  ¬ψ ∈ Ṫ}

is dense below p. Thus Tf is Â-complete. We also have φ ∈ Tf for all f and,
by construction, Tf 6= Tg for f 6= g. But this contradicts the fact that φ is
scattered.

Thus there is q ≤ p such that in any generic extension

ṪG = {φ ∈ A : q  φ ∈ Ṫ}.

But, by the definability of forcing, ṪG ∈ V.

The argument for types is identical. �

We now build the generic Morley tree. It is worth noting, that even
though we are using forcing, the entire construction takes place in V. Let
A∗0 = A0. If α is a limit ordinal, then A∗α =

⋃
β<αA∗β.

Suppose α < ω2 and A∗α is a fragment of Lω2,ω of cardinality at most ℵ1.
Let T ∗α = {T ⊂ A∗α : φ ∈ T and p  “T is a satisfiable A∗α-complete theory
and no T ∩A∗β is complete for β < α” for some p ∈ P}. For each p ∈ P there
are at most ℵ1 such T . Thus |T ∗α | ≤ ℵ1.

Let S = {γ(v) ⊂ A∗α : p  “γ is an Aα-type realized in some M |= φ”
for some p ∈ P}. As above |S| ≤ ℵ1. Let A∗α+1 be the smallest fragment
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of Lω2,ω generated by A∗α and all formulas
∧
ψ∈γ ψ(v) for γ ∈ S. Note that

|A∗α+1| ≤ ℵ1.

Exercise 7.28 a) Prove that if p  “T is a satisfiable A∗α-complete theory
and no T ∩ A∗β is complete for β < α”, then this is also forced by ∅. [Hint:
P is almost-homogeneous. See Exercises (E1) and (E2) of §VII of [29].]

b) Prove that T ∗ is the Morley tree in V[G].
c) Prove that Aα = A∗α and Tα = T ∗α for all α < ω1.

Suppose T ∈ T ∗α . In any generic extension V[G], T is an A∗α-atomic
theory. While, for the moment, we don’t know that T is satisfiable in V, it
still in many ways behaves like an atomic theory. We say that θ(v) ∈ A∗α is
a generic atom in T if

• ∃v θ(v) ∈ T and

• ∀v (θ(v)→ ψ(v)) ∈ T or ∀v (θ(v)→ ¬ψ(v)) ∈ T for all ψ(v) ∈ A∗α.

Note that if T is satisfiable the generic atoms are atoms.10 In V[G] the generic
atoms are exactly the atoms and the atoms are dense. Since the statement
that the generic atoms are dense is ∆0, the generic atoms are still dense in V,
i.e., for all ψ(v) ∈ T if ∃v ψ(v) ∈ T , then there is a generic atom θ(v) ∈ A∗α
such that

∀v (θ(v)→ ψ(v)) ∈ T.

This will also be true in any transitive substructure containing T and A∗α.

Lemma 7.29 If T ∈ T ∗α , then T is satisfiable.

Proof To simplify notation we let A denote A∗α. The ordinal α plays no
further role in the proof.

Let B be a transitive model of ZFC− of cardinality ℵ1 such that A, T ∈ B.
Let (Bβ : β < ω1) be a continuous elementary chain of countable models such
that A, T ∈ B0, A0 ⊂ B0 and B =

⋃
β<ω1
Bβ. For each β < ω1 consider Bβ

the transitive collapse of Bβ. Let pβ : Bβ → Bβ be the Mostowski collapse
isomorphism. If γ < β we have an elementary embedding πγ,β : Bγ → Bβ

given by πγ,β = pβ ◦ p−1
γ .

For each β < ω1 let Tβ = pβ(T ) and Aβ = pβ(A). Note that πγ,β maps
Aγ into Aβ for γ < β.

10Here we use atom interchangeably with “Aα-complete formula”.
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Exercise 7.30 i) Let γ < β. Show that the map πγ,β is a fragment embed-
ding of Aγ into Aβ. [Hint: Use the fact that πγ,β : Bγ → Bβ is elementary.]

ii) Show that if β < ω1 is a limit ordinal, then Aβ is the direct limit of
(Aγ, πγ,δ : γ < δ < β) (where, here, Aω1 denotes A).

claim 1 i) Tβ is a satisfiable Aβ-atomic theory for all β < ω1.
ii) The atoms of Tβ are exactly the formulas that Bβ believes are generic

atoms.
iii) If ψ is an atom of Tγ and γ < β, then πγ,β(ψ) is an atom of Tβ.

Bβ |= “∃p ∈ P p  Tβ is satisfiable”. Since Bβ is countable, in V we
can build an Bβ-generic G ⊂ P such that Bβ[G] |= ∃N |= Tβ. But then N
really is a model of Tβ in V! Since φ is scattered and Aβ is countable, Tβ
is Aβ-atomic. As Tβ is satisfiable the generic atoms are exactly the atoms.
Moreover being a generic atom is a first order property, thus if ψ ∈ Aγ is an
atom, so is πγ,β(ψ).

Let Mβ be the Aβ-prime model of Tβ for β < ω1.

claim 2 There is an atomic system of twisted elementary embedding σγ,β :
Mγ →Mβ for γ < β < ω1.

We build the maps inductively. Suppose β = γ + 1. We will build σγ,β
and let σδ,β = σγ,β ◦ σδ,γ for δ < γ.

We build a sequence of finite maps f0 ⊂ f1 ⊂ . . . from Mγ to Mβ such
that if a ∈ domfn, then

Mγ |= ψ(a)⇔Mβ |= πγ,β(ψ)(fn(a)).

If we can do this, we can let σγ,β =
⋃
n∈ω fn.

Let f0 = ∅. If ψ is a sentence in Tγ, then πγ,β(ψ) ∈ Tβ. Thus

Mγ |= ψ ⇔Mβ |= πγ,β(ψ)

as desired.
Suppose a is the domain of fn and b ∈M. There is θ(v, w) ∈ Aγ isolating

the Aγ-type of (a, b). By induction, for any formula ψ(v, w) ∈ Aβ

Mβ |= ∀v, w (πγ,β(θ)(v, w)→ ψ(v, w))

or Mβ |= ∀v, w (πγ,β(θ)(v, w)→ ¬ψ(v, w))

and
Mβ |= ∃w πγ,β(θ)(fn(a), w).
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Then we can extend fn by sending b to c.

Suppose β < ω1 is a limit ordinal and we have constructed a commuting
system of twisted elementary σδ,γ :Mδ →Mγ for all δ < γ < β. By Lemma
7.24 we can build M∗ an an atomic twisted direct limit. But for γ < β and
ψ ∈ Aγ,

M∗ |= πγ,β(ψ)⇔Mγ |= ψ ⇔ ψ ∈ Tγ ⇔ πγ,β(ψ) ∈ Tβ.

Thus M∗ is an Aβ-atomic model of Tβ, so we can take Mβ to be M∗. Let
σγ,β = σγ,∗ be the maps obtained in the twisted direct limit construction.

This completes the proof of construction of an atomic twisted elementary
system (Mγ, πγ,β : γ < β < ω1).

Let M∗ be the twisted direct limit of the system. Letting πβ,∗ : Aβ → A
be p−1

b we see that A is the direct limit of the system (Aγ, πγ,β : γ < β < ω1).
For ψ ∈ A. Choose β such that ψ ∈ Bβ, then

ψ ∈ T ⇔ pβ(ψ) ∈ Tβ ⇔Mβ |= pβ(ψ)⇔M∗ |= πβ,∗(pβ(ψ))⇔M∗ |= ψ.

Thus M∗ is the desired model of T . �

Exercise 7.31 Adapt the argument from Lemma 7.14 to show that if α < ω2

is a limit ordinal and M |= T ∈ T ∗α , then M has Scott rank at least α.

Corollary 7.32 (Harrington) If φ is a Vaught counterexample, then there
are models of φ of arbitrarily large Scott rank below ω2.

Corollary 7.33 If φ is a Vaught counterexample, then I(φ,ℵ1) ≥ ℵ2.

This leads to the following question which we state as a conjecture, though
the only real evidence is that it is true in the first order case and true if
2ℵ1 = ℵ2.

Conjecture If φ is a Vaught counterexample, then I(φ,ℵ1) = 2ℵ1 .

Interestingly, the number of ≡∞,ω-classes of models of size ℵ1 is bounded.

Proposition 7.34 If φ is a Vaught counterexample, then the number of
≡∞,ω-classes of models of φ of cardinality ℵ1 is exactly ℵ2.
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Proof By Harrington’s Theorem there are at least ℵ2 equivalence classes.
Suppose there are more. Let κ > ℵ2 and suppose that for α < κ we have
Mα |= φ of cardinality ℵ1 with Mα 6≡∞,ωMβ for α 6= β.

Let P be finite partial functions from ω to ω1 and let G ⊂ P be a generic
filter. Each Mα is countable in V[G] and for V[G] |= Mα 6≡∞,ω Mβ for

α 6= β. Since κ > ℵV[G]
1 , this contradicts the fact that V[G] |=“φ is scattered”.

�
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8 Quasiminimal Excellence

8.1 Quasiminial Excellence and Categoricity

8.2 Excellence Shmexcellece

8.3 Covers of C×
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Part III

Effective Considerations

9 Effective Descriptive Set Theory

A number of insights about the model theory of Lω1,ω come from the per-
spective of effective descriptive set theory or generalized recursion theory.
We will look at some of these in section 11. In this section and the next, we
give a brief introduction to effective descriptive set theory and related results
about hyperarithmetic sets. We assume that the reader has some familiarity
with the basics of descriptive set theory of Borel, analytic and coanalytic
sets as presented in, say, Kechris [21]. Sacks [46] Moschovakis [41], Kechris’
portion of [38] and Mansfield and Weitkamp [34] are excellent references for
effective descriptive set theory.

9.1 Recursion Theory Review

We recall some of the basic ideas we will need from recursion theory. We will
take an informal approach where we don’t specify a machine model, but all
of this could easily be made precise. We assume that the reader has some
intuitive idea what a “computer program” is. This could be a simple model
such as Turing machine programs or an informal notion like a C++ program.

Definition 9.1 A partial function f : ω → ω is partial recursive if there is a
computer program P such that P halts on input n if and only if n ∈ dom(f)
and if P halts on input n, then the output is f(n). We say that a set A ⊆ ω
is recursive if and only if its characteristic function is recursive.

We can code computer programs by integers so that each integer codes a
program. Let Pe be the machine coded by e. Let φe be the partial recursive
function computed by Pe. We write φe(n) ↓s if Pe halts on input n by stage
s and φe(n) ↓ if Pe halts on input n at some stage. Our enumeration has the
following features:

Fact 9.2 i) [Universal Function] The function (e, n) 7→ φe(n) is partial
recursive.

ii) The set {(e, n, s) : φe(n) ↓s} is recursive.
iii) [Halting Problem] The set {(e, n) : φe(n) ↓} is not recursive.
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iv) [Parameterization Lemma] If F : ω2 → ω is partial recursive, then
there is a total recursive d : ω → ω such that

φd(x)(y) = F (x, y)

for all x, y.

Definition 9.3 We say that A ⊆ ω is recursively enumerable if there is a
partial recursive function f : ω → ω such that A is the image of f .

Fact 9.4 The following are equivalent
i) A is recursively enumerable
ii) A is the domain of a partial recursive function.
iii) A = ∅ or A is the image of a total recursive function.
iv) there is a recursive B such that A = {n : ∃m (n,m) ∈ B}.

Fact 9.5 a) If A and B are recursively enumerable, then so are A ∪ B and
A ∩B.

b) If A ⊆ ω × ω is recursively enumerable so is {n : ∃m (n,m) ∈ A}.
c) If A is recursively enumerable and f : ω → ω is total recursive, then

f−1(A) is recursively enumerable.

Exercise 9.6 If you have not seen them before prove the statements in the
Facts above.

A program with oracle x ∈ ωω is a computer program which, in addition
to the usual steps, is allowed at any stage to ask the value of x(n).

We say that f is partial recursive in x if there is a program with oracle x
computing f and say that A ⊆ ω is recursive in x if the characteristic function
of A is recursive in x. The facts above relativize to oracle computations. We
write φxe(n) for the value of the partial recursive function in x with oracle
program Pe on input n. One additional fact is useful.

Fact 9.7 (Use Principle) If φxe(n) ↓, then there is m such that if x|m =
y|m, then φye(n) = φxe(n).

Proof The computation of Pe with oracle x on input n makes only finitely
many queries about x. Choose m greater than all of the queries made. �

We may also consider programs with finitely many oracles.
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For x, y ∈ ωω we say x is Turing-reducible to y and write x ≤T y if x
is recursive in y. For x, y ∈ ωω define x ⊕ y to be (x(0), y(0), x(1), y(1), . . ..
The x ⊕ y is a least upper bound for x and y under ≤T . We call x ⊕ y the
join of x and y.

There is another useful notion of reducibility which is the analog of Wadge
reducibility in descriptive set theory.

Definition 9.8 We say A is many-one reducible to B if there is a total
recursive f such that n ∈ A if and only if f(n) ∈ B for all n ∈ ω. We write
A ≤m B if A is many-one reducible to B.

Clearly if A ≤m B, then A ≤T B.
There is one subtle fact that will eventually play a key role.

Theorem 9.9 (Recursion Theorem) If f : ω → ω is total recursive,
there is an e such that φe = φf(e) .

Proof Let

F (x, y) =

{
φφx(x)(y) if φx(x) ↓
↑ if φx(x) ↑ .

By the Parameterization Lemma, there is a total recursive d such that

φd(x)(y) = F (x, y).

Let ψ = f ◦d. There is m such that ψ = φm. Since ψ is total φd(m) = φφm(m).
Let e = d(m). Then

φe = φd(m) = φφm(m) = φψ(m) = φf(d(m)) = φf(e).

�

For those of you who have not seen this before here are two samples of
the many applications of the Recursion Theorem.

Suppose F : ω2 → ω. By the Parameterization Lemma there is a total
recursive d : ω → ω such that φd(m)(n) = F (m,n) for all m and n. By the
Recursion Theorem there is an e such that

φe(n) = φd(e)(n) = F (e, n)

for all n.
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For a second example, consider

g(e, n) =

{
1 if e = n
0 if e 6= n

.

By the Parameterization Lemma, there is a total recursive f such that
φf(e)(n) = g(e, n). By the Recursion Theorem there is an e such that
φe(n) = 1 if n = e and φe(n) = 0 if n 6= e. So this function “recognizes” its
own code. The Recursion Theorem will be very useful in §7.

9.2 Computable Functions on ωω

There is also a notion of computable function f : ωω → ωω.

Definition 9.10 We say that f : ωω → ωω is computable if there is an oracle
program P such that if x ∈ ωω and P is run with oracle x on input n, then
P halts and outputs f(x)(n).

We say that f : ωω → ωω is computable from z if there is a two oracle
program P such that if x ∈ ωω and P is run with oracles z and x on input
n, then M halts and outputs f(x)(n).

Recall that for σ ∈ ω<ω we let Nσ = {f ∈ ωω : σ ⊂ f}. The sets Nσ are
the basic open sets in the topology on ωω.

Lemma 9.11 f : ωω → ωω is continuous if and only if there is z ∈ ωω such
that f is computable from z.

Proof
(⇐) Let P be the oracle program computing f from z. Suppose f(x) = y.

By the Use Principle, for any m there is an n such that if x|n = w|n, then
f(w)|m = y|m. Thus Nx|n ⊆ f−1Ny|m and f is continuous.

(⇒) Let X = {(τ, σ) : f−1(Nσ) ⊇ Nτ}. Since f is continuous, for all
x ∈ ωω if f(x) = y, then for all n there is an m such that (x|m, y|n) ∈ X.

We claim that f is computable from X. Suppose we are given oracles X
and x and input n. We start searching X until we find (τ, σ) ∈ X such that
τ ⊂ x and |σ| > n. Then f(x)(n) = σ(n). �
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9.3 The Arithmetic Hierarchy

For the next few sections we will restrict our attention to Polish spaces X =
ωk×(ωω)l×(2ω)m where k, l.m ≥ 0. Any such space is homeomorphic to one
of ω, 2ω or ωω. (In [41] this theory is worked out for “recursively presented
Polish spaces”.)

Let X = ωk × (ωω)l. Let SX = {(m1, . . . ,mk, σ1, . . . , σl) : mi, . . . ,mk ∈
ω, σ1, . . . , σl ∈ ω<ω}. For σ = (m1, . . . ,mk, σ1, . . . , σl) ∈ SX , let

Nσ = {(n1, . . . , nk, f1, . . . , fl) ∈ X : ni = mi if i ≤ k and fi ⊃ σi if ≤ l}.

Then {Nσ : σ ∈ SX} is a clopen basis for the topology on X. Of course SX is
a countable set and there is a recursive bijection i 7→ σi between ω and SX ,
such that all natural operations on sequences are given by recursive functions.
Thus we can identify SX with ω and talk about things like recursive subsets
of SX and partial recursive functions f : ω → SX .

Definition 9.12 We say that A ⊆ X is Σ0
1 if there is a partial recursive

f : ω → SX such that A =
⋃
nNf(n).

Note that here we are using a “lightface” Σ0
1 rather than the “boldface”

Σ0
1 that denotes the open subsets of X. Of course every Σ0

1 set is open, but
there are only countably many partial recursive f : ω → SX thus there are
only countably many Σ0

1 sets. Thus Σ0
1 ⊂ Σ0

1. Relativizing these notions we
get all open sets.

Definition 9.13 If x ∈ ωω we say that A ⊆ X is Σ0
1(x) if there is f : ω → SX

partial recursive in x such that A =
⋃
nNf(n).

Lemma 9.14 Σ0
1 =

⋃
x∈ωω

Σ0
1(x).

We will tend to prove things only for Σ0
1 sets. The relativization to Σ0

1(x)
sets is usually straightforward.

For the two interesting examples X = ω and X = ωω we get slightly more
informative characterizations.

Lemma 9.15 i) A ⊆ X is Σ0
1 if and only if there is a recursively enumerable

W ⊆ SX such that A =
⋃
η∈W Nη. In particular A ⊆ ω is Σ0

1 if and only if
A is recursively enumerable.

ii) A ⊆ ωω is Σ0
1 if and only if there is a recursive S ⊆ ω<ω such that

A =
⋃
σ∈S Nσ.
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Proof
i) This is clear since the recursively enumerable sets are exactly the images

of partial recursive functions.

ii) In this case SX = ω<ω. Clearly if S ⊆ ω<ω is recursive, there is
f : ω → ω<ω partial recursive with image S and

⋃
σ∈ω<ω Nσ is Σ0

1.
Suppose A =

⋃
nNf(n) where f is partial recursive let S = {σ : there is

n ≤ |σ|, the computation of f(n) halts by stage |σ| and f(n) ⊆ σ. It is easy
to see that S is recursive. If σ ∈ S, then there is an n such that f(n) ⊆ σ,
then Nσ ⊆ Nf(n) ⊆ A. On the other hand if f halts on input n, there is
m ≥ n, |f(n)| such that f halts by stage m. If τ ⊃ σ and |τ | ≥ m, then
τ ∈ S. Thus ⋃

σ∈S

Nσ ⊃
⋃

τ⊃f(n),|τ |=m

Nτ = Nf(n).

It follows that A =
⋃
σ∈S Nσ. �

We have natural analogs of the finite levels of the Borel hierarchy.

Definition 9.16 Let X = ωk× (ωω)l. We say that A ⊆ X is Π0
n if and only

if X \ A is Σ0
n.

We say that A ⊆ X is Σ0
n+1 if and only if there is B ⊆ ω×X in Π0

n such
that

x ∈ A if and only if ∃n (n, x) ∈ B.

We say that A is ∆0
n if it is both Σ0

n and Π0
n.

We say that A ⊆ X is arithmetic if A ∈ ∆0
n for some n.

Lemma 9.17 A ⊆ ωω is Π0
1 if and only if there is a recursive tree T ⊆ ω<ω

such that A = [T ].

Proof Clearly,
[T ] = {f : ∀n f |n ∈ T}

is Π0
1. On the other hand, if S is a recursive set such that X \A =

⋃
σ∈S Nσ,

let
T = {σ ∈ ω<ω : ∀m ≤ |σ| σ|m 6∈ S}.

Then T is a recursive tree and A = [T ]. �

Recall that a tree T is pruned if for all σ ∈ T there is f ∈ [T ] with σ ⊂ f .
If A is closed, then we can find a pruned tree such that A = [T ], but the next
exercises shows that it is not always possible to find a recursive pruned tree.
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Exercise 9.18 a) Show that if T is a recursive pruned tree, then the left-
most path through T is recursive.

b) Let T = {σ ∈ ω<ω : if e < |σ| and φe(e) halts by stage |σ|, then φe(e)
halts by stage σ(e)}. Show that T is a recursive tree. Suppose f ∈ [T ]. Show
that φe(e) halts if and only if it halts by stage f(e). Conclude that there
are no recursive paths through T and, using a), that there is no nonempty
recursive pruned subtree of T .

We show that Σ0
n and Π0

n have closure properties analogous to those for
the corresponding levels of the Borel hierarchy. The definition of computable
function made in 9.10 makes sense for maps f : X → Y where both X and
Y are of the form ωk × (ωω)l

Lemma 9.19 i) Σ0
n is closed under finite unions, finite intersections, and

computable inverse images.
ii) If A ⊆ ω ×X ∈ Σ0

n, then {x ∈ X : ∃n (n, x) ∈ A} ∈ Σ0
n.

iii) If f : X → ω is computable and A ⊆ ω × X is Σ0
n then {x ∈ X :

∀m < f(x) (m,x) ∈ A} ∈ Σ0
n.

iv) Similarly Π0
n is closed under union, intersection, computable inverse

images, ∀n and ∃n < f(x).
v) Σ0

n ⊆ ∆0
n+1.

Proof We prove i)–iii) this for Σ0
1 and leave iv), v) and the the induction

steps for i)–iii) as an exercise. as an exercise.
i) Suppose W0 and W1 are recursively enumerable subsets of SX and

Ai =
⋃
η∈Wi

Nη. Replacing Wi by the recursively enumerable set {ν : ∃η ∈
Wi η ⊆ ν} if necessary we may assume that if ν ∈ Wi and η ⊃ ν, then
η ∈ Wi. Then

A0 ∪ A1 =
⋃

η∈W0∪W1

Nη

and
A0 ∩ A1 =

⋃
η∈W0∩W1

Nη

and W0 ∪W1 and W0 ∩W1 are recursively enumerable. Thus A0 ∪ A1 and
A0 ∩ A1 are Σ0

1.
If f : X → Y is computable with program Pe, let

G = {(η, ν) ∈ SX × SY : |eta| = |ν|, x ∈ Nη ⇒ f(x) ∈ Nν}.
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Then (η, ν) ∈ G if and only if for all m < |ν| the program Pe using oracle
η halts on input m and outputs ν(m).11 Thus G is recursively enumerable.
Suppose A =

⋃
ν∈W Nν where W is recursively enumerable, let V = {η :

∃ν (ν ∈ W ∧ (η, ν) ∈ G}. Then V is recursively enumerable and f−1(A) =⋃
η∈V Nη.

ii) Suppose A ⊆ ω×X is Σ0
1. There is a recursively enumerableW ⊆ Sω×X

such that A =
⋃
η∈W Nη. Let V = {ν ∈ SX : ∃n (n, ν) ∈ W}. Then V is

recursively enumerable and

{x : ∃n (n, x) ∈ A} =
⋃
ν∈V

Nν .

iii) Suppose A and W are as in ii) and f : X → ω is computable by
program Pe. Let V = {ν ∈ SX : ∃k Pe with oracle ν halts outputting k and
(m, ν) ∈ W for all m ≤ k}. Then V is recursively enumerable and

{x : ∀m < f(x) (m,x) ∈ A} =
⋃
ν∈V

Nν}.

�

Exercise 9.20 Complete the proof of 9.19

Definition 9.21 Let Γ be a collection of subsets of X. We say that U ⊆
Y ×X is Γ-universal if:

i) {x ∈ X : (y, x) ∈ U} ∈ Γ for all y ∈ Y ;
ii) if A ∈ Γ, then there is y ∈ Y such that A = {x ∈ X : (y, x) ∈ U}.

Proposition 9.22 i) There is Un ⊆ ωω ×X a Σ0
n-set that is Σ0

n-universal.
ii) There is Vn ⊆ ω ×X a Σ0

n-set that is Σ0
n-universal.

Proof
i) Fix f : ω → SX a recursive bijection. The set U1 = {(x, y) : ∃n (x(n) =

1 ∧ y ∈ Nf(n))} is Σ0
1 and Σ0

1-universal.
If U∗n ⊆ ωω × ω ×X is Σ0

n and Σ0
n-universal for ω ×X, then

Un+1 = {(x, y) : ∃n (x, n, y) 6∈ U∗n}
11We assume that if the computation makes any queries about numbers i ≥ |η|, then

the computation does not halt.
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is Σ0
n+1 and Σ0

n+1-universal.

ii) Let V1 = {(n, x) : ∃m (φn(m) ↓ ∧x ∈ Nφn(m))}. Let g : ω× ω → Sω×X
be partial recursive such that g(n,m) = (n, φn(m)), then

V1 =
⋃
n,m

Ng(n,m)

is Σ0
1 and Σ0

1-universal.
An induction as in i) extends this to all levels of the arithmetic hierarchy.

�

Analogous results hold for Π0
n. For X = ωω or 2ω we know that sets Un

are not Π0
n.

Corollary 9.23 There is A ⊆ ω such that A is Σ0
n but not ∆0

n.

Proof Suppose U ⊆ ω × ω is Σ0
n and universal Σ0

n. Let A = {m : (m,m) 6∈
U}. If U ∈ ∆0

n, then A ∈ Σ0
n and A = {m : (i,m) ∈ U} for some i. Then

i ∈ A⇔ (i, i) 6∈ U ⇔ i 6∈ A,

a contradiction. Thus U ∈ Σ0
n \∆0

n. �

Let Γ be Π0
n, Σ0

n or ∆0
n.If A,B ⊆ ω, B ∈ Γ and A ≤m B, then A ∈ Γ.

We say that A ⊆ ω is Γ-complete if A ∈ Γ and B ≤m A for all B ⊆ ω in
Γ. Here are some well known examples from recursion theory.

Fact 9.24 i) {e : dom(φe) 6= ∅} is Σ0
1-complete.

ii) {e : φe is total} is Π0
2-complete.

iii) {e : dom(φe) is infinite} is Π0
2-complete.

iv) If U ⊆ ω × ω is Γ-universal, then U is Γ-complete.

Exercise 9.25 Prove the statements in the last fact.

9.4 The Effective Projective Hierarchy

We also have effective analogs of the projective point classes. Let X =
ωk × (ωω)l for some k, l ∈ ω.

Definition 9.26 We say that A ⊆ X is Σ1
1 if there is a B ⊆ ωω ×X such

that B ∈ Π0
1 and A = {x : ∃y (y, x) ∈ B}.
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We say A ⊆ X is Π1
n if X \ A is Σ1

n and we say that A ⊆ X is Σ1
n+1 if

there is a B ⊆ ωω ×X with B ∈ Π1
n such that A = {x : ∃y (y, x) ∈ B}.

We say A is ∆1
n if it is both Σ1

n and Π1
n.

All of these notions relativize and a set is Σ1
n if and only Σ1

1(x) for some
x ∈ ωω.

The next theorem summarizes a number of important properties of the
classes Σ1

n and Π1
n. The proofs are exactly as in classical Descriptive Set

Theory, and we leave the proofs as exercises.

Theorem 9.27 i) The classes Σ1
n and Π1

n are closed under union, intersec-
tion, ∃n ∈ ω, ∀n ∈ ω and computable inverse images.

ii) If A ⊆ X × ωω is arithmetic, then {x : ∃y(x, y) ∈ A} is Σ1
1.

iii) There is U ⊆ ωω ×X a Σ1
n-set that is Σ1

n-universal.
iv) There is V ⊆ ω ×X a Σ1

n-set that is Σ1
n-universal.

v) Σ1
n ⊂ ∆1

n+1, but Σ1
n 6= ∆1

n.
vi) The set WO of well orders and the set WF of well founded trees are

Π1
1.

Exercise 9.28 Prove 9.27.

Suppose A ⊆ ωω is Σ1
1. Then there is a recursive tree T ⊂ ω<ω×ω<ω such

that x ∈ A if and only if there is y ∈ ωω such that (x, y) is a path through
T . Let

T (x) = {η : (x|n, η) ∈ T where n = |η|}.
Then x 7→ T (x) is continuous and x ∈ A if and only if T (x) is not well
founded. Note that the map x 7→ T (x) is computable. Many of the proofs
of classical facts about Σ1

1 and Π1
1-sets work equally well of Σ1

1 and Π1
1-sets.

Here are statements of the effective versions.

Theorem 9.29 i) If A ⊆ X is Π1
1, there is a computable f : X → Tr such

that x ∈ A if and only if f(x) ∈WF for all x ∈ X.
ii) Π1

1 has the reduction property, i.e., if A,B are Π1
1, there are Π1

1 A0

and B0 such that A ∪B = A0 ∪B0 and A0 ∩B0 = ∅.
iii) Any two disjoint Σ1

1 sets can be separated by a ∆1
1-set.

iv) [Uniformization] Any Π1
1-subset of ωω × ωω can be uniformized by

a Π1
1-set, i.e., if A ⊆ ωω × ωω is Π1

1, there is a Π1
1 set B ⊆ A such that

π(B) = π(A) and B is the graph of a function.
v) [Kreisel Uniformization] If A ⊆ ωω×ω is Π1

1 and π(A) = ωω, then
A has a ∆1

1-uniformization.
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Proof We give the proof of v). Let B be a Π1
1 uniformization of A. Then

(x, n) 6∈ B ⇔ ∃m m 6= n ∧ (x,m) ∈ B.

Thus B is ∆1
1. �

Further analysis of Π1
1-sets will require looking at an effective version of

“ordinals”.

9.5 Recursive Ordinals

The set WF is Π1
1. If A ⊆ ωω is Π1

1, we know that A ≤w WF. We will show
that the reduction f can be chosen computable. There is a recursive tree T ,
such that

x ∈ A⇔ ∀y (x, y) 6∈ [T ]⇔ T (x) ∈WF.

The function x 7→ T (x) is computable.
A similar construction gives rise to a Π1

1-complete (for ≤m) subset of ω.
Let O = {e ∈ ω : φe is the characteristic function of a well-founded tree

Te ⊆ ω<ω}. Then e ∈ O if and only if
i) ∀σ φe(σ) ↓ and φe(σ) = 0 or 1;
ii) ∀σ ∈ ω<ω ∀τ ∈ ω<ω ((σ ⊆ τ ∧ φe(τ) = 1)→ φe(σ) = 1);
iii) ∀f : ω → ω<ω∃n (φe(f(n)) = 0∨φe(f(n+ 1)) = 0∨ f(n) 6⊂ f(n+ 1)).

Conditions i) and ii) are Π0
2 while iii) is Π1

1. Thus O is Π1
1. The set O is (a

variant of) Kleene’s O.

Proposition 9.30 O is Π1
1-complete.

Proof We will argue that ω \O is Σ1
1-complete. Suppose A ∈ Σ1

1. There is
B ⊆ ω × ωω in Π0

1 such that n ∈ A if and only if ∃x (n, x) ∈ B. There is a
recursive tree T ⊆ ω×ω<ω such that (n, x) ∈ A if and only if (n, x|m) ∈ T for
all m ∈ ω. There is a recursive f : ω → ω such that φf(n) is the characteristic
function of {σ : (n, σ) ∈ T}. Then φf(n) is the characteristic function of a
tree Tn and

n ∈ A⇔ Tn 6∈WF⇔ f(n) 6∈ O.

�

O will play a very important role in effective descriptive set theory. As
a first example, we will show how once we know the complexity of a set, we
can find relatively simple elements of the set.
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Lemma 9.31 Suppose T ⊆ ω<ω is a recursive tree. If [T ] 6= ∅, there is
x ∈ [T ] with x ≤T O.

Proof We build the “left-most” path though T .
For σ ∈ T let Tσ = {η : σ̂η ∈ T}. There is a recursive function f

such that φf(σ) is the characteristic function of Tσ for all σ ∈ ω<ω. We build
∅ = σ0 ⊂ σ1 . . . with σi ∈ T such that [Tσi ] 6= ∅. Given σi, let n ∈ ω be least
such that σîn ∈ T and f(σîn) 6∈ O. �

Corollary 9.32 (Kleene Basis Theorem) If A ⊆ ωω is Σ1
1 and nonempty,

there is x ∈ A with x ≤T O.

Proof There is a Π0
1-set B ⊆ ωω × ωω such that x ∈ A if and only if

∃y (x, y) ∈ B. By the previous lemma there is (x, y) ∈ B with (x, y) ≤T O.
Clearly x ≤T O. �

Using the Uniformization Theorem, we can find definable elements of
Π1

1-sets.

Proposition 9.33 If A ⊆ ωω is Π1
1, there is x ∈ A such that x ∈ ∆1

2.

Proof Uniformizing {0} × A, we find x ∈ ωω such that B = {(0, x)} is Π1
1.

Then

x(n) = m ⇔ ∃y ((0, y) ∈ B ∧ y(n) = m)

⇔ ∀y ((0, y) 6∈ B ∨ y(n) = m)

The first definition is Σ1
2, while the second is Π1

2. �

We next need to understand the possible heights of recursive trees.

Definition 9.34 We say that an ordinal α is recursive if there is a recursive
set A ⊆ ω and ≺ a recursive linear order of A such that (A,≺) ∼= (α,<).

Lemma 9.35 i) If α is a recursive ordinal and β < α, then β is a recursive
ordinal.

ii) If α is a recursive ordinal, then α + 1 is a recursive ordinal.
iii) Suppose f : ω → ω, g : ω → ω are recursive functions such that

Pf(n) is a program to compute the characteristic function of An, Pg(n) is a
program that computes the characterisitic function of ≺n a well-order of An
and (An,≺n) has order-type αn. Then supαn is a recursive ordinal.
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Proof a) and b) are routine. For c) let A = {(n,m) : φf(n)(m) = 1} and let
(n,m) ≺ (n′,m′) if and only if n < n′ or n = n′ and m ≺n m′. Then (A,≺)
is a recursive well-order. Let α be the order type of A. Then αn ≤ α for all
n. Since supαn ≤ α, supαn is a recursive ordinal. �

There are only countably many recursive well-orders. Thus there are only
countably many recursive ordinals.

Definition 9.36 Let ωck
1 be the least non-recursive ordinal. We call this

ordinal the Church–Kleene ordinal.
More generally, for any x we let ωx1 be the least ordinal not recursive in

x.

Definition 9.37 We say that a countable ordinal α is admissible if α = ωz1
for some z. More generally, we say that α is x-admissible if and only if
α = ωx,z1 for some z.12

Definition 9.38 For σ, τ ∈ ω<ω we say σ / τ if τ ⊂ σ or there is an n
such that σ(n) < τ(n), and σ(m) = τ(m) for all m < n. We call / the
Kleene–Brower order.

Exercise 9.39 a) Show that / is a linear order of ω<ω.
b) Show that if T ⊆ ω<ω is a tree, then T is well-founded if and only if

(T, /) is a well-order. [Hint: If σ0, σ1, . . . is an infinite descending sequence
in (T, /), define x inductively by x(n) = least m such that (x(0), . . . , x(n −
1),m) / σi for some i. Prove that x ∈ [T ].]

Recall that ρ(T ), the rank of a well founded tree T is defined inductively
as follows:

• ρ(∅) = 0;

• ρ(T ) = sup{ρ(Tn) + 1 : n ∈ ω} where Tn = {η : n̂η ∈ T}.
We say ρ(T ) =∞ if T is not well founded.

Exercise 9.40 Prove that ωck
1 = sup{ρ(T ) : T ⊆ ω<ω a recursive well

founded tree}.
12This is an abuse. The real definition is that α is admissible if Lα is a model of KP,

i.e., Kripke–Platek set theory. Sacks proved that a countable ordinal is admissible if and
only if it is of the form ωx1 for some x.
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Theorem 9.41 i) The set {(S, T ) : ρ(S) ≤ ρ(T )} is Σ1
1.

ii) There is R ∈ Σ1
1 such that if T ∈ WF, then {S : (S, T ) ∈ R} = {S :

ρ(S) < ρ(T )}.

Proof i) ρ(S) ≤ ρ(T ) if and only if there is an order preserving f : S → T .
ii) If T is well founded, then ρ(S) < ρ(T ) if and only if there is n such

that ρ(S) ≤ ρ(Tn). �

Corollary 9.42 (Effective Σ1
1-Bounding) i) If A ⊆ O is Σ1

1, then there
is α < ωck

1 such that ρ(T ) < α for all T ∈ A.
ii) If A ⊆WF and A ∈ Σ1

1, then there is α < ωck
1 such that ρ(T ) < α for

all T ∈ A.

Proof If either i) or ii) fails, then O = {e : φe is the characteristic function
of a recursive tree ∃T ∀σ ∈ ω<ω((σ ∈ T ↔ φe(σ) = 1) and ∃S ∈ A ρ(T ) ≤
ρ(S))} is Σ1

1, a contradiction. �

Exercise 9.43 Prove that if A ⊆ ωω is ∆1
1, then A is Σ0

α for some α < ωck
1 .
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10 Hyperatithmetic Sets

Our first goal is to try to characterize the ∆1
1-sets. In particular we will try

to formulate the “light-faced” version of

∆1
1 = Borel.

We begin by studying a method of coding Borel sets.

10.1 Borel Codes

Let X = ωk × (ωω)k. Let SX be as in §9.

Definition 10.1 A Borel code for a subset of X is a pair 〈T, l〉 where
T ⊆ ω<ω is a well-founded tree and l : T → ({0}× {0, 1})∪ ({1}× SX) such
that:

i) if l(σ) = 〈0, 0〉, then σ̂0 ∈ T and σ̂n 6∈ T for all n ≥ 1;
ii) if l(σ) = 〈0, 1〉, then ∃nσ̂n ∈ T for all n ∈ ω;
ii) if l(∅) = 〈1, η〉, then σ, n 6∈ T for all n ∈ ω.

Let BC be the set of all Borel codes. It is easy to see that BC is Π1
1.

If x = 〈T, l〉 is a Borel code, we can define B(x) the Borel set coded by x.
If σ ∈ T , recall that Tσ = {τ : σ̂τ ∈ T}. We let lσ : Tσ → {0}×2∪{1}×SX
by lσ(τ) = l(σ τ̂). It is easy to see that 〈Tσ, lσ〉 is also a Borel code.

Definition 10.2 We define B(〈T, l〉) inductively on the height of T .
i) B(〈∅, ∅〉) = ∅.
ii) If l(σ) = 〈1, η〉, then B(〈T, l〉) = Nη.
iii) If l(σ) = 〈0, 0〉, then B(〈T, l〉) = X \B(〈T〈0〉, l〈0〉〉).
iv) If l(σ) = 〈0, 1〉, then

B(〈T, l〉) =
⋃
〈n〉∈T

B(〈T〈n〉, l〈n〉〉).

Exercise 10.3 a) Show that if x ∈ BC, then B(x) is a Borel set.
b) Show that if A ⊆ X is Borel, then there is x ∈ BC with B(x) = A.

Lemma 10.4 There are R ∈ Σ1
1 and S ∈ Π1

1 such that if x ∈ BC then

y ∈ B(x)⇔ (x, y) ∈ R⇔ (x, y) ∈ S.

In particular B(x) ∈ ∆1
1(x).
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Proof We define a set A such that (x, y, f) ∈ A if and only if x is a pair
〈T, l〉 where T ⊆ ω<ω is a tree, l : T → {0} × 2 ∪ {1} × SX and f : T → 2
such that for all σ ∈ T :

i) if l(∅) = 〈1, η〉, then f(σ) = 1 if and only if y ∈ Nη;
ii) if l(∅) = 〈0, 0〉, then f(σ) = 1 if and only if f(σ̂0) = 0;
iii) if l(∅) = 〈0, 1〉, then f(σ) = 1 if and only if f(σ̂n) = 1 for some n.

An easy induction shows that if x = 〈T, l〉 is a Borel code then (x, y, f) ∈
A if and only if f is the function

f(σ) = 1⇔ y ∈ B(〈Tσ, lσ〉).

It is easy to see that A is arithmetic and if x ∈ BC, then

y ∈ B(x) ⇔ ∃f ((x, y, f) ∈ A ∧ f(∅) = 1)

⇔ ∀f ((x, y, f) 6∈ A ∨ f(∅) = 1)

�

Corollary 10.5 If x ∈ BC is recursive, then B(x) is ∆1
1.

Proof Let R and S be as in the previous lemma. Let φe = x. Then

y ∈ B(x) ⇔ ∃z ((∀n φe(n) ↓= z(n)) ∧R(z, y))

⇔ ∀z ((∀n φe(n) ↓= z(n))→ S(z, y)).

The first condition is Σ1
1 and the second is Π1

1. �

10.2 Recursively Coded Borel Sets

Our goal is to show that ∆1
1 is exactly the collection of Borel sets with

recursive codes. That will follow from the following two results and Σ1
1-

Bounding.

Theorem 10.6 If A ⊆ Y is a recursively coded Borel set and f : X → Y is
computable, then f−1(A) is a recursively coded Borel set.

Proposition 10.7 If α < ωck
1 , then WFα is a recursively coded Borel set.

Corollary 10.8 Suppose A ⊆ X. The following are equivalent:
i) A is ∆1

1;
ii) A is a recursively coded Borel set.
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Proof We have already shown that every recursively coded Borel set is ∆1
1.

Suppose A is ∆1
1. Since A is Π1

1, there is a computable f : X → Tr such that
x ∈ A if and only if f(x) ∈WF. The set

f(A) = {y : ∃x x ∈ A ∧ f(x) = y}

is a Σ1
1-subset of WF. By Σ1

1-Bounding, there is α < ωck
1 such that f(A) ⊆

WFα. By 10.7 WFα is recusively coded, and by 10.6 A = f−1(WFα) is
recursively coded. �

For notational simplicity we will assume X = ωω, but all our arguments
generalize easily.

Let BCrec = {(e, x) : φxe is a total function and φxe ∈ BC}. Then

(e, x) ∈ BCrec ⇔ φxe is total ∧ ∀z (∀n φxe(n) = z(n))→ z ∈ BC).

Thus BCrec is Π1
1.

If (e, x) ∈ BCrec, then Brec(e, x) is the Borel set coded by φxe . A similar
argument shows that there are Rrec ∈ Σ1

1 and Srec ∈ Π1
1 such that if (e, x) ∈

BCrec then
y ∈ Brec(e, x)⇔ Rrec(e, x, y)⇔ Srec(e, x, y)

We say e ∈ BCrec and x ∈ Brec(e) if (e, ∅) ∈ BCrec and x ∈ Brec(e, ∅).
The proofs of both 10.6 and 10.7 will use the Recursion Theorem to do a

transfinite induction.
We begin with the base case of the induction.

Lemma 10.9 There is a recursive function F : ω × SY → ω such that if
f : X → Y is computable and e is a code for the program computing f , then
Brec(F (e, i)) = f−1(Nη).

Proof For notational simplicity we assume X = Y = ωω, this is no loss of
generality. Let

W = {ν ∈ ω<ω : ∀m < |η| ∃s ≤ |ν| φνe(m) ↓s= η(m)}.

Then W is recursive and f−1(Nη) =
⋃
ν∈W Nν . Let ν0, ν1, . . . be a recursive

enumeration of ω<ω. Let T = {∅} ∪ {〈n〉 : σn ∈ W} and let l(∅) = 〈0, 1〉,
l(〈n〉) = 〈1, ν〉. Then x = 〈T, l〉 is a recusive code. Given e and η we can
easily compute F (e, η) = i such that φi = x. �
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Lemma 10.10 i) There is a total recursive function Hc : ω → ω such that
if e ∈ BC, then Brec(Hc(e)) = ωω \Brec(e).

ii) There is a total recursive function Hu : ω → ω such that if φe(n) ∈
BCrec for all n, then Brec(Hu(e)) =

⋃
nBrec(φe(n)).

Proof i) φe is a code for a pair 〈T, l〉. Let

T ′ = {∅} ∪ {0̂η : η ∈ T}

and l′(∅) = 〈0, 0〉, l′(0̂η) = l(η). It is easy to find Hc such that Hc(e) codes
〈T ′, l′〉 and that if e ∈ BCrec, then Hc(e) is a code for the complement.

ii) Suppose φe(n) code a pair 〈Tn, ln〉. Let

T = {∅} ∪ {n̂ σ : σ ∈ Tn}

and let l(∅) = 〈0, 1〉 and l(n̂σ) = ln(σ). It is easy to find Hu such that
Hu(e) codes 〈T, l〉. If each 〈Tn, ln〉 is a Borel code, then 〈T, l〉 codes their
union. �

Theorem 10.6 follows from the next lemma.

Lemma 10.11 If x = 〈T, l〉 is a recursive Borel code, there is a recursive
function G : ω × T → ω such that if f : ωω → ωω is a computed by program
Pe, then G(e, σ) ∈ BCrec is a Borel code for f−1(B(〈Tσ, lσ〉) for all σ ∈ T .

Proof
We define a recursive function g : ω × ω × T → ω as follows:
i) If l(σ) = 〈1, η〉, then g(i, e, σ) = F (e, η);
ii) If l(σ) = 〈0, 0〉, then g(i, e, σ) = Hc(φi(e, σ, 0));
iii) Suppose l(σ) = 〈0, 1〉. Choose j such that φj(n) = φi(e, σ, n). Then

g(i, e, σ) = Hu(j).

By the Recursion Theorem, there is î such that φî(e, σ) = g(̂i, e, σ) for all
e, σ. Let G(e, σ) = φî(e, σ).

We prove by induction on T , that G(e, σ) is a code for f−1(B(〈Tσ, lσ〉).
By i) this is clear if l(σ) = 〈1, η). We assume the claim is true for all τ ⊃ σ.

If l(σ) = 〈0, 0〉, then

G(e, σ) = g(̂i, e, σ) = Hc(φî(e, σ)) = Hc(G(e, σ, 0)).

By induction, Hc(G(e, σ̂n) is a code for

f−1(B(〈Tσ, lσ〉) = X \ f−1(B(〈Tσ ̂ 0, lσ ̂ 0〉).
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If l(σ) = 〈0, 1〉, thenG(e, σ, n) is a Borel code forAn = f−1(B(〈Tσ ̂ n, lσ ̂ n〉).
We choose j such that φj(n) is a code for An and G(e, σ) = Hu(j) is a code
for
⋃
An. �

Theorem 10.7 follows from the next lemma.

Lemma 10.12 If T is a recursive well founded tree, then there is a recursive
function G : T → BCrec, such that Brec(G(σ)) = {S ∈ Tr : ρ(S) ≤ ρ(Tσ)}.

Proof For σ ∈ ω<ω let fσ : Tr → Tr be the computable function S 7→ Sσ.
Note that ρ(S) ≤ ρ(T ) if and only if for all n ∈ ω there is m ∈ ω such

that ρ(S〈n〉) ≤ ρ(T〈m〉). Thus

{S ∈ Tr : ρ(S) ≤ ρ(Tσ)} =
⋂
n∈ω

⋃
m∈N

f−1
〈n〉({S ∈ Tr : ρ(S) ≤ ρ(Tσ ̂m)}).

Fix c such that Brec(c) = ∅. We define a recursive function g : ω×T → ω
as follows.

i) If σ 6∈ T , then g(i, σ) = c.
ii) Otherwise g(i, σ) is a Borel code for⋂

n

⋃
m

f−1
〈n〉(Brec(φi(σ,m))).

We can do this using the functions F,Hu and Hc above. Of course for some
i, this may well be undefined.

By the Recursion Theorem there is î such that φî(σ) = g(̂i, σ) for all σ.
An easy induction shows that G = φî is the desired function. �

10.3 Hyperarithmetic Sets

Definition 10.13 We say x ∈ ωω is hyperarithmetic if x ∈ ∆1
1. We say that

x is hyperarithmetic in y, and write x ≤hyp y if x ∈ ∆1
1(y).

We sometimes let HYP denote the hyperarithmetic elements of ωω.

Exercise 10.14 i) Show that if x ≤hyp y ≤hyp z, then x ≤hyp z.
ii) Show that if x ≤T y, then x ≤hyp y.

Lemma 10.15 i) {(x, y) : x ≤hyp y} is Π1
1. In particular, HYP is Π1

1.
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Proof x ≤hyp y if and only if ∃e (BCrec(e, y)∧∀n∀m (x(n) = m↔ (n,m) ∈
Brec(e, y)).

This definition is Π1
1. �

Theorem 10.16 Suppose A ⊆ ωω × ωω is Π1
1. Then B = {x : ∃y ≤hyp

x (x, y) ∈ A} is Π1
1.

Proof x ∈ B if and only if
∃e ∈ ω ∀z ∈ ωω(φe = z → (z ∈ BC∧ (∀n∀m ((y(n) = m→ S((n,m), z))∧

(y(n) 6= m→ ¬R((n,m), z)))) ∧ (x, y) ∈ A)
This definition is Π1

1. �

We next give a refinement of Kleene’s Basis Theorem. First note that we
can a recursive ill-founded tree need not have a hyperarithmetic branch.

Lemma 10.17 There is a recursive ill founded tree with no infinite hyper-
arithmetic branch.

Proof Let A = {e : e codes a recursive tree and ∀f ∈ HYP
existsn f(n) 6⊂ f(n+1)}. Then A is Σ1

1 and O ⊆ A. Thus there is e ∈ A\O.
�

Lemma 10.18 If ωck
1 < ωx1 , then O ≤hyp x.

Proof Clearly O is Π1
1(x). There is T recursive in x such that T ∈WF and

ρ(T ) > ωck
1 . Then

O = {e : e codes a recursive tree S and ρ(S) < ρ(T )}

is Σ1
1(x). Thus O ≤hyp x. �

Theorem 10.19 (Gandy’s Basis Theorem) If A ⊆ ωω is Σ1
1 and nonempty,

there is x ∈ A such that x ≤T O, x <hyp O and ωck
1 = ωx1 .

Proof Let B = {(x, y) : x ∈ A ∧ y 6≤hyp x}. By 10.15 B is Σ1
1. By Kleene’s

Basis Theorem 9.32 there is (x, y) ∈ B with (x, y) ≤T O. If O ≤hyp x,
then y ≤T O ≤hyp x, so y ≤hyp x, a contradiction. By the previous lemma
ωck

1 = ωx1 . �

Exercise 10.20 Suppose A ⊆ ωω is Σ1
1 and uncountable. Show that there

is a perfect set P ⊂ A such that ωx1 = ωck
1 for all x ∈ P .

add remarks on the equivalence of hyperarithmetic and being recursive in
0(α) for some α < ωck

1 and x ∈ Lωck
1

.
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10.4 The Effective Perfect Set Theorem

The following theorem is very important.

Theorem 10.21 (Harrison) Let A ⊆ ωω be Σ1
1. If A is countable, then

every element of A is hyperarithmetic. In particular, if A contains a nonhy-
perarithmetic element, then A contains a perfect set.

There are many ways to prove this. The approach we will take is by first
looking at the problem of finding strategies in closed games. We review the
basics on determinacy in closed games.

Suppose A ⊆ ωω. We consider the game G(A) where Player’s I and II
alternate playing elements of ω.

Player I Player II
x0

x1

x2

x3
...

...

Together they play x = (x0, x1, . . .) and Player I wins if x ∈ A.

Definition 10.22 A strategy for Player I is a function τ : ω<ω → ω.

Player I uses the strategy by opening with τ(∅). If Player II responds
with x0, then Player I replies τ(x0). If Player II next plays, x1, then Player
II replies τ(x0, x1). . . .

The full play looks like:

Player I Player II
τ(∅)

x0

τ(x0)
x1

τ(x0, x1)
x2

τ(x0, x1, x2)
...

...
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Definition 10.23 We say that τ is a winning strategy for Player I if Player
I wins any game played using the strategy τ , i.e., for any x0, x1, x2, . . . ∈ ω,
the sequence

τ(∅), x0, τ(x0), x1, τ(x0, x1), x2, τ(x0, x1, x2), . . .

is in A.

There are analogous definitions of strategies and winning strategies for
Player II.

Definition 10.24 We say that the game G(A) is determined if either Player
I or Player II has a winning strategy.

Theorem 10.25 (Gale-Stewart Theorem) If A ⊆ ωω is closed, then G(A)
is determined.

Proof Let T be a tree such that A = [T ]. Suppose Player II has no winning
strategy. We will show that Player I has a winning strategy. Suppose σ ∈ ω<ω
and |σ| is even. We consider the game Gσ(A) where Players I and II alternate
playing elements of ω to build x ∈ ωω and Player I wins if σ̂x ∈ A.

Let P = {σ : |σ| is even and Player II has a winning strategy in Gσ(A)}.
If σ 6∈ T , then Player II has already won Gσ(A). In particular, always playing
0 is a winning strategy for Player II. Thus ω<ω \ T ⊆ P .

claim Suppose that for all n ∈ ω there is m ∈ ω such that σ̂n̂m ∈ P .
Then σ ∈ P .

Player II has a winning strategy in Gσ(A); namely if Player I plays n
and Player II plays the least m such that Player II has a winning strategy in
Gσ ̂ n ̂m, and then uses the strategy in this game.

We describe a winning strategy for Player I. This strategy can be suma-
rized as “avoid losing postions”.

Since Player II does not have a winning strategy ∅ 6∈ P . Player I’s strategy
is to avoid P . If we are in position σ where σ 6∈ P and |σ| is even, then by
the claim there is a least n such that σ̂n̂m 6∈ P for all m. Player I plays
n. No matter what m Player II now plays the new position is not in P . If
Player I continues Playing playing this way they will play x ∈ ωω such that
x|2n 6∈ P for all n. In particular x|2n ∈ T for all n. Thus x ∈ [T ] and this is
a winning strategy for Player I. �

For our purposes it will be useful to understand the complexity of the
winning strategies.
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Theorem 10.26 (Strategic Basis Theorem) Let A be Π0
1. If Player II

has a winning strategy in G(A), then Player II has a hyperarithmetic winning
strategy.

Proof Let T be a recursive tree such that A = [T ]. Suppose Player II does
not have a hyperarithmetic winning strategy. We will show that Player I has
a winning strategy. Suppose σ ∈ ω<ω and |σ| is even. We consider the game
Gσ(A) where Players I and II alternate playing elements of ω to build x ∈ ωω
and Player I wins if σ̂x ∈ A.

Let P = {σ : |σ| is even and Player II has a hyperarithmetic winning
strategy in Gσ(A)}. If σ 6∈ T , then Player II has already won. In particular,
always playing 0 is a hyperarithmetic winning strategy for Player II. Thus
ω<ω \ T ⊆ P .

claim Suppose that for all n ∈ ω there is m ∈ ω such that σ, n,m ∈ P .
Then σ ∈ P .

Let B = {(n,m, e) : e is a hyperarithmetic code for τ and ∀y if we play
Gσ,n,m(A) where Player I plays y and Player II plays using τ , then the result
is in A}. The set B is Π1

1. and ∀n∃m∃e(n,m, e) ∈ B. By selection there is
a ∆1

1-function f : ω → ω2 such that (n, f(n)) ∈ B for all n ∈ ω. Player II
has a hyperarithmetic winning strategy in Gσ(A); namely if Player I plays n
and f(n) = (m, e), then Player II plays m, and then uses the strategy coded
by e.

We describe a winning strategy for Player I.
Since Player II does not have a hyperarithmetic winning strategy ∅ 6∈ P .

Player I’s strategy is to avoid P . If we are in position σ where σ 6∈ P and |σ|
is even, then by the claim there is a least n such that σ, n,m 6∈ P forall m.
Player I plays n. No matter what m Player II now plays the new postion is
not in P . If Player I continues playing this way they will play x ∈ ωω such
that x|2n 6∈ P for all n. In particular x|2n ∈ T for all n. Thus x ∈ [T ] and
this is a winning strategy for Player I. �

Exercise 10.27 Suppose A is Π0
1 and Player I has a winning strategy in

G(A). Then Player I has a winning strategy hyperaritmetic in O.

Proof of Effective Perfect Set Theorem Suppose A is Σ1
1. Let B ⊆

ωω × ωω be Π0
1 such that

A = {x : ∃y (x, y) ∈ B}.
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Consider the following game. At stage s Player I plays (σs,0, σs,1, ys) where
σs,0, σs,1 ∈ ω<ω are incomparable and ys ∈ ω. Player II plays is = 0, 1. At
the end of the game let

x = σ0,i0̂σ1,i1 σ̂2,i2 . . . and y = y0, y1, y2, . . .

Player 1 wins if (x, y) ∈ B. This is an open game.

claim 1 If Player I has a winning strategy, then A has a perfect subset.
Consider the function f : 2ω → ωω × ωω where f(z) = (x(z), y(z)) is the

play of the game where Player II plays z(i) at stage i and Player I uses her
winning strategy. Then f is continuous and if z1 6= z2 and s is least such
that z1(s) 6= z2(s), then we insure at stage s that x(z1) 6= x(z2). Thus f is a
continuous injection from 2ω into A, so A has a perfect subset.

Suppose τ is a winning strategy for Player II. Consider a position p in the
game where it is Player I’s turn to move at stage s+1. Let µ = σ0,i0̂ . . . ̂σs,is
and then ν = (y0, . . . , ys) be the initial segments of the final play determined
at this position. Suppose (x, y) ∈ B, x ⊃ µ and y ⊃ ν. We say that (x, y) is
rejected at position p if for any possible move (σs+1,0, σs+1,1, ys+1) by Player
I, Player II using τ will make reply so that x 6⊂ µ̂σs+1,is+1 .

claim 2 If (x, y) ∈ B, there is a position p such that (x, y) is rejected at p.
Suppose not. Consider a play of the game where Player II uses τ . When-

ever it is Player I’s turn to move we are at a position where (x, y) has not
been rejected. Since (x, y) is not rejected at the empty position, there is
some move by Player I where he plays y(0) such that when II responds we
will still have an initial segment of x. Since (x, y) is not rejected at this new
position, there is some move that Player I can make, so that II’s response
will still be an initial segment of (x, y). Continuing this way the eventual
play of the game will be (x, y) and Player I will win, a contradiction.

claim 3: For each position p there are at most countably many x such that
some (x, y) is rejected at position p and each is arithmetic in τ .

For each possible k, we will show that there is at most one (x, y) ∈ B
with y ⊃ ν̂k such that y is rejected at p, where ν is as above.

Suppose (x, y) is rejected at position p at stage s+ 1. Let µ be as above
and suppose that we have determined that x ⊂ µ̂η. There is a unique n
such that for all m, if Player I plays (η̂n, η̂m, k) at stage s+1, then Player
II, using τ will play 1. Then we know that x ⊂ µ̂η̂1. This argument shows
x ≤T τ ′.
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Since every element of A is rejected at one of the countably many possible
positions, A must be countable and every element is arithmetic in τ

We can easily modify the proof of Theorem 10.26 to show that either
Player I has a winning strategy or Player II has a hyperarithmetic winning
strategy.

Thus if A is countable, A ⊆ HYP.

Exercise 10.28 Show that if A is Σ1
1 and uncountable, then there is a

continuous injection f : 2ω → A with f computable in x for some x ≤hyp O.

Exercise 10.29 Modify the proof of the Effective Perfect Set Theorem,
using the Banach–Mazur game, to prove that if A ⊆ ωω is a nonmeager
∆1

1-set, then there is a hyperarithmetic x ∈ A.

Corollary 10.30 Suppose A ⊆ ωω × ωω is ∆1
1 and {y : (x, y) ∈ A} is

countable for all x ∈ ωω. Then
i) the projection π(A) = {x : ∃y (x, y) ∈ A} is ∆1

1 and
ii) A has a ∆1

1-uniformization

Proof
i) Clearly π(A) is Σ1

1, but by Harrison’s Theorem

∃y (x, y) ∈ A↔ ∃y ≤hyp x (x, y) ∈ A.

The later condition is Π1
1.

ii) Let

A∗ = {(x, e) : e ∈ BCrec(x) ∧ ∀y(y = Brec(e, x)→ (x, y) ∈ A}.

Then A∗ is Π1
1 and has a Π1

1 uniformization B. But

(x, e) 6∈ B ⇔ x 6∈ π(A) ∨ ∃i 6= e (x, i) ∈ B.

Thus B is ∆1
1. Let

C = {(x, y) : ∃e (x, e) ∈ B ∧ y = Brec(e, x)}.

Then C is a ∆1
1-uniformization of A. �

Relativizing these corollaries lead to interesting results about Borel sets.
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Corollary 10.31 Suppose A ⊆ ωω×ωω is a Borel set such that every section
is countable. Then X the projection of X is Borel and X can be uniformized
by a Borel set.

Corollary 10.32 Suppose f : ωω → ωω is continuous, A is Borel and f |A
is one-to-one. Then f(A) is Borel.

Proof f(A) is the projection of {(x, y) : x ∈ A∧ f(x) = y} and sections are
singletons. �

If x ∈ ωω2
we identify x with (x0, x1, . . .) in (ωω)ω where xn(m) = x(n,m).

Lemma 10.33 Suppose A is a ∆1
1-subset of HYP. There is a hyperarith-

metic x ∈ ωω2
such that A ⊆ {x0, x1, . . .}.

Proof Let

B = {(x, i) ∈ ωω×ω : x ∈ A∧i ∈ BCrec∧∀n∀m (x(n) = m↔ (n,m) ∈ Brec(i))}.

Then B is Π1
1 and π(B) = A. By selection, there is a ∆1

1 function s : A→ ω,
uniformizing B.

Let C = {i : ∃x ∈ A s(x) = i}. Clearly C is Σ1
1. Since

i ∈ C ↔ ∃x ∈ HYP (x ∈ A ∧ s(x) = i),

C is ∆1
1. Let

x(i, n) =

{
0 if i 6∈ C
m if i ∈ D ∧ (n,m) ∈ Brec(i)

.

Then A ⊆ {x0, x1, . . .}. �

Exercise 10.34 Show that the same is true if A is Σ1
1. [Hint: First show

that any Σ1
1 subset of HYP is contained in an ∆1

1 subset of HYP.]
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11 Effective Aspects of Lω1,ω

11.1 Coding Lω1,ω-formula

Before discussing effective aspects of the model theory of Lω1,ω we should
take the time to discuss one method of coding Lω1,ω-formulas. Throughout
this section we will only consider formulas with finitely many free variables–
though this requirement could easily be relaxed.

Fix τ a countable vocabulary. We can define a coding of Lω1,ω(τ)-formulas
that is analogous to the construction of Borel codes.

We assume that we have fixed a Gödel coding dφe of atomic τ -formulas.

A labeled tree is a non-empty tree T ⊆ ω<ω with functions l and v with
domain T such that for any σ ∈ T one of the following holds:

• σ is a terminal node of T and l(σ) = dψe where ψ is an atomic τ -formula
and v(σ) is the set of free variables in ψ;

• l(σ) = ¬, σ̂0 is the unique successor of σ in T and v(σ) = v(σ̂0);

• l(σ) = ∃vi, σ̂0 is the unique successor of σ in T and v(σ) = v(σ̂0) \
{i};

• l(σ) =
∧

and v(σ) =
⋃
σ ̂ i∈T v(σ̂i) is finite.

A formula code φ is a well founded labeled tree (T, l, v). A sentence code
is a formula where v(∅) = ∅.

Exercise 11.1 The set of labeled trees is arithmetic. The set of formula
codes is Π1

1 as is the set of sentence codes.

Proposition 11.2 There is R(x, y) ∈ Π1
1 and S(x, y) ∈ Σ1

1. Such that if φ
is a sentence and M∈ Xτ , then

M |= φ⇔ R(M, φ)⇔ S(M, φ).

In particular, {(M, φ) : φ is a sentence and M |= φ} is Π1
1, but for any fixed

φ, Mod(φ) = {M ∈ Xτ :M |= φ} is ∆1
1(φ).

Proof We define a predicate “f is a truth definition for the labeled tree
(T, l, v) in M” as follows.
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• The domain of f is pairs (σ, η) where σ ∈ T and η : v(σ) →M is an
assignment of the free variables at node σ and f(σ, η) ∈ {0, 1}.

• If l(σ) = dψe an atomic τ -formula, then f(σ, η) = 1 if and only if ψ is
true in M when we use η to assign the free variables.

• If l(σ) = ¬, then f(σ, η) = 1 if and only if f(σ̂0, η) = 0.

• If l(σ) = ∃vi there are two cases. If vi ∈ v(σ̂0), then f(σ, η) = 1 if
and only if there is a ∈ M such that f(σ̂0, η∗) = 1, where η∗ ⊃ η is
the assignment where η∗(vi) = a. Otherwise, f(σ, η) = f(σ̂0, η).

• If l(σ) =
∧

, then f(σ, η) = 1 if and only if f(σ̂i, η|v(σ̂i)) = 1 for all
i such that σ̂i ∈ T .

This predicate is arithmetic. If φ is a sentence, there is a unique truth
definition f for φ in M. Let

R(x, y)⇔ x ∈ Xτ and y is a labeled tree, v(∅) = ∅ and f(∅, ∅) = 1 for all
truth definition f for y in x
and

S(x, y) ⇔ y is a labeled tree, v(∅) = ∅ and there is a truth definition f
for y in x such that f(∅, ∅) = 1. �

We will say that a sentence is recursive (hyperarithmetic) if it has a re-
cursive (hyperarithmeic) code. We can sharpen some of our earlier theorems.

Theorem 11.3 Let τ = (<, . . .) be a recursive vocabulary and let φ be a
hyperarithmetic Lω1,ω-sentence such that every model of φ is well ordered by
<. There is α < ωck

1 such that every model of φ has order type at less that
α.

Proof Let A = {x : x codes a linear order and ∃M ∈ Mod(φ)∃f f is an
order embedding of x into M}. Then A is a Σ1

1 set of well orders. Thus, by
Σ1

1-Bounding, there is a recursive bound on the order types in Mod(φ). �

Exercise 11.4 For each α < ωck
1 , there is a recursive φ such that any model

of φ is isomorphic to α. Thus the above bound is optimal.
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Effective construction of models

If T is a first order theory in a recursive language then we can find an
arithmetic model of T . In fact, we can find a completion T ∗ of T with
T ∗ ≤T T ′, the recursion theoretic jump of T , and M |= T ∗ with M ≤T T ∗.
For Lω1,ω, this is more complicated.

Suppose φ ∈ Lω1,ω is hyperarithmetic. Using Kleene’s Basis Theorem
9.32 there is M |= φ with M≤T O.

Definition 11.5 For any τ -structure M we let ωM1 be the infimum of ωz1
where z codes an isomorphic copy of M.

Proposition 11.6 There is a satisfiable recursive sentence with no hyper-
arithmetic models.

Proof By Corollary 10.17 there is an ill-founded recursive tree T ⊆ ω<ω

with no hyperarithmetic paths. Let τ be the vocabulary where we have a
unary predicate Pη for all η ∈ T . Let φ be the conjunction of

∀x
∧
η∈T

(Pη(x)→
∧
ν⊂η

Pν(x))

and

∀x
∞∧
n=1

∨
η∈T∩ωn

Pη(x).

If M |= T , then there is a path through T recursive in M. Thus φ has no
hyperarithmetic models. �

Nadel showed that it easier to find models of complete sentences.

Theorem 11.7 If φ is a complete sentence, then there is M |= φ with
M≤hyp φ.

Proof Add countably many new constant symbols c0, c1, . . . and let A be
the smallest fragment containing φ such that if θ(v1, . . . , vn) ∈ A, then
θ(ci1 , . . . , cin) ∈ A for all i0, . . . , in. The fragment A is arithmetic in φ.
Let Σ be all finite sets σ of A-sentences such that if c are the new constants
occurring in σ then φ |= ∃v

∧
ψ(c)∈σ ψ(v).

Since φ is complete,

φ |= θ ⇔ ∀M (M |= φ→M |= θ) ⇔ ∃M(M |= φ ∧M |= θ).
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Thus Σ is ∆1
1 in φ. It is also easy to check that Σ is a consistency property.

The proof of the Model Existence Theorem shows we can build M |= φ
with M recursive in Σ and A. Thus we have M |= φ with M≤hyp φ �

11.2 Kreisel–Barwise Compactness

Kreisel found an interesting version of the compactness theorem holds when
we look at theories that are Π1

1-sets of recursive sentences and think of the
∆1

1-subsets as “finite”.
Throughout this section we assume that τ is a recursive vocabulary.

Lemma 11.8 Suppose I is a Π1
1 set of hyperarithmetic Borel codes and⋂
x∈I0

B(x) 6= ∅

for any I0 ⊆ I with I0 ∈ ∆1
1. Then⋂

n∈I

B(x) 6= ∅.

Proof Suppose not. Then ∀x∃y ∈ HYP y ∈ I ∧ x 6∈ B(y). The set
A = {(x, e) : ∃y ∈ HYP e codes y ∧ y ∈ I ∧ x 6∈ B(y)} is Π1

1 By Kreisel’s
Uniformization Theorem 9.29 v), it has a ∆1

1 uniformization P . Thus X =
{y : ∃x∃n P (x, n) ∧ n codes y} is a Σ1

1 subset of I. By the Σ1
1-Separation

Theorem, there is a ∆1
1 set Y such that X ⊆ Y ⊆ I. But then there is

x ∈
⋂
y∈Y B(y), but there is y ∈ X such that x 6∈ B(y), a contradiction. �

Corollary 11.9 (Kreisel–Barwise Compactness) Suppose T is a Π1
1 set

of hyperarithmetic sentences in Lω1,ω and every ∆1
1 subset of T has a model.

Then T has a model.

Proof We can easily pass from a hyperarithmetic sentence φ to a hyper-
arithmetic code for Mod(φ). �

Corollary 11.10 Let T be as above and suppose every ∆1
1 subset of T has

a recursive model. Then T has a recursive model.

Proof For notational simplicity assume that τ = {R} a single binary relation
and let τ ∗ = τ ∪ {c ∪ s} where c is a constant and s is a unary function. If
x ∈ 2ω×ω is recursive let Ψx be the conjunction of
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• s is injective with no cycles and every element except c is in the image
of s;

•
∧

x(i,j)=1

R(si(c), sj(c)) ∧
∧

x(i,j)=0

¬R(si(c), sj(c)).

If (ω,R, c, s) |= Ψx, then (ω,R) has an isomorphic recursive copy. Let Θ be
the hypeartithmetic sentence ∨

x recursive

Ψx

and let T ∗ = T ∪ {Θ}. Every ∆1
1 subset of T ∗ has a model. Thus T ∗ has a

model M. Since M |= Ψx for some recursive x, T has a recursive model. �

Suppose T is a Π1
1 set of hyperarithmetic codes for Lω1,ω-sentences and

T has a model. Let X = {M : ∀φ (φ ∈ T →M |= φ)}. Then X is a Σ1
1 set

and by the Gandy Basis Theorem there is M |= T with ωM1 = ωck
1 .

We will use Kreisel–Barwise Compactness to construct a recursive order-
ing of order type ωck

1 + Q× ωck
1 .

Lemma 11.11 Suppose (ω,≺) is an ill-founded recursive linear ordering
with no infinite hyperarithmetic descending chains. Then (ω,≺) is isomor-
phic to ωck

1 + Q× ωck
1 + β for some recursive ordinal β.

Proof Let I = {n : there is no infinite descending chain in {m : m ≺ n}.
Clearly I is Π1

1.

claim I is not Σ1
1.

Suppose I is Σ1
1. Since ≺ is ill-founded there is m ∈ ω with I ≺ m.

Consider
A = {(x, y) : y ≺ x ≺ m ∧ y 6∈ I}

Since I is Σ1
1, A is Π1

1 and we can find a Π1
1-uniformization B. Pick x0 such

that I ≺ x0 ≺ m. Let xn+1 be the unique element such that (xn, xn+1) ∈ B.
We claim that x0, x1, x2, . . . is a hyperarithmetic descending sequence.
Let C = {σ ∈ ω<ω : σ(0) = x0 ∧ ∀n < |σ| − 1 (σ(n), σ(n+ 1) ∈ B}. C is

clearly Π1
1. But

σ 6∈ C ⇔ σ(0) 6= x0 ∨ ∃n < |σ| − 1∃m 6= σ(n+ 1) (σ(n),m) ∈ B.
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Thus C is ∆1
1 and

xn = m⇔ ∃σ ∈ C σ(n) = m.

Since there are no hyperarithmetic descending sequences this is a contradic-
tion.

claim I is isomorphic to ωck
1 .

Clearly the order type of I is at most ωck
1 , for otherwise there would be a

recursive initial segment of order type ωck
1 . Suppose α is a recursive ordinal

greater than the order type of I. Then x ∈ I if and only if there is an order
preserving map from {y : y ≺ x} into (ω,R) and I is Σ1

1, a contradiction.
Thus I is isomorphic to ωck

1 .

Define an equivalence relation x ∼ y if and only if the interval

[min
≺

(x, y),max
≺

(x, y)]

is well ordered. This is a Π1
1-equivalence relation.

claim Each ∼ class has a least element.
Suppose the sim class of x has no least element. Let

A = {(n,m) : n ∼ x ∧ y ∼ x ∧ y ≺ x}.

There is B a Π1
1-uniformization of A and arguing as above we can build an

infinite hyperarithmetic descending chain.

If n is the least element of it’s ∼-class, then we can consider the restriction
of ≺ to {m : n � m}. By our first claim either this set is well ordered or it
has an initial segment of order type ωck

1 .
If there is a maximal ∼-class, that class must be well ordered, and hence

has order type α for some α < ωck
1 . Every other ∼-class must have order

type ωck
1 .

If the ∼-class of x has order type ωck
1 , then there must be x ≺ y with

x ∼ y. Otherwise we would get a recursive well order of order type ωck
1 .

Suppose x ≺ y and y is the least element of it’s ∼-class. Then there is an
infinite descending chain x ≺ . . . xn ≺ x1 ≺ x0 ≺ y. The ∼-class of any xi is
strictly between the ∼-classes of x and y.

We have shown that (ω,≺) is order isomorphic to ωck
1 + (Q×ωck

1 ) +α for
some recursive α. �
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Corollary 11.12 (Harrison Order) There is a recursive ordering of ω of
order type ωck

1 +(Q×ωck
1 ) with no hyperarithmetic infinite descending chains.

Proof
claim If α is a recursive ordinal, then there is a recursive formula ϕα(x) such
that in any linear order M

M |= ϕα(a)⇔ {m : m < a} has order type α.

We define ϕα be effective transfinite recursion.

ϕ0(x) = ∀y x ≤ y

ϕα(x) = ∀y < x
∨
β<α

ϕβ(y) ∧
∨
β<α

∃y < x ϕβ(y).

We can do this in such a way that there is a function f with Π1
1-graph

such that if e is the code for a recursive well ordering of order type α, then
f(e) is a code for ϕα.

Let τ be the vocabulary with a binary relation symbol <, constants
c0, c1, . . .. We will define a τ -theory T asserting:

• < is a linear order;

• ∀x
∨
i∈ω x = ci;

•
∨
i∈ω cf(i+1) 6≺ cf(i) for f ∈ ωω hyperarithmetic;

• ∃x ϕα(x) for α < ωck
1 .

Exercise 11.13 a) There is a function f with Π1
1-graph such that if e is the

code for a recursive well ordering of order type α, then f(e) is a code for ϕα.
b) Show that the theory T is Π1

1.
c) Show that if T ′ ⊂ T is ∆1

1, then T ′ only contains ∃x ϕα(x) for α < β
for some recursive β. Conclude that T ′ has a recursive model.

By Kreisel–Barwise Compactness, there is a computable model H of T .
Clearly H has an initial segment of order type ωck

1 . Since ωck
1 is not a re-

cursive ordinal, H must be ill-founded. The map n 7→ cHn is recursive, so
a hyperarithmetic descending chain in H will give rise to a hyperarithmetic
descending chain cf(0), cf(1), . . ., a contradiction. By the previous Lemma,
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H ∼= ωck
1 + Q × ωck

1 + α for some recursive α. By taking an initial segment,
we may assume α = 0. �

This ordering is called the Harrison order. Let ≺ be the Harrison order
on ω. Let T be the tree set of finite sequences (n0, . . . , nm) such that ni �
ni+1 for i = 0, . . . ,m − 1. Then T is a recursive ill founded tree with no
hyperarithmetic paths.

Exercise 11.14 Show that the existence of the Harrison ordering also follows
directly from Lemmas 10.17 and 11.11.

11.3 Effective Analysis of Scott Rank

Let τ be a recursive vocabulary. Let Xτ be the Polish space of countable
τ -structures with universe ω.

Lemma 11.15 For any M ∈ Xτ , a ∈M and β < ωM1 , the sentence ΦMa,β is
recursive in M.

Proof We will actually give a sentence Φ̂Ma,β that is equivalent to ΦMa,β The
inductive definition is a bit more cumbersome because we don’t distinguish
succesor and limit ordinals. 13

Fix an ordering recursive in M of order type β + 1. We give a definition
by effective transfinite recursion. We will build anM-recursive map (a, α) 7→
a code for Φ̂Ma,α for a ∈M and α ≤ β.

Φ̂Ma,0(v) = ΦMa,0(v).

For α > 0

Φ̂Ma,α(v) =
∧
γ<α

[
Φ̂a,γ(v) ∧

∧
b∈M

∃w Φ̂Ma,b,γ(v, w) ∧ ∀w
∨
b∈M

Φ̂Ma,b,γ(v, w)

]
.

It is easy to see that Φ̂Ma,α(v) is equivalent to ΦMa,α(v).
Here is a sketch of the details. Let R be a recursive well order of ω of

order type β + 1. Suppose f : ω × ω<ω → ω is partial recursive we define a
new partial recursive f̂ : ω × ω<ω → ω. We think of f̂(n, a) and f(n, a) as
coding formulas let ψe denote the formula coded by e. Let

13We could avoid this by beeing more careful about ordinal notations.
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• f̂(0, a) = g(a) a code for the conjunction of all atomic and negated
atomic sentence true about a in M;
• f̂(n, a) codes

∧
nRm

[
ψf(n,a)(v) ∧

∧
b∈M

∃w ψf(m,a,b)(v, w) ∧ ∀w

(∨
b∈M

ψf(m,a,b)(v, w)

)]
.

Note, this is just a formal manipulation of potential codes and makes
sense even f is not outputting actual codes. These manipulations are clearly
computable. Thus there is a total recursive F : ω → ω such that if f = φe,
then f̂ = φF (e). By the Recursion Theorem 9.9, there is ê such that φê =
φF (ê).

We can then show by induction that φe(n, a) codes Φ̂Ma,α where {m : mRn}
has order type α. �

Lemma 11.16 Suppose M is computable in z and A is the fragement of
Lω1,ω-formulas recursive in z. If M≡A N , then M≡ωM1 N .

Proof For all β < α, ΦMβ is recursive in z. Since N |= ΦMβ , N ≡βM. Since
N ≡βM for all β < ωM1 , N ≡ωM1 M �

Theorem 11.17 (Nadel [43]) If M∈ Xτ , then SR(M) ≤ ωM1 + 1.

Before proving Nadel’s Theorem, we argue that it is best possible. Con-
sider the Harrision ordering H = (ω,≺) ∼= ωck

1 + (Q × ωck
1 ), where Q × ωck

1

is ordered lexicographically. Suppose a, b ∈ ω correspond to elements of the
form (q, 0) for q ∈ Q. Then there is an automorphism of H taking a to b.
Also note that any automorphism of H fixes the ωck

1 initial segment of H.
Suppose β < ωck

1 and
ΦHa,β(v) |= ΦHa,α(v)

for all α. The sentence ΦHa,β is recursive. But using this formula we can define
the well-founded initial segment of H by

X = {n : ∀v ΦHa,β(v)→ n < v}

This set is ∆1
1 and e ∈ O if and only if e codes a linear order embedable intoX.

But this gives a Σ1
1-definition of O, a contradiction. Thus SR(H) ≥ ωck

1 + 1.

We now do some preparation of the proof of Theorem 11.17.

142



Let WO∗ be the set of all linear orders R with domain ω such that:
i) 0 is the R-least element of ω;
ii) if x is not R-maximal, then there is y such that xRy and there is no z

such that xRz and zRx, we say y is the R-successor of x and write y = sR(x).
If n 6= 0 is not an R-successor we say it is an R-limit.

Note that WO∗, sR(n) = m and “n is an R-limit” are arithmetic.

We say that z is an R-analysis of M and N if
i) z ⊆ ω ×

⋃
n∈ω(ωn × ωn);

ii) (0, a, b) ∈ z if and only if M |= φ(a) ↔ N |= φ(b) for all quantifier
free φ;

iii) if (n, a, b) and mRn, then (m, a, b);
iv) (sR(n), a, b) ∈ z if and only if for all c ∈ ω there is d ∈ ω such that

(n, âc, b̂d) ∈ z and for all d ∈ ω there is c ∈ ω such that (n, âc, b̂d) ∈ z;
v) if n is an R-limit, then (n, a, b) ∈ z if and only if (m, a, b) ∈ z for all

mRn.

Note:
• {(z, R,M,N) : z is an R-analysis of M and N} is arithmetic.
• Suppose R is a well-order of order type α. Let β(n) < α be the order

type of {m : mRn}. If z is an R-analysis of M and N , then

(n, a, b) ∈ z if and only if (M, a) ∼β(n) (N , b).

• Suppose R ∈ WO∗ is not a well-ordering and z is an R-analysis of M
and N . If . . . n2Rn1Rn0 is a descending chain and (n0, a, b) ∈ z, then there
is an isomorphism σ :M→N with σ(a) = b. [Do a back and forth building
a0 ⊂ a1 ⊂ a2 ⊂ . . . and b0 ⊂ b1 ⊂ b2 ⊂ . . . such that (ni, ai, bi) ∈ z and⋃
ai =

⋃
bi = ω. Then ai 7→ bi is the desired isomorphism.]

•We say that z is an R-analysis ofM if it is an analysis ofM with itself.

Proof of Theorem 11.17
We need to show that if a, b ∈ ω and (M, a) 6∼ (M, b), then there is

α < ωM1 such that that (M, a) 6∼α (M, b). Fix a, b with (M, a) 6∼ (M, b).
S = {R ∈ WO∗ : ∃z an R-analysis of M and n ∈ ω such that n is

R-maximal and (n, a, b) ∈ z}.
If R ∈ S and R is not well-founded, then by the remarks above there is an

automorphism σ ofM with σ(a) = b and (M, a) ∼ (My, b), a contradiction.
Thus S ⊆WO.

But S is Σ1
1(M). Thus, by Σ1

1-Bounding, there is α < ωM1 such that
every element of R has order type ≤ α. But then (M, a) 6∼α (M, b).
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Hence sr(M) ≤ ωM1 and SR(M) ≤ ωM1 + 1. �

Theorem 11.18 (Nadel [43]) Suppose M,N ∈ Xτ are recursive in x and
M ≡A N where A is the fragement of Lω1,ω-formulas recursive in x. Then
M∼= N .

Proof Let A = {R ∈ WO∗ : ∃z z is an R-analysis of M and N and
(n, ∅, ∅) ∈ R for all n ∈ ω}. If some R ∈ A is not a well ordering then
M ∼= N as desired. So assume that A ⊆ WO. Since A is Σ1

1 ∈ x, there is
β < ωx1 such that every R ∈ A has order type less that β. But thenM 6∼β N .
But ΦMβ ∈ A. Thus N |= ΦMβ and M∼β N , a contradiction. �

Theorem 11.19 Suppose τ is a recursive vocabulary and φ is a hyperarith-
metic Lω1,ω-sentence. Then ∼= is ∆1

1 on Mod(φ) if and only if there is α < ωck
1

such that every model of φ has Scott rank at most α.
Relativizing, for any φ ∈ Lω1,ω, ∼= is a Borel equivalence relation on

Mod(φ) if and only if there is a countable bound on Scott rank.

Proof (⇐) If all models have Scott rank below α, then ∼= is ∼α a ∆1
1

equivalence relation.
(⇒) Let A = {R ∈ WO∗ : ∃M,N ∈ Mod(φ) M 6∼= N ∧ ∃z z is an R-

analysis ofM and N and (n, ∅, ∅) ∈ Z for all ∈ ω}. Then A is Σ1
1. As above

if R ∈ A is not a well-ordering and z is an R-analysis of M and N where
(n, ∅, ∅) ∈ z for all n, then M ∼= N . Thus A is a Σ1

1 set of well-orders and,
by Σ1

1-Bounding, there is α < ωck
1 such that every element of A has order

type less that α. It follows that we can bound Scott rank below ωck
1 . �

Exercise 11.20 Show that {φ ∈ Lω1,ω : φ is complete} is Π1
1. [Hint: Argue

that φ is complete if and only if

• ∃M ≤hyp φM |= φ;

• for allM,N ∃R∃z ≤hyp φ R ∈ WO∗ and z is an R-analysis ofM and
N and there is n such that if a, c ∈ M and b ∈ N with (n, a, b) ∈ z
then there is d ∈ N such that (n, a, c, b, d) ∈ z.]

Theorem 11.21 (Sacks [45]) Suppose SR(M) ≤ ωM,φ
1 for allM∈ Mod(φ),

then there is α < ωφ1 such that SR(M) < α for all M |= φ. In particular, ∼=
is a Borel equivalence relation on Mod(φ) and Vaught’s Conjecture holds for
φ.
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Proof For notational simplicity we assum φ ∈ HYP. Suppose SR(M) ≤ ωM1
for allM∈ Mod(φ). Then for allM and a ∈M there is α < ωM1 such that
if b ∈ M and (M, a) ∼α (M, b), then (M, a) ∼ (M, b). We let r(a) denote
the least such α.

Let S1 = {(M, a, e) : e ∈ ω and if M |= φ, then
phiMe is the characteristic function of a well-order R and for any R-analysis
z of M there is n such that for all b if (n, a, b) ∈ z, then (sR(n), a, b)}.

The set S1 is Π1
1. If M 6|= φ, then (M, a, e) ∈ S1 for all e ∈ ω. If M |= φ

then (M, a, e) ∈ S1 if and only if {e}M is the characteristic function of an
ordinal α > r(a).

By Kreisel’s uniformization Theorem 9.29, there is f : Xτ (φ)×
⋃
n ω

n → ω
such that (M, a, f(M, a)) ∈ S1 for all x, a. Since the range is ω, f(M, a) 6= e
if and only if ∃m 6= n f(x, a) = m, and f is ∆1

1.
Let S2 = {R : ∃M∃aM |= φ∧R is isomorphic to the ordering coded by

φMf(M,a)}. Then S2 is a Σ1
1 set of well-orderings and, by Σ1

1-Bounding, there is

α < ωck
1 such every R in S1 has order type at most α. Thus for all Mx |= σ

we have r(a) < α for all a. Thus SR(M) ≤
alpha for all M |= σ. �

Note: This argument would work just as well for PCω1,ω-classes.

Exercise 11.22 In Exercise 2.21 we showed that for and α < ω1 there is a
formula σα ∈ Lω1,ω(τ) such

M |= σα ⇔ SR(M) ≥ α

for any τ -structureM. Show that if α < ωx1 , then σα is computable in x and
{σα : α < ωx1} is Π1

1(x).
We will need the following result in §13.

Theorem 11.23 Suppose φ ∈ HYP, α is admissible and for all β < α, φ
has a model of Scott rank at least β. Then there is M |= φ with SR(M) ≥
ωM1 = α.

Proof Choose x such that ωx1 = α.
Define Θn

0 (u, v) |u| = |v| = n to be∧
ψ atomic

ψ(u)↔ ψ(v)
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and define Θn
β(u, v) to be∧

γ<β

[
Θn
γ(u, v) ∧ ∀x∃y Θn+1

γ (baru, x, v, y) ∧ ∀y∃x Θn+1
γ )u, x, v, y)

]
.

Note that if a, b ∈ M and |a| = |b| = n, then a ∼β b if and only if
M |= Θn

β(a, b). Let σβ be the sentence∨
n<ω

∃u∃v Θn
β(u, v) ∧ ¬Θn

β+1(u, v).

Then M |= σβ if and only if SR(M) > β.
As in the proof of Theorem ??, if β < α, then we can find a codes for

σβ recursive in x and we can find a Π1
1(x) set of codes for {σβ : β < α}. By

Kreisel–Barwise Compactness there are models of {φ} ∪ {σβ : β < α} and,
by Gandy’s Basis Theorem 10.19 there is M |= {φ} ∪ {σβ : β < α} with
ωM1 ≤ α. Since SR(M) ≤ ωM1 + 1, we must have SR(M) ≥ ωM1 = α. �

Exercise 11.24 Show that for any Vaught counterexample φ and z ≥T φ
there is M ∈ Mod(φ) with SR(M) ≥ ωM,z

1 = ωz1. [Hint: Relativize the
previous proof.]

Finally, we give the proof promised in Proposition 3.20.

Proposition 11.25 Suppose there is a perfect set of non-isomorphic count-
able models of φ. Then for some α < ω1 there are uncountably many ∼α-
classes.

Proof Let P be a perfect set of non-isomorphic models. Let A = {R ∈
WO∗ : ∃M,N ∈ P distinct ∧∃z an R-analysis ofM and N and (n, ∅, ∅) ∈ z
for all n ∈ ω}. As usual, if A contains an ill-founded order R and z is an
R-analysis ofM and N as above, then we can do a back-and-forth argument
to show M ∼= N , a contradiction. Thus A ⊆ WO. But A is Σ1

1. Thus by
Σ1

1-bounding, there is α < ω1 such that every R ∈ A has order type less than
α. It follows that if M,N ∈ P and M 6= N , then M 6∼α N . �

We can also give a stronger version of this.

Proposition 11.26 If there is a perfect set of non-isomorphic countable
models of φ, then for some α < ω1 there is a perfect set of models of Scott
rank α.
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Proof Suppose T is a perfect tree such that [T ] the paths thru T is a perfect
set of non-isomorphic models of T . By Exercise 10.20 there is a perfect subset
P of [T ] such that ωx1 ≤ ωT1 for all x ∈ P . But then, by Nadel’s Theorem
11.17, each model coded in P has Scott rank at most ωT1 . �

Exercise 11.27 Give a second proof of Proposition 11.26 using Proposition
11.25.
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12 Admissibility

12.1 Admissible Sets

12.2 Model Theory and Admissible Fragments

To be added later
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13 Spectra of Vaught Counterexamples

Suppose M is a countable τ -structure.

Definition 13.1 The degree spectrum of M is

Sp(M) = {z : ∃N ≤T z M∼= N}

i.e., the set of reals where there is a computable isomorphic copy of M.

Suppose α is a countable ordinal. Then z ∈ Sp(α) if and only if the
ordinal α is recursive in z. Thus z ∈ Sp(α) if and only if ωz1 ≥ α.

If we review the counterexamples we have seen to Vaught’s Conjecture for
PCω1,ω classes in Exercises 3.10 and 3.11. We see there too that for any M
there is an ordinal α such that Sp(M) = {z : ωz1 ≥ α}. This corresponds to
our intuition that the models of Vaught counterexamples in someway behave
like ordinals.

In this section we will prove a warm-up result to the main theorem Mon-
talbán [39] where, under the additional assumption PD (i.e., that all pro-
jective games are determined), he makes this intuition surprisingly precise.

Theorem 13.2 (Montalbán [39]) (PD) The following are equivalent:
i) φ is a Vaught counterexample;
ii) there is an oracle relative to which

{Sp(M) :M |= φ} = {{z : ωz1 ≥ α} : α < ω1}.

It is unknown if this result can be proved in ZFC alone. We will prove
the i) ⇒ ii) direction under the additional assumption that φ is a minimal
counterexample.

13.1 Determinacy and Turing Degrees

Montalbán’s work relies on several results of Martin [37] using determinacy
to understand the structure of the Turing degrees. We begin with a survey
of these results. The results of this section are due to Martin, though some
appear first in [53].
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Pointed perfect sets

Definition 13.3 We say that a tree T ⊂ 2<ω is a perfect if T 6= ∅ and for
any σ ∈ T there are incomparable σ0, σ1 ∈ T with σ0, σ1 ⊃ σ.

A perfect tree T is pointed if T ≤T f for all f ∈ [T ], where we recall that
[T ] is the set of infinite paths through T . We say that P ⊆ 2ω is a pointed
perfect set if P = [T ] for some pointed perfect tree.

Exercise 13.4 Suppose f : 2ω → 2ω is continuous, one-to-one. Let

T = {η ∈ 2<ω : ∃x ∈ 2ω η ⊂ f(x)}.

Show that T is a perfect tree.

Lemma 13.5 Suppose f is computable. Then the tree T in the exercise
above is computable.

Proof There is a program Q that using oracle x and input i computes
f(x)(i). For ν ∈ 2<ω we say f(ν)(i) = j if the computation of Q using oracle
ν and input i halts in at most |ν| steps making no oracle queries outside the
domain of ν and outputs j. Then

η ∈ T ⇔ ∃ν∀i < |η| f(ν)(i) = η(i)

and
η 6∈ T ⇔ ∃n∀ν ∈ 2n∃i < |η| f(ν)(i) 6= η(i)

It follows that T is computable. �

Corollary 13.6 Suppose f : 2ω → 2ω is continuous, one-to-one, computable
in d and d ≤T f(x) for all x ∈ 2ω. Then the image of f is a pointed perfect
set.

Lemma 13.7 If T is a pointed perfect tree, then there is a T -computable
continuous one-to-one f : 2ω → [T ]. Further, f z ≥T T , then f(z) ≡T z.

Proof Let x ∈ 2ω. We build a path ∅ = η0 ⊂ η1 ⊂ . . . through T where
|ηi| = i. Let c0 = 0; c will count how many choices we have made so far.

If ηs has only one extension in T , let ηs+1 be this unique extension and let
cs+1 = cs. If not, let ηs+1 = ηŝx(cs) and cs+1 = cs + 1. Define f(x) =

⋃
ηs.

Clearly if z ≥T T , then f(z) ≤T z, since f is T -computable. On the other
hand, since T is pointed, f(x) ≥T T . Using f(x) and T we can recover x.
Start building η0 ⊂ η1 . . . as above. By noticing what we did when we had
choices, we can compute x. �
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Turing determincay

Recall that if A ⊂ 2ω, then G(A) is the game where players alternate playing
0 or 1

I II
n0

n1

n2

n3
...

...

and Player II wins if x ∈ A where x(i) = ni for all i.
If σ is a strategy for Player II, define σ∗ : 2ω → 2ω by σ∗(x) is the final

play of the game when Player I plays x(0), x(1), . . . and Player II uses σ.

I II
x(0)

σ(x(0))
x(1)

σ(x(0), x(1))
...

...

If σ is a winning strategy for Player II, then σ∗ : 2ω → A. We can define
analogous maps from strategies for Player I.

Lemma 13.8 If Player II has a winning strategy in G(A), then A contains
a pointed perfect set.

Proof Let σ be a winning strategy for Player II. Suppose σ ≡T b ∈ 2ω. Let
g : 2ω → A be the function

g(x) = σ∗(x(0), b(0), x(1), b(1), . . .).

The image of g is the set of plays in the game where Player II uses σ and
Player I plays

x(0), b(0), x(1), b(1), . . .

Then g is continuous, injective and computable in σ. Moreover, σ ≡T b ≤T
g(x) for all x ∈ 2ω. Thus A contains a pointed perfect set. �
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A similar argument shows that if Player I has a winning strategy, then
2ω \ A contains a pointed perfect set.

Note in the argument above that g(x) ≤T (x, σ), x ≤T g(x) and σ ≤T
g(x).

Definition 13.9 A subset C of 2ω is a cone if there is d ∈ 2ω such that
C = {x ∈ 2ω : d ≤T x}.

We say that A ⊆ 2ω is Turing invariant if y ∈ A whenever there is x ∈ A
with x ≡T y.

Exercise 13.10 Let A ⊆ 2ω be Turing-invariant. At most one of A and
2ω \ A contains a cone.

Corollary 13.11 (Turing Determinacy) (PD) If A ⊆ 2ω is projective
and Turing-invariant, then one of A and 2ω \ A contains a cone.

Proof If σ is, say, a winning strategy for Player II in G(A) and g is as
above, then for any x ≥T σ, x ≡T g(x), so x ∈ A. Thus A contains the cone
above σ. �

Exercise 13.12 Assume AD the Axiom of Determinacy, i.e., that G(A) is
determined for all A ⊂ 2ω. Define U ⊂ P(ω1) by

A ∈ U ⇔ {x : ωx1 ∈ A} contains a cone.

Show that U is a non-principle σ-complete ultrafilter on ω1. This shows that
AD⇒ ℵ1 is a measurable cardinal.

Lemma 13.13 (PD) Suppose A ⊆ 2ω is projective and cofinal in the Turing
degrees (i.e., for all x there is x ≤T y with y ∈ A). Then there is a pointed
perfect set P ⊆ A.

Proof Consider the game where Player I plays e ∈ ω and then plays x ∈ 2ω,
and Player II plays y ∈ 2ω. Player I wins if x ∈ A and y = φxe (i.e., y is
computable using Turing machine e and oracle x). We claim that Player I
has a winning strategy. Suppose, for purposes of contradiction, that Player
II has a winning strategy σ. Choose x ∈ A such that σ ≤T x. Consider the
x-recursive function f where f(e, n) is the nth move by Player II using σ if
Player I first plays e and then plays x(0), x(1), . . ., i.e, if Player II uses σ this
is a play of the game
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I II
e

f(e, 0)
x(0)

f(e, 1)
x(1)

f(e, 2)
...

...

By the Recursion Theorem 9.9, there is an e such that φxe(n) = f(e, n)
for all n. Let y = φxe . But since x ∈ A, Player I wins by playing e followed
by x, contradicting the fact σ is a winning strategy of Player II.

Thus Player I has a winning strategy σ. Let e be the first move made by
Player I using this strategy. Let z ∈ 2ω be such that z ≡T σ. Let g : 2ω → 2ω

be such that êg(y) is the element of 2ω played by Player I if Player II plays

z(0), y(0), z(1), y(1), . . .

and one uses σ. Since y = φ
g(y)
e , g is one-to-one. It is not immediately clear

that the image of g contains a perfect pointed set. But consider the map h :
2ω → 2ω where h(x) = g(z(0), x(0), z(1), x(1), . . .). Then h is also continuous,
one-to-one and computable from σ. Note that (z(0), x(0), z(1), x(1), . . .) =

φ
h(x)
e , thus σ is computable from h(x), for all x ∈ 2ω. Thus the image of h is

a pointed perfect set. �

Corollary 13.14 (PD) Suppose f : 2ω → ω is projective. Then there is a
pointed perfect set P such that f is constant on P .

Proof If f−1(i) is cofinal in the Turing degrees, then it contains a pointed
perfect set. Otherwise there is zi such that if zi ≤T x, then f(x) 6= i. If no
f−1(i) contains a pointed perfect set, then we can find xT ≥ zi for all i. But
then f(x) 6= i for any i, a contradiction. �

Theorem 13.15 (PD) Suppose f : 2ω → ω1 is Turing-invariant and there
is a projective g : 2ω → WO such that f(x) is the order type of the well
ordering g(x). If f(x) < ωx1 for all x, then f is constant on a cone.

Proof There is h : 2ω → ω projective such that φxh(x) ∈ WO has order type

f(x). By the last Corollary, there is a pointed perfect tree T and e ∈ ω such
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that h(x) = e for x ∈ [T ]. The map x 7→ φxe is continuous on [T ]. Thus
by Σ1

1-bounding, there is α < ω1 such that the order type of φxe < α for all
x ∈ [T ].

For β < α, let Aβ = {x ≥T T : f(x) = β}. This is a Turing-invariant,
projective set. If it contains a cone we are done, if not there is a zβ such that
x 6∈ Aβ if x ≥T zβ. But then we can find x ≥T T such that x ≥ zβ for all
β < α. We can find w ∈ [T ] such that w ≡T x, but then |f(w)| 6= β for all
β < α, a contradiction. �

13.2 Montalbán’s Theorem

Definition 13.16 We say that an equivalence relation E on a set X ⊆ 2ω is
ranked if there is an E-invariant r : X → ω1. We say that this is a projective
ranking if there is a projective g : X → WO such that r(x) is the order type
of g(x).

We say that (E, r) is scattered if r−1(α) has only countably many E-classes
for all α < ω1.

Of course we are thinking about the case where X = Mod(φ), E is iso-
morphism and r(M) is the Scott rank ofM. Then φ is scattered if and only
if (E, r) is scattered.

Theorem 13.17 (PD) Let (E, r) be a scattered projective ranked equivalence
relation. Then there is a cone of z such that if x ∈ X, if r(x) < ωz1, then
there is yEx such that y ≤T z.

Proof Suppose not. Then for every cone C there is z ∈ C and x such that
r(x) < ωz1 but there is no z-computable yEx. By Turing Determinacy, there
is a cone C0 of such z. For z ∈ C0 let αz be least such that there is x with
r(x) = αz < ωz1 but no z-computable yEx. By Theorem 13.15, there is a
cone C1 ⊆ C such that αz = α for z ∈ C1. But there are only ℵ0 classes of
rank at most α. Thus we can find (yi : i ∈ ω) a set of representatives. But
then we could find z in the cone greater than all of the yi. But for any x, if
r(x) ≤ α, then there is yi ≤T z with yiEx, a contradiction. �

We will use the following recursion theoretic lemma which we state with-
out proof. This is Lemma 3.6 of [39] where Montalbán proves it using hyper-
arithmetic Cohen forcing and the Harrison order. Harington (Theorem 2.10
of [15]) proved a similar result by Steel forcing.
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Lemma 13.18 If ωx1 = ωy1 , then there is z such that

ωx1 = ωx,z1 = ωz1 = ωy,z1 = ωy1 .

Lemma 13.19 For any z ∈ 2ω the set of z-admissible ordinals contains a
closed unbounded subset.

Proof The set of {α : Lα[z] ≺ Lω1 [z]} is a closed unbounded set of z-
admissible ordinals. �

For the following proof, recall that for any structureM we let ωM1 be the
minimum of {ωz1 : z codes an isomorphic copy of M}.

Theorem 13.20 (PD) Suppose φ is a minimal Vaught counterexample. There
is z0 ∈ 2ω such that

z ∈ Sp(M)⇔ ωz1 ≥ ωM,z0
1

for every z0 ≤T z and every M∈ Mod(φ).

Proof By Theorem 13.17, there is a cone C4 with base z4 such that if z ∈ C4,
M∈ Mod(φ) and SR(M) < ωz1, then z ∈ Sp(M). Without loss of generality,
we may assume φ ≤T z4.

By Exercise 11.24, for any y ≥T φ, there is M ∈ Mod(φ) such that
SR(M) ≥ ωM,y

1 = ωy1 . Thus, taking z =M⊕ y

{z : ∃M ∈ Mod(φ) M≤T z ∧ SR(M) ≥ ωM,z
1 = ωz1}

is cofinal in the Turing degrees, projective and Turing invariant, and hence
contains a cone C3 with base z3. Without loss of generality, we may assume
C3 ⊆ C4.

Let

C0 = {z ≥T φ : ∀M ∈ Mod(φ) [SR(M) ≥ ωM,z3
1 ⇒ ∃N ≤T z M∼= N ]}.

claim C0 is cofinal in the Turing degrees.
Let z2 ≥T z3. We will find z ∈ C0 with z ≥T z2. Recall from Corollary 7.15

that the set X of α such that if M,N ∈ Mod(φ) and SR(M), SR(N ) ≥ α,
then M ≡α N is closed unbounded. Since the set of z2-admissible ordinals
is also closed unbounded, we can find α ∈ X where α is z2-admissible.

Let z1 ≥T z2 such that ωz11 = α. We claim that z1 ∈ C0. By Exercise
11.24, there is M ∈ Mod(φ) with SR(M) ≥ ωM,z1

1 = ωz11 . Let y =M⊕ z1.
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ThenM≤T y and ωy1 = ωz11 . Since z1 ∈ C3, there is N ≤T z1 with SR(N ) ≥
ωN ,z11 = ωz11 . By Nadel’s Theorem 11.17, SR(N ) ≤ ωN1 + 1, thus we must
have ωz11 = ωN1 .

We will show that M∼= N . By Lemma 13.18, there is g ≥ z3 such that

α = ωz11 = ωz1,g1 = ωg1 = ωy,g1 = ωy1 .

Since g ∈ C3, there is M′ ∈ Mod(φ) with SR(M′) ≥ ωM
′

1 = ωg1 . Note
that M ≤T y, N ≤T z1 and M′ ≤T g. All of these structures have Scott
rank at least α, thus they are ≡α-equivalent.

By Theorem 11.18, since M,M′ ≤T y ⊕ g, α = ωy,g1 and M ≡α M′,
M∼=M′. By an analogous argument, N ∼=M′. ThusM∼= N . This proves
that C0 is unbounded in the Turing degees.

By Turing determinacy, C0 contains a cone with base z0. Let z ≥T z0 and
let M ∈ Mod(φ) such that ωM,z0

1 ≤ ωz1. If SR(M) < ωz1, then since z ∈ C4,
z ∈ Sp(M). If SR(M) ≥ ωz1, that

ωz1 + 1 ≥ ωM,z0
1 + 1 ≥ ωM,z3

1 + 1 ≥ SR(M) ≥ ωz1.

Thus SR(M) ≥ ωM,z3
1 = ωz1. Since z ∈ C′, z ∈ Sp(M). �
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A ℵ1-Free Abelian Groups

We will prove that there are 2ℵ1 non-isomorphic ℵ1-free abelian groups of
cardinality ℵ1. The proof works by coding stationary sets into the groups.
This is a standard trick in many model arguments. We need the following
set theoretic fact.

Lemma A.1 There is a family (Xα : α < ω1) of disjoint stationary subsets
of ω1. For A ⊆ ω1, let XA =

⋃
α∈AXα. Then (XA : A ⊂ ω1) is a family of

2ℵ1 stationary subsets of ω1 such that XA4XB is stationary for A 6= B.

See, for example, [35] 5.3.10. The following exercise gives a simple exam-
ple of how we can use stationary sets to build many non-isomorphic models.

Exercise 1.2 Recall that a linear order (X,<) is ℵ1-like if and only if |X| =
ℵ1 and |{y : y < x}| ≤ ℵ0 for all x ∈ X. We will show that there are 2ℵ1

non-isomorphic ℵ1-like dense linear orders.

Let (SA : A ⊂ ω1) be a family of stationary subsets of ω1 such that
SA4SB is stationary for A 6= B. Fix (L,<) a countable dense linear order
with least element but no greatest element. For A ⊆ ω1 define a dense linear
order (XA, <) as follows. For α < ω1, let

XA
α =

{
(Q, <) if α ∈ SA
(L,<) if α 6∈ SA

and let XA = Q +
∑

α<ω1
XA
α . Let XA

<α = Q +
∑

β<αX
A
β . We may assume

each XA has underlying set ω1.
a) Show that each XA is an ℵ1-like dense linear order.
b) Show that {α < ω1 : the underlying set of XA

<α = α} is closed un-
bounded.

c) Suppose that f : ω1 → ω1 is a bijection. Then {α : f |α is a bijection
onto α} is closed unbounded.

d) Show thatXA 6∼= XB forA andB distinct subsets of ω1. [Hint: Suppose
f is an isomoprhim. Find α ∈ SA4SB such that f |XA

<α is an isomorphism
onto f |XB

<α. Find a contradiction.

We say that an abelian group is is ℵ1-free if every countable subgroup is
free.

We describe the construction of abelian groups of size ℵ1 that are ℵ1-free
but not free. Throughout this appendix all groups are abelian.
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Throughout we use the basic fact that a subgroup of a free abelian group
is free.

We will need the following algebraic lemma.

Lemma A.3 There are free abelian groups K1 ⊂ K2 ⊂ . . . ⊂ Kn ⊂ . . .,
K =

⋃
Kn, and F ⊃ K such that:

i) F/Km is free for all m, but F/K is not;
ii) each Km, F/K, Km+1/Km has rank ℵ0.

Proof Let G be the subgroup of Q generated by { 1
2n

: n ∈ ω}. Let F̂ be

the free abelian group on generators x0, x1, . . . and let f : F̂ → G be the
surjective homomorphism xi 7→ 1

2i
. Let K̂ be the kernel of F . Then K̂ is the

free abelian group on generators {x0− 2x1, x1− 2x2, . . .}. Then F/K ∼= G is
not free.

Let K̂m be the free abelian group on {x0 − 2x1, . . . , xm−1 − 2xm}. Then

F̂ /K̂m is isomorphic to the free abelian group on xm, xm+1, . . ..
The groups we have constructed satisfy i), but not ii). It is easy to make

ii) true by adding in large free factors. Here are the details. Let H be a free
abelian group on ℵ0 generators.

Let
Km = K̂m ⊕⊕mi=0H,

let

K =
∞⋃
m=0

Km = K̂ ⊕⊕∞i=0H

and let F = F̂ ⊕⊕∞i=0H ⊕H. These groups have the desired properties. �

Theorem A.4 There are 2ℵ1 nonisomorphic ℵ1-free groups of cardinality
ℵ1.

Proof We fix a family F of 2ℵ1 stationary subsets of ω1 such that if S1, S2 ∈
F are distinct, then S14S2 is stationary. We may assume each S ∈ F is a
set of limit ordinals. Let S ∈ F . We construct a sequence of countable free
abelian groups

G0 ⊂ G1 ⊂ . . . Gα ⊂ . . .

for α < ω1. We will do this so that:
(∗) if β < α, then Gα is free over Gβ+1.
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i) G0 = Z.

ii) If α is a limit ordinal, let Gα =
⋃
γ<αGγ. Choose γ0 < γ1 < . . . with

sup γn = α such that each γn is a successor ordinal. By (∗) Gγn+1 is free over
Gγn . Thus Gα is free. Indeed Gα is free over each Gγn . If β < α, choose n
such that β < γn. Then Gγ(n) is free over Gβ+1 and Gα is free over Gγ(n).
Thus Gα is free over Gβ+1 and (∗) holds.

iii) If α 6∈ S, then Gα+1 = Gα ⊕ H, where H is free abelian on ℵ0-
generators. Clearly (∗) holds.

iv) Suppose α ∈ S. Choose γ0 < γ1 < . . . successor ordinals with α =
sup γn.

Let F,K,K0, K1, . . . be as in the Lemma. Since Gγ0 and K0 are both
free abelian on ℵ0-generators, we can find an isomorphism φ0 : Gγ0 → K0.
Since Gγn+1 is free over Gγ of rank ℵ0 and Kn+1/Kn is free of rank ℵ0, we
can extend φn to an isomorphism φn+1 : Gγn → Kn. Then φ =

⋃
φn is an

isomorphism from Gα to K. We then define Gα+1 ⊃ Gα such that φ extends
to an isomorphism from Gα+1 → F . Thus we have

(∗∗) if α ∈ S, then Gα+1/Gα is not free.
On the other hand if β + 1 < α + 1, there is an n such that β + 1 < γn.

Then Gγn is free over Gβ+1 and, by construction, Gα+1 is free over Gγn . Thus
Gα+1 is free over Gβ+1. Thus (∗) holds.

This concludes the construction. If A ⊆ G is countable, there is an α
such that A ⊆ Gα. Since Gα is free abelian so is A. Thus G is ℵ1-free.

Suppose S1 and S2 are distinct elements of F . Let G1 and G2 be groups
we constructed. We claim that G1 6∼= G2. Suppose not. Let f : G1

∼= G2

be an isomorphism. Then C = {α : f is an isomorphism between G1,α and
G2,α} is closed unbounded.

Since S14S2 is stationary, we can, without loss of generality, find α ∈
(C ∩ S1) \ S2.

Then f is an isomorphism between G1 and G2 such that f maps G1,α

onto G2,α. But G1/G1,α is not free while G2/G2,α is free, a contradiction. �
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