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OPTIMAL AND EFFICIENT CROSSOVER DESIGNS FOR
COMPARING TEST TREATMENTS WITH

A CONTROL TREATMENT

BY A. S. HEDAYAT 1 AND MIN YANG2

University of Illinois at Chicago and University of Nebraska-Lincoln

This paper deals exclusively with crossover designs for the purpose of
comparingt test treatments with a control treatment when the number of
periods is no larger thant + 1. Among other results it specifies sufficient
conditions for a crossover design to be simultaneously A-optimal and
MV-optimal in a very large and appealing class of crossover designs. It is
expected that these optimal designs are highly efficient in the entire class
of crossover designs. Some computationally useful tools are given and used
to build assorted small optimal and efficient crossover designs. The model
robustness of these newly discovered crossover designs is discussed.

1. Introduction. Crossover designs, where experimental units are used in two
or more (p) periods for the purpose of evaluating and studying two or more (t)
treatments, have proven effective in a wide range of applications in agriculture,
sensory testing and especially in phase I and phase II pharmaceutical clinical
trials. The rigorous study of these designs and their optimality and efficiency has
a history of at least 30 years. These optimality and efficiency results are almost all
for those situations where all treatment comparisons are equally important. Some
published works include Hedayat and Afsarinejad (1975, 1978), Cheng and Wu
(1980), Kunert (1983, 1984), Hedayat and Zhao (1990), Stufken (1991), Carrière
and Reinsel (1993), Matthews (1994), Kushner (1997, 1998), Kunert and Stufken
(2002) and Hedayat and Stufken (2003). Recently Hedayat and Yang (2003, 2004)
have obtained additional results for balanced uniform designs and the designs
suggested by Stufken (1991). We refer the readers to the excellent expository
review paper by Stufken (1996) for additional references.

In many pharmaceutical studies, experimenters are more interested in the
comparisons betweent experimental test treatments and an established standard
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or control treatment. In our study we shall designate the class of all such designs
based ont test treatments, a control treatment andn experimental units each
used inp periods by�t+1,n,p. Unfortunately, the published literature contains
very few useable results related to this very important problem. Perhaps the
associated mathematical difficulties could be a major reason for this lack of
useful published results. Majumdar (1988) considered A-optimal and MV-optimal
crossover designs for comparing several test treatments with a control treatment
and established that some known strongly balanced crossover designs can
be combinatorially modified to obtain optimal designs for this problem. But
Majumdar’s result is limited to the situation wheret = w2, p = m(w2 + w) and
m ≥ 2. The first nontrivial case will bet = 4 andp = 12. In crossover designs,
for a variety of reasons, usually it is undesirable to have large numbers of periods.
In many cases, the experimenter is interested in designs in which the number of
periods is less than or equal to the number of total treatments, that is,p ≤ t + 1.
Whenp = 2, Hedayat and Zhao (1990) studied this problem and obtained useful
results.

Throughout this article, unless otherwise specified, we always assume
3 ≤ p ≤ t + 1. The main purpose of this paper is to identify and construct
crossover designs which are simultaneously A-optimal and MV-optimal in some
desirable class of designs in terms oft test treatments versus a control treatment.
Section 2 introduces the model and the notation. Section 3 contains four lemmas
which provide useful mathematical tools for research on optimal crossover designs
in general. The main result is presented in Section 4. Some assorted examples are
given in Section 5. Section 6 discusses further issues and indicates some important
open problems. The Appendix contains a series of propositions which are used in
Sections 4 and 5.

2. Model of response. Selection of an appropriate model of response for
the data gathered under a crossover design in�t+1,n,p is rather difficult and
complicated. While several models have been introduced in the literature, the
model which has been mostly entertained by design theorists is the traditional
homoscedastic, additive and fixed effects model which, in the notation of Hedayat
and Afsarinejad (1975), can be written as

Ydku = µ + αk + βu + τd(k,u) + ρd(k−1,u) + eku,
(2.1)

k = 1, . . . , p; u = 1, . . . , n,

whereYdku denotes the response from unitu in periodk to which treatmentd(k,u)

was assigned. In this modelµ is the general mean,αk is the effect due to periodk,
βu is the effect due to unitu, τd(k,u) is the direct effect ofd(k,u), ρd(k−1,u) is
the carryover or residual effect of treatmentd(k − 1, u) on the response observed
on unitu in periodk (by conventionρd(0,u) = 0) and theeku’s are independently
normally distributed errors with mean 0 and varianceσ 2. Recently another model
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has been introduced into the literature by Afsarinejad and Hedayat (2002) and
some optimal designs have been identified. Kunert and Stufken (2002) used this
new model of Afsarinejad and Hedayat and obtained additional optimal designs
under this model.

Hereafter we shall designate thet test treatments by 1,2, . . . , t and the
control treatment by 0. Throughout this paper, for each designd, we adopt the
notationndiu, ñdiu, ldik , mdij , rdi , r̃di and r̂d0 to denote the number of times that
treatmenti is assigned to unitu, the number of times this happens in the first
p − 1 periods associated withu, the number of times treatmenti is assigned to
periodk, the number of times treatmenti is immediately preceded by treatmentj ,
the total replication of treatmenti in then experimental units, the total replication
of treatmenti limited to the firstp−1 periods in the design and the total replication
of control treatment 0 limited to periods 2 top, respectively.

In matrix notation we can write model (2.1) for thenp total observations as

Yd = µ1+ Pα + Uβ + Tdτd + Fdρd + e,(2.2)

whereYd = (Yd11, Yd21, . . . , Ydpn)
′, α = (α1, . . . , αp)′, β = (β1, . . . , βn)

′, τd =
(τ0, . . . , τt )

′, ρd = (ρ0, . . . , ρt )
′, e = (e11, e21, . . . , epn)

′, P = 1n ⊗ Ip, U =
In ⊗ 1p, Td = (T ′

d1, . . . , T
′
dn)

′ and Fd = (F ′
d1, . . . ,F

′
dn)

′. Here Tdu stands for
the p × (t + 1) period-treatment incidence matrix for unitu under designd and
Fdu = LTdu with thep × p matrixL defined as(

01×(p−1) 0
I(p−1)×(p−1) 0(p−1)×1

)
.

The information matrixCd , for direct effectsτd = (τ0, . . . , τt )
′, can now be

expressed as

Cd = T ′
d pr⊥([P |U |Fd ])Td,

where pr⊥(X) = I − pr(X) and pr(X) = X(X′X)−X′.

3. Preliminary lemmas. For comparing test treatments with a control, the
most frequently used optimality criterion is A-optimality. An A-optimal design
minimizes

∑t
i=1 Vard(τ̂i − τ̂0). Let Md be the information matrix for the contrast

vector (τ1 − τ0, . . . , τt − τ0)
′. Then an A-optimal design for this contrast vector

is a design which minimizes Tr(M−1
d ). Another optimality criterion, which is

associated with A-optimality, is MV-optimality. An MV-optimal design minimizes
Maxi=1,...,t Vard(τ̂i − τ̂0). The following well-known lemma indicates that an
A-optimal design is also an MV-optimal design.

LEMMA 1. An A-optimal design is also an MV-optimal design if its informa-
tion matrix, Md , is a completely symmetric matrix.

Lemma 2 points out a well-known algebraic relation between the two informa-
tion matricesCd andMd .
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LEMMA 2. The information matrix Md can be obtained from the information
matrix Cd by

Md = V ′CdV,(3.1)

where V is the (t + 1) × t matrix, defined as(
01×t

It×t

)
.

Thus, Md can be simply obtained from Cd by deleting the first row and the first
column of Cd .

From Lemma 2, we can explore the algebraic properties ofMd via Cd . But
unfortunately,Cd for our problem is very complicated to deal with. It is known
that when all test treatments and the control treatment are uniform in periods, that
is, test treatments and the control treatment appear equally often in each period,
we can ignore the impact of the period effects inCd . This property is highly
desirable when all test treatments and the control treatment are equally important.
But when only the comparisons between test treatments and the control treatment
are considered, this property is no longer desirable. In the latter case it is expected
that the control treatment should have more replications than each test treatment.
Lemma 3 shows that we can still ignore the period effects even if the replication
of each test treatment and the control treatment are different. We state this result
without a proof.

LEMMA 3. For any crossover design d,

Cd ≤ T ′
d pr⊥(U)Td − T ′

d pr⊥(U)Fd

(
F ′

d pr⊥(U)Fd

)−
F ′

d pr⊥(U)Td,(3.2)

with equality for a crossover design with ldik = rdi/p, i = 0, . . . , t .

Notice that the uniformity in periods is just a special case of the stated condition.
To find an A-optimal design, one needs to find a design that minimizes Tr(M−1

d ).
One way to achieve this is first to find the mind∈�t+1,n,p

Tr(M−1
d ) and then

characterize the design that achieves this minimum value. Although Lemma 2
can help in simplifying the calculation ofM−1

d , it is still difficult to find the
mind∈�t+1,n,p

Tr(M−1
d ). The main difficulty is that for a general designd, one can-

not write down the explicit expression of Tr(M−1
d ). Lemma 4 shows a method for

finding the explicit expression of the achievable lower bound for Tr(M−1
d ) for a

very broad and general class of crossover designs.

LEMMA 4. For any design d in which 0< r̃d0 < n(p − 1), we have

Tr(M−1
d ) ≥ t − 1

x0
+ 1

y0
,
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where

x0 = t (np − rd0 − (1/p)
∑n

u=1
∑t

i=1 n2
diu) − (rd0 − (1/p)

∑n
u=1 n2

d0u)

t (t − 1)

−
{
tp

(
t∑

i=1

(
mdii − 1

p

n∑
u=1

ndiuñdiu

)

+ 1

t

(
r̂d0 − p − 1

p
rd0 − md00 + 1

p

n∑
u=1

nd0uñd0u

))2}

×
{
(t − 1)

[
n(p − 1)(pt − t − 1) − (pt − t + p − 2)r̃d0 +

n∑
u=1

ñ2
d0u

]}−1

,

y0 = 1

t

(
rd0 − 1

p

n∑
u=1

n2
d0u

)

−
{
p[n(p − 1) − r̃d0]

(
md00 − 1

p

n∑
u=1

nd0uñd0u

)2

+ pr̃d0

(
r̂d0 − p − 1

p
rd0 − md00 + 1

p

n∑
u=1

nd0uñd0u

)2}

×
{
t

[
np(p − 1)r̃d0 − r̃2

d0 − n(p − 1)

n∑
u=1

ñ2
d0u

]}−1

.

Further, Tr(M−1
d ) = t−1

x0
+ 1

y0
will hold when the following conditions are

satisfied:

(i) ldik = rdi/p, i = 0, . . . , t ,
(ii) T ′

d pr⊥(U)Td , T ′
d pr⊥(U)Fd and F ′

d pr⊥(U)Fd are invariant under any
permutation of test treatments,

(iii) each test treatment appears at most once in each of n first p − 1 periods.

PROOF. It can be shown that the elements inT ′
d pr⊥(U)Td at positions(i, i)

and(i, j) (i �= j) arerdi − 1
p

∑n
u=1 n2

diu and− 1
p

∑n
u=1 ndiundju, respectively; the

element inT ′
d pr⊥(U)Fd at position(i, j) is mdij − 1

p

∑n
u=1 ndiuñdju; the elements

in F ′
d pr⊥(U)Fd at positions(i, i) and (i, j) (i �= j) are r̃di − 1

p

∑n
u=1 ñ2

diu and

− 1
p

∑n
u=1 ñdiuñdju, respectively.

Let S1 = It , S2, . . . , SN be the set of allt × t permutation matrices on the set of
t test treatments, whereN = t !. Define �Md = 1

N

∑N
i=1 S′

iMdSi . By Lemma 2.2 of
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Majumdar and Notz (1983),�Md is superior toMd under the A-criterion. Define

S̃i =
(

1 01×t

0t×1 Si

)
, i = 1, . . . ,N.

Then S̃i = It+1, S̃2, . . . , S̃N will constitute the set of all(t + 1) × (t + 1)

permutation matrices on the set of all treatments leaving the control treatment
unchanged. It can be easily verified thatS′

iV
′CdV Si = V ′S̃i

′
CdS̃iV .

By Lemma 2, we have

�Md = 1

N

N∑
i=1

S′
iV

′CdV Si = 1

N

N∑
i=1

V ′S̃i
′
CdS̃iV = V ′

{
1

N

N∑
i=1

S̃i
′
CdS̃i

}
V.(3.3)

By (3.2) and Proposition 1 of Kunert and Martin (2000), we have

N∑
i=1

S̃i
′
CdS̃i ≤

N∑
i=1

S̃i
′(
T ′

d pr⊥(U)Td

− T ′
d pr⊥(U)Fd

(
F ′

d pr⊥(U)Fd

)−
F ′

d pr⊥(U)Td

)
S̃i

≤
N∑

i=1

S̃i
′(
T ′

d pr⊥(U)Td

)
S̃i(3.4)

−
(

N∑
i=1

S̃i
′(
T ′

d pr⊥(U)Fd

)
S̃i

)(
N∑

i=1

S̃i
′(
F ′

d pr⊥(U)Fd

)
S̃i

)−

×
(

N∑
i=1

S̃i
′(
F ′

d pr⊥(U)Td

)
S̃i

)
.

The equality sign in (3.4) will hold when (i)ldik = rdi/p, i = 0, . . . , t , and
(ii) T ′

d pr⊥(U)Td , T ′
d pr⊥(U)Fd andF ′

d pr⊥(U)Fd are invariant under any permu-
tation of test treatments. Then by utilizing the definition ofS̃i , we observe that∑N

i=1 S̃i
′
(T ′

d pr⊥(U)Td)S̃i ,
∑N

i=1 S̃i
′
(T ′

d pr⊥(U)Fd)S̃i and
∑N

i=1 S̃i
′
(F ′

d pr⊥(U) ×
Fd)S̃i have the form(

am fmJ1×t

cmJt×1 (bm − em)It×t + emJt×t

)
, m = 1,2,3,(3.5)

respectively. It can be shown that for
∑N

i=1 S̃i
′
(T ′

d pr⊥(U)Td)S̃i ,

a1 = N

(
rd0 − 1

p

n∑
u=1

n2
d0u

)
,

b1 = N

t

(
np − rd0 − 1

p

n∑
u=1

t∑
i=1

n2
diu

)
,
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c1 = f1 = −a1

t
,

e1 = − b1

t − 1
+ a1

t (t − 1)
;

for
∑N

i=1 S̃i
′
(T ′

d pr⊥(U)Fd)S̃i ,

a2 = N

(
md00 − 1

p

n∑
u=1

nd0uñd0u

)
,

b2 = N

t

t∑
i=1

(
mdii − 1

p

n∑
u=1

ndiuñdiu

)
,

c2 = −a2

t
,

f2 = N

t

(
r̂d0 − p − 1

p
rd0 − md00 + 1

p

n∑
u=1

nd0uñd0u

)
,

e2 = −b2 + f2

t − 1
;

and for
∑N

i=1 S̃i
′
(F ′

d pr⊥(U)Fd)S̃i ,

a3 = N

(
r̃d0 − 1

p

n∑
u=1

ñ2
d0u

)
,

b3 = N

t

(
n(p − 1) − r̃d0 − 1

p

n∑
u=1

t∑
i=1

ñ2
diu

)
,

c3 = f3 = N

t

(
−p − 1

p
r̃d0 + 1

p

n∑
u=1

ñ2
d0u

)
,

e3 = N

t(t − 1)

{
p − 1

p
r̃d0 − 1

p

n∑
u=1

ñ2
d0u

− p − 1

p

(
n(p − 1) − r̃d0

) + 1

p

n∑
u=1

t∑
i=1

ñ2
diu

}
.

Thus, it is easy to see that when the control treatment is kept in the same positions,∑N
i=1 S̃i

′
(F ′

d pr⊥(U)Fd)S̃i will be maximized under the Loewner ordering when
each test treatment appears at most once in each ofn first p − 1 periods, that is,

N∑
i=1

S̃i
′(
F ′

d pr⊥(U)Fd

)
S̃i ≤

(
a3 c3J1×t

c3Jt×1 (b̃3 − ẽ3)It×t + ẽ3Jt×t

)
,(3.6)
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with b̃3 = N[n(p−1)−r̃d0](p−1)
tp

and ẽ3 = N
t(t−1)

{p−1
p

r̃d0 − 1
p

∑n
u=1 ñ2

d0u − p−2
p

(n ×
(p − 1) − r̃d0)}. When 0< r̃d0 < n(p − 1), it can be easily verified thata3 > 0,
b̃3 > ẽ3 and a3b̃3 + (t − 1)a3ẽ3 − tc2

3 > 0. So the right-hand side of (3.6) is a
positive definite matrix and its inverse has the same matrix form as in (3.6) when
a3, b̃3, c3 andẽ3 are replaced bya4, b4, c4 ande4. Here

a4 = b̃3 + (t − 1)ẽ3

a3b̃3 + (t − 1)a3ẽ3 − tc2
3

,

b4 = a3b̃3 + (t − 2)a3ẽ3 − (t − 1)c2
3

(b̃3 − ẽ3)(a3b̃3 + (t − 1)a3ẽ3 − tc2
3)

,

c4 = −c3

a3b̃3 + (t − 1)a3ẽ3 − tc2
3

,

e4 = c2
3 − a3ẽ3

(b̃3 − ẽ3)(a3b̃3 + (t − 1)a3ẽ3 − tc2
3)

.

The inverse matrix of the right-hand side of (3.6) can be expressed asD + c4J ,
where

D =
(

a4 − c4 01×t

0t×1 (b4 − e4)It×t + (e4 − c4)Jt×t

)
.

Notice thatc4 ≥ 0 due toc3 ≤ 0, and we have(
N∑

i=1

S̃i
′(
T ′

d pr⊥(U)Fd

)
S̃i

)

×
(

N∑
i=1

S̃i
′(
F ′

d pr⊥(U)Fd

)
S̃i

)−(
N∑

i=1

S̃i
′(
F ′

d pr⊥(U)Td

)
S̃i

)
(3.7)

≥
(

N∑
i=1

S̃i
′(
T ′

d pr⊥(U)Fd

)
S̃i

)
D

(
N∑

i=1

S̃i
′(
F ′

d pr⊥(U)Td

)
S̃i

)
.

The equality sign in the above inequality will hold whenld01 = rd0/p and each
test treatment appears at most once in each ofn first p − 1 periods. By (3.3), (3.4),
(3.7) and by direct calculations, we have

Md ≤ �Md ≤ M̃d,

and the equality signs hold when the three conditions in Lemma 4 are satisfied.
HereM̃d = xI + yJ , where

x = 1

N
[b1 − e1 − (b2 − e2)

2(b4 − e4)]
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and

y = 1

N
[e1 − c2

2(a4 − c4) − e2(b2 − e2 − f2)(b4 − e4) − f 2
2 (e4 − c4)].

Thus, to reach our conclusion, it is enough to show that the eigenvalues ofM̃d

arex0 with multiplicity t − 1 andy0 with multiplicity 1.
SinceM̃d = xI + yJ , its eigenvalues arex with multiplicity t − 1 andx + ty

with multiplicity 1. It is easy to check thatb4 − e4 = 1/(b̃3 − ẽ3), b2 − e2 =
(tb2 + f2)/(t − 1) andb1 − e1 = (t2b1 − a1)/(t (t − 1)). By direct calculations,
we obtainx = x0.

Now it suffices to show thatx + ty = y0. Notice thatb2 + f2 + (t − 1)e2 = 0
and by the definitions ofa4, b4, c4 ande4, we have

x + ty = 1

N
[b1 + (t − 1)e1 − tc2

2(a4 − c4) − tf 2
2 (e4 − c4) − f 2

2 (b4 − e4)]

= a1

Nt
− tc2

2(b̃3 + (t − 1)ẽ3 + c3) + f 2
2 (a3 + tc3)

N[a3b̃3 + (t − 1)a3ẽ3 − tc2
3]

.

By direct calculations, we obtain

a3b̃3 + (t − 1)a3ẽ3 − tc2
3 = N2

tp2

[
np(p − 1)r̃d0 − r̃2

d0 − n(p − 1)

n∑
u=1

ñ2
d0u

]
,

b̃3 + (t − 1)ẽ3 + c3 = N

tp
[n(p − 1) − r̃d0],

a3 + tc3 = Nr̃d0

p
.

Thusx + ty = y0. �

4. Optimal crossover designs for test treatments versus a control treat-
ment. In this section we will construct a family of crossover designs and prove
their optimality for comparingt test treatments versus a control treatment over a
large class of designsd in �t+1,n,p for which ld0k = rd0/p, k = 1, . . . , p (i.e., the
control treatment appears equally often inp periods) andmdii = 0 for 0≤ i ≤ t

(i.e., no treatment is allowed to be preceded by itself ind). The class of such de-
signs is denoted by�t+1,n,p. Before presenting the main theorem, we need some
preliminary lemmas. To make our notation simple, we define the following four
expressions:

�1 = t (p − 1)(np − rd0) − p

(
rd0 − 1

p

n∑
u=1

n2
d0u

)

− (nt (p − 1) − t r̃d0 − ∑n
u=1 nd0uñd0u)

2

n(p − 1)(pt − t − 1) − (pt − t + p − 2)r̃d0 + ∑n
u=1 ñ2

d0u

,
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�2 = p

(
rd0 − 1

p

n∑
u=1

n2
d0u

)
− n(p − 1)(

∑n
u=1 nd0uñd0u)

2

np(p − 1)r̃d0 − r̃2
d0 − n(p − 1)

∑n
u=1 ñ2

d0u

,

	1 = nt (p − 1) − t r̃d0 − ∑n
u=1 nd0uñd0u

n(p − 1)(pt − t − 1) − (pt − t + p − 2)r̃d0 + ∑n
u=1 ñ2

d0u

,

	2 = n(p − 1)
∑n

u=1 nd0uñd0u

np(p − 1)r̃d0 − r̃2
d0 − n(p − 1)

∑n
u=1 ñ2

d0u

.

The next lemma provides a simpler lower bound than that in Lemma 4 for any
designd in �t+1,n,p. This lower bound depends only on the property of the control
treatment in the designd.

LEMMA 5. For any d ∈ �t+1,n,p with fixed rd0, we have

Tr(M−1
d ) ≥ t (t − 1)2p

x1
+ tp

y1
.(4.1)

Here

x1 = t (p − 1)(np − rd0) − p

(
rd0 − 1

p
min

n∑
u=1

n2
d0u

)

− [nt (p − 1) − t r̃d0 − min
∑n

u=1 nd0uñd0u]2
n(p − 1)(pt − t − 1) − (pt − t + p − 2)r̃d0 + min

∑n
u=1 ñ2

d0u

and

y1 = p

(
rd0 − 1

p
min

n∑
u=1

n2
d0u

)
− n(p − 1)(min

∑n
u=1 nd0uñd0u)

2

np(p − 1)r̃d0 − r̃2
d0 − n(p − 1)

∑n
u=1 ñ2

d0u

.

The equality in (4.1) will hold when the following two conditions are satisfied
in addition to the three conditions in Lemma 4:

(i) ndiu, i = 1, . . . , t, u = 1, . . . , n, are either 0 or 1,
(ii)

∑n
u=1 n2

d0u,
∑n

u=1 nd0uñd0u and
∑n

u=1 ñ2
d0u are minimized.

Here, the minimizations of
∑n

u=1 n2
d0u,

∑n
u=1 nd0uñd0u and

∑n
u=1 ñ2

d0u are over
all possible designs d ∈ �t+1,n,p with fixed rd0.

PROOF. Since for any designd ∈ �t+1,n,p, with rd0 = 0 or np, the contrasts
between test treatments and the control treatment are not estimable, thus only
designs with 0< r̃d0 < n(p − 1) are considered here. When 0< rd0 < np,
from Lemma 4, we know that Tr(M−1

d ) ≥ t−1
x0

+ 1
y0

, with x0 and y0 as
defined in Lemma 4. By Proposition A.2 (for this and all other propositions
see the Appendix), we notice thatt

∑t
i=1

∑n
u=1 ndiuñdiu ≥ t (n(p − 1) − r̃d0) ≥
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u=1 nd0uñd0u. We also know thatmdii = 0, i = 0, . . . , t , and r̂d0 = (p−1)rd0

p
.

Thus

x0 ≤ 1

t (t − 1)p
�1,

y0 = 1

tp
�2,

and equality holds whenndiu, i = 1, . . . , t , u = 1, . . . , n, are either 0 or 1. So we
have

Tr(M−1
d ) ≥ t (t − 1)2p

�1
+ tp

�2
.(4.2)

By Proposition A.2, we have
n∑

u=1

nd0uñd0u ≤ nt (p − 1) − t r̃d0.

For anyd ∈ �t+1,n,p with fixed rd0, let ξ1, ξ2 and ξ3 be independent variables
satisfying the following inequalities:

ξ1 ≥ min
d

(
n∑

u=1

n2
d0u

)
,

min
d

(
n∑

u=1

nd0uñd0u

)
≤ ξ2 ≤ nt (p − 1) − t r̃d0,

ξ3 ≥ min
d

(
n∑

u=1

ñ2
d0u

)
.

By Proposition A.6, we know that mind(
∑n

u=1 n2
d0u), mind(

∑n
u=1 nd0uñd0u) and

mind(
∑n

u=1 ñ2
d0u) are fixed for givenn, p andrd0.

Define �̃1, �̃2, 	̃1 and 	̃2 to be the corresponding values of�1, �2, 	1
and	2, respectively, after replacing

∑n
u=1 n2

d0u,
∑n

u=1 nd0uñd0u and
∑n

u=1 ñ2
d0u

by ξ1, ξ2 and ξ3, respectively, in�1, �2, 	1 and 	2. Note that
∑n

u=1 n2
d0u,∑n

u=1 nd0uñd0u and
∑n

u=1 ñ2
d0u are not independent of each other, and thus the

set {
∑n

u=1 n2
d0u,

∑n
u=1 nd0uñd0u,

∑n
u=1 ñ2

d0u} is just a subset of{ξ1, ξ2, ξ3}. Thus
for anyd ∈ �t+1,n,p with fixed rd0, we have

min∑n
u=1 n2

d0u,
∑n

u=1 nd0uñd0u,
∑n

u=1 ñ2
d0u

(
t (t − 1)2p

�1
+ tp

�2

)
≥ min

ξ1,ξ2,ξ3

(
t (t − 1)2p

�̃1
+ tp

�̃2

)
.

Define

H(rd0, ξ1, ξ2, ξ3) = t (t − 1)2p

�̃1
+ tp

�̃2
.
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To reach our conclusion, it is sufficient to show that for fixedrd0, H(rd0, ξ1, ξ2, ξ3)

is an increasing function ofξ1, ξ2 andξ3.
By direct calculation and Proposition A.3, we have

∂H(rd0, ξ1, ξ2, ξ3)

∂ξ1
= tp

(
1

�̃2
2

− (t − 1)2

�̃2
1

)
≥ 0.

Also we have

∂H(rd0, ξ1, ξ2, ξ3)

∂ξ2
= 2tp

(
	̃2

�̃2
2

− (t − 1)2	̃1

�̃2
1

)
≥ 0.(4.3)

The last inequality holds wheñrd0
n

>
p−1
t+1 due to Proposition A.3 and (A.10)

in Proposition A.5. Further, by applying Proposition A.4 and (A.9) in Proposi-
tion A.5, the inequality still holds wheñrd0

n
≤ p−1

t+1 .
By direct calculations, we have

∂H(rd0, ξ1, ξ2, ξ3)

∂ξ3
= tp

(
	̃2

2

�̃2
2

− (t − 1)2	̃2
1

�̃2
1

)
.(4.4)

And by the same argument, we have∂H(rd0,ξ1,ξ2,ξ3)
∂ξ3

≥ 0. Therefore for a givenrd0,
t (t−1)2p

�̃1
+ tp

�̃2
will achieve the minimum value whenξ1, ξ2 andξ3 are minimized.

Thus, the conclusion is obtained.�

Next we will introduce some definitions which are similar to the definitions in
Kunert and Stufken (2002). A designd ∈ �t+1,n,p is called:

(i) a balanced test-control incomplete block design for the direct effects (with
units as blocks) if (a) each test treatment 1≤ i ≤ t appears equally often in the
design; (b) each test treatment appears in each unit at most once; (c) the number
of units where any two test treatmentsi andj both appear is the same for every
i �= j , 1 ≤ i ≤ t , 1 ≤ j ≤ t ; (d) the control treatment appears in each unit either
[ rd0

n
] or [ rd0

n
] + 1 times; and (e) the number of units where the control treatment

appears[ rd0
n

] times and test treatmenti appears is the same for every 1≤ i ≤ t .
(ii) a balanced test-control incomplete block design for the carryover effects

(with units as blocks) if the firstp − 1 periods of the design form a balanced test-
control block design for the direct effects in�t+1,n,p−1.

(iii) a balanced for test-control carryover effects design if (a) every test treatment
1 ≤ i ≤ t is immediately preceded by every other test treatment 1≤ j ≤ t equally
often for every i �= j ; (b) the control treatment is immediately preceded by
every test treatment 1≤ i ≤ t equally often; (c) every test treatment 1≤ i ≤ t

is immediately preceded by the control treatment equally often, and no treatment
including the control is immediately preceded by itself.

(iv) a proportional frequency design for test-control on the periods if every test
treatment 1≤ i ≤ t appears in every period exactlynp−rd0

tp
times, and the control

treatment appears in every period exactlyrd0
p

times.
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A design d∗ ∈ �t+1,n,p is called a totally balanced test-control incomplete
crossover design if:

(i) d∗ is a balanced test-control incomplete block design for the direct effects,
(ii) d∗ is a balanced test-control incomplete block design for the carryover

effects,
(iii) d∗ is balanced for test-control carryover effects,
(iv) d∗ is a proportional frequency design for test-control on the periods,
(v) the number of units where test treatmentj appears once in the firstp − 1

periods and test treatmenti appears once is the same for every pairi �= j ; the
number of units where the control treatment appears[ r̃d0

n
] times in the firstp − 1

periods and test treatmenti appears once is the same for every test treatment
1 ≤ i ≤ t ; the number of units where test treatmenti appears once in the first
p − 1 periods and the control treatment appears[ rd0

n
] times is the same for every

test treatment 1≤ i ≤ t .

Examples of such designs will be given in Section 5. The following lemma
summarizes some useful properties of a totally balanced test-control incomplete
crossover design.

LEMMA 6. If d is a totally balanced test-control incomplete crossover design,
then:

(i) ldik = rdi/p, i = 0, . . . , t ,
(ii) Md is a completely symmetric matrix [since T ′

d pr⊥(U)Td , T ′
d pr⊥(U)Fd

and F ′
d pr⊥(U)Fd are invariant under any permutation of test treatments],

(iii)
∑n

u=1 n2
d0u,

∑n
u=1 nd0uñd0u and

∑n
u=1 ñ2

d0u are minimized over the designs
with fixed rd0.

We are now ready to summarize our findings in the following theorem.

THEOREM 1. For p ≤ t + 1, a design d∗ is simultaneously A-optimal
and MV-optimal in �t+1,n,p if d∗ is a totally balanced test-control incomplete
crossover design and rd∗0 minimize the right-hand side of (4.1).

PROOF. By Lemma 6, the conditions for the equality sign in Lemma 5 hold.
From Proposition A.6, we notice that min

∑n
u=1 n2

d0u, min
∑n

u=1 nd0uñd0u and
min

∑n
u=1 ñ2

d0u are functions ofrd0. Thus we have

Tr(M−1
d∗ ) = t (t − 1)2p

x∗
1

+ tp

y∗
1

= min
r̃d0

(
t (t − 1)2p

x1
+ tp

y1

)
≤ Tr(M−1

d ),

where x∗
1 and y∗

1 are the correspondingx1 and y1 when d is d∗. The last
inequality holds due to Lemma 5. Thus designd∗ is A-optimal. And sinceM−1

d∗ is
a completely symmetric matrix by Lemma 6, the MV-optimality of designd∗
follows by Lemma 1. �
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5. Assorted mathematical tools useful for the construction of optimal
crossover designs. While Theorem 1 specifies a set of sufficient conditions for
a crossover design to be simultaneously A-optimal and MV-optimal, it will not
provide any mathematical tools for constructing these designs. The purpose of this
section is to alleviate this deficiency and present some mathematical tools which in
conjunction with some simple computer programs can help in constructing these
designs. In practice,t andp are given and the job of the statistician is to find an
optimal design for a given desirablen. If we want to rely on Theorem 1, then we
are left with two tasks: first, to apply (A.13)–(A.15) in Proposition A.6 into the
right-hand side of (4.1) and run a simple computer program to find therd∗0 which
minimizes the right-hand side of (4.1), and second, to build a totally balanced
test-control incomplete crossover designd where the replication of the control
treatment in this design isrd∗0.

Our experience shows that the family of totally balanced test-control incomplete
crossover designs based ont , p and n contains very useful designs for our
problems ifrd0 = n. We have observed that these designs are either optimal or at
least highly efficient. Thus we shall concentrate our effort on this class of crossover
designs. Not to leave the impression that the optimal designs are exclusively in
this class of designs, we shall at the end of this section exhibit two optimal designs
based on Theorem 1 withrd0 �= n. But, we should point out that the construction
of optimal designs withrd0 �= n is not easy and we need more mathematical tools
in this area.

LEMMA 7. For given t , p, n and rd0 = n, a totally balanced test-control
incomplete crossover design exists only if both n(p−1)

pt
and (p−1)(p−2)n

pt (t−1)
are

integers.

PROOF. Notice that the conditionn(p−1)
pt

is an integer impliesn
p

is also an
integer. This condition is necessary due to the uniformity for the test treatments on
the periods. The condition that(p−1)(p−2)n

pt (t−1)
is an integer is also necessary since the

design is balanced for test treatments. In fact, if the control treatment appears in the
first or the last period, then any test treatment will be preceded by every other test
treatmentp − 2 times. And if the control treatment appears in any other periods,
then any test treatment will be preceded by every other test treatmentp − 3 times.
So, totally we have(p − 1)(p − 2) n

p
times that one test treatment is preceded by

every other test treatment. Thus(p−1)(p−2)n
pt (t−1)

must be an integer.�

As we shall see soon, for many cases the necessary conditions in Lemma 7
become sufficient for the existence of totally balanced test-control incomplete
crossover designs. Lemmas 8 and 9 deal with cases for whichp = t +1 andp = t .
As for the case ofp < t , we shall provide a very useful tool that could help in
developing such crossover designs.
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LEMMA 8. For given t , p = t + 1, n and rd0 = n, a totally balanced test-
control incomplete crossover design exists if there is a balanced uniform design
in �t+1,n,p.

PROOF. Simply replace treatmentt + 1 in the balanced uniform design by
the control treatment. Then it is easy to see that the modified design is a totally
balanced test-control incomplete crossover design with the stated parameters.�

Notice that a necessary condition for the existence of a balanced uniform design
in �t+1,n,t+1 is n = λ(t + 1) for some positive integerλ. According to Higham
(1998), the class�t+1,n,t+1 contains a balanced uniform design when eithern is
an even multiple oft + 1 or t + 1 is a composite number, that is, it can be written
as a product of two positive integers each larger than 1.

LEMMA 9. For given t , p = t , n and rd0 = n, a totally balanced test-control
incomplete crossover design exists if (i) n

t2 is an integer and t is a composite
number, or (ii) n

t2 is an even integer and t is a prime number.

PROOF. We shall give an explicit way of constructing these designs. By the
two conditions in the lemma,n

t
is a multiple oft when t is a composite number

and n
t

is an even multiple oft when t is a prime number. Thus we can always
construct a balanced uniform design in�t,n/t,t . The totally balanced test-control
incomplete crossover design with the stated parameters can be constructed in the
following way: (i) Construct a balanced uniform design in�t,n/t,t . (ii) Replace
treatment 1 by the control treatment 0 in the balanced uniform design. (iii) Repeat
step (ii) for the remaining test treatments to produce in totalt new designs.
(iv) Juxtapose thet new designs into a single design. The resulting design is the
desired design. �

For the casep < t , our experience shows that the following steps lead
successfully to a totally balanced test-control incomplete crossover design.

STEP 1. Construct a balanced incomplete block (BIB) design based ont test
treatments in blocks of sizep−1. Letb be the number of blocks in this BIB design
and number the blocks from 1 tob in an arbitrary fashion.

STEP 2. Constructp arrays each of sizep by b. Fill the kth array,
k = 1,2, . . . , p, in the following way. Fill the entireb cells in thekth row of this
array by the control treatment. Note that each of theb columns of the array now
hasp − 1 empty cells. Fill theseb columns arbitrarily with theb blocks of the
BIB design. In this way we have producedp arrays each filled with the control
treatment or the blocks of the BIB design. Juxtapose thesep arrays into a bigp
by pb array.
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STEP3. Shuffle the positions of the test treatments in each column of the array
produced in Step 2, for the purpose of converting thep by pb array into a totally
balanced test-control incomplete crossover design.

Although the preceding three steps cannot guarantee that in all cases a
totally balanced test-control incomplete crossover design will be produced, our
experience indicates that they are a very useful mathematical tool in building
such designs when they exist. Indeed, we have succeeded in constructing all small
totally balanced test-control incomplete crossover designs or designs which are
very close to such crossover designs.

In the sequel we present some interesting examples based on the tools presented
here. But first, a brief overview. For givent and p ≤ t + 1 we can choosen
so that the two integer conditions in Lemma 7 are satisfied. Then we can apply
(A.13)–(A.15) in Proposition A.6 into the right-hand side of (4.1) and run a simple
computer program to find therd∗0 which minimizes the right-hand side of (4.1).
If rd∗0 = n, we can utilize Lemmas 8 and 9 as the steps for the casesp < t

and construct a totally balanced test-control incomplete crossover design which
is simultaneously A-optimal and MV-optimal by Theorem 1. In caserd∗0 �= n,
we can compare the corresponding minimum value of the right-hand side of (4.1)
with the value whenrd0 = n. If the two values are very close, we can use Lemmas
8 and 9 as the steps forp < t to build a highly efficient crossover design. Ideally,
we should investigate to see if it is possible to construct an optimal design when
rd∗0 �= n.

We shall now concentrate on finding small size optimal designs for these
practically desirable cases, namely (i)p = 3, (ii) p = 4 and (iii)p = 5. In addition,
we exhibit two optimal crossover designs whenrd∗0 �= n. The general method of
constructing optimal crossover designs whenrd∗0 �= n is very difficult and remains
open.

5.1. Simultaneous A-optimal and MV-optimal crossover designs for three
periods. Whent = 2, 3 or 4, thenn must be a multiple of 3, 9 or 18, respectively.
For the minimum values ofn which satisfy the integer conditions in Lemma 7,
we found thatrd∗0 = n. Unfortunately, there are no totally balanced test-control
incomplete crossover designs for eithert = 2 andn = 3 or t = 4 andn = 18. Thus,
we searched for optimal designs for the next allowable value ofn. We triedn = 6
for t = 2 andn = 36 for t = 4. Fortunately,rd∗0 = 6 and 36, respectively, for these
situations and both designs can be easily constructed. Fort = 3, the minimumn

which satisfies the two integer conditions in Lemma 7 is 9. And indeed for this
caserd∗0 = 9. Example 1 exhibits one such optimal design for these parameters.

EXAMPLE 1. A-optimal and MV-optimal design forp = 3, t = 3 andn = 9:

0 0 0 2 3 1 2 3 1
1 2 3 0 0 0 1 2 3
2 3 1 1 2 3 0 0 0
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Whent = 5, n must be a multiple of 30 and indeedn = 30 satisfies the integer
conditions in Lemma 7 andrd∗0 = 30. Example 2 exhibits one such optimal design
for these parameters.

EXAMPLE 2. A-optimal and MV-optimal design forp = 3, t = 5 andn = 30:

0 0 0 0 0 0 0 0 0 0 1 1 4 5 3 2 2 4 3 5 1 1 4 5 3 2 2 4 3 5
2 3 1 1 2 4 5 3 5 4 0 0 0 0 0 0 0 0 0 0 2 3 1 1 2 4 5 3 5 4
1 1 4 5 3 2 2 4 3 5 2 3 1 1 2 4 5 3 5 4 0 0 0 0 0 0 0 0 0 0

5.2. Simultaneous A-optimal and MV-optimal crossover designs for four
periods. We tried to construct these designs fort = 3, 4, 5, 6, 7, 8 and 9. The
story is as follows. First, we note that the minimumn for these values oft must be a
multiple of 4, 16, 40, 40, 28, 224 and 48, respectively. So we tried the minimumn.
Fortunately, for all these casesrd∗0 = n. We did not attempt to construct the design
for the case oft = 8 andn = 224 due to the size ofn. For the remaining six cases
we succeeded in constructing optimal crossover designs in the form of Theorem 1.
For t = 3 and n = 4, we can apply the technique in Lemma 8. Whent = 4
andn = 16, we can use the technique of Lemma 9. And fort = 5 andn = 40,
t = 6 andn = 40, t = 7 andn = 28 andt = 9 andn = 48, we successfully used
the construction steps given after Lemma 9. We give samples of such designs in
Examples 3–6.

EXAMPLE 3. A-optimal and MV-optimal design forp = 4, t = 5 andn = 40:

0 0 0 0 0 0 0 0 0 0 1 3 5 2 4 2 5 3 1 4 1 3 5 2 4 2 5 3 1 4 1 2 3 4 5 4 3 2 1 5
1 2 3 4 5 4 3 2 1 5 0 0 0 0 0 0 0 0 0 0 4 1 3 5 2 4 2 5 3 1 5 1 2 3 4 5 4 3 2 1
5 1 2 3 4 5 4 3 2 1 4 1 3 5 2 4 2 5 3 1 0 0 0 0 0 0 0 0 0 0 2 3 4 5 1 3 2 1 5 4
2 3 4 5 1 3 2 1 5 4 3 5 2 4 1 5 3 1 4 2 3 5 2 4 1 5 3 1 4 2 0 0 0 0 0 0 0 0 0 0

EXAMPLE 4. A-optimal and MV-optimal design forp = 4, t = 6 andn = 40:

0 0 0 0 0 0 0 0 0 0 1 4 5 4 6 2 3 5 3 1 3 5 3 2 1 6 1 2 6 4 4 2 6 6 5 1 2 3 4 5
3 5 3 2 1 6 1 2 6 4 0 0 0 0 0 0 0 0 0 0 4 2 6 6 5 1 2 3 4 5 1 4 5 4 6 2 3 5 3 1
1 4 5 4 6 2 3 5 3 1 4 2 6 6 5 1 2 3 4 5 0 0 0 0 0 0 0 0 0 0 3 5 3 2 1 6 1 2 6 4
4 2 6 6 5 1 2 3 4 5 3 5 3 2 1 6 1 2 6 4 1 4 5 4 6 2 3 5 3 1 0 0 0 0 0 0 0 0 0 0

EXAMPLE 5. A-optimal and MV-optimal design forp = 4, t = 7 andn = 28:

0 0 0 0 0 0 0 3 4 5 6 7 1 2 1 2 3 4 5 6 7 4 5 6 7 1 2 3
1 2 3 4 5 6 7 0 0 0 0 0 0 0 4 5 6 7 1 2 3 3 4 5 6 7 1 2
3 4 5 6 7 1 2 4 5 6 7 1 2 3 0 0 0 0 0 0 0 1 2 3 4 5 6 7
4 5 6 7 1 2 3 1 2 3 4 5 6 7 3 4 5 6 7 1 2 0 0 0 0 0 0 0
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EXAMPLE 6. A-optimal and MV-optimal design forp = 4, t = 9 andn = 48:

0 0 0 0 0 0 0 0 0 0 0 0 6 9 3 1 7 4 2 5 8 4 5 6 8 2 5 9 6 3 1 4 7 1 2 3 1 4 7 5 2 8 3 6 9 7 8 9
8 2 5 9 6 3 1 4 7 1 2 3 0 0 0 0 0 0 0 0 0 0 0 0 1 4 7 5 2 8 3 6 9 7 8 9 6 9 3 1 7 4 2 5 8 4 5 6
6 9 3 1 7 4 2 5 8 4 5 6 1 4 7 5 2 8 3 6 9 7 8 9 0 0 0 0 0 0 0 0 0 0 0 0 8 2 5 9 6 3 1 4 7 1 2 3
1 4 7 5 2 8 3 6 9 7 8 9 8 2 5 9 6 3 1 4 7 1 2 3 6 9 3 1 7 4 2 5 8 4 5 6 0 0 0 0 0 0 0 0 0 0 0 0

5.3. Simultaneous A-optimal and MV-optimal crossover designs for five peri-
ods. We tried to build such designs fort = 4, 5, 6 and 7. Fort = 4, n must be a
multiple of 5 and the firstn for which a totally balanced test-control incomplete
crossover design withrd0 = n exists isn = 10. For this value ofn, we found that
rd∗0 = n. The corresponding optimal design can be easily constructed using the
tools in Lemma 8. However, we like to point out that if we need a design with
biggern for this case, thenrd∗0 may not ben. In Example 10, we have exhibited
an optimal design withn = 48 andrd∗0 = 60.

When t = 5, n must be a multiple of 25. So far we have not been able to
construct a totally balanced test-control incomplete crossover design withrd0 = n

whenn = 25. However, we can construct such a design whenn = 50 by using the
tools in Lemma 8. Notice that whenn = 50, rd∗0 = 60 minimizes the right-hand
side of (4.1) and the corresponding minimum value is 0.24179. Althoughrd0 = 50
does not minimize the right-hand side of (4.1), its corresponding value is 0.24299,
which is 99.5% efficient relative to the minimum value. So this design is highly
efficient or even optimal.

Whent = 6, a totally balanced test-control incomplete crossover design will be
relatively very large sincen must be multiple of 75. We triedn = 30 knowing that
we cannot use Theorem 1 to conclude optimality, but we hoped for a very efficient
design. Forn = 30, we foundrd∗0 = 30 and the corresponding minimum value
of the right-hand side of (4.1) is 0.55044. We used the construction steps after
Lemma 9 and found a highly efficient design. This design is given in Example 7.
For this designd, its Tr(M−1

d ) = 0.55419, which is 99.3% efficient relative to the
minimum value. So this design is highly efficient or even optimal.

EXAMPLE 7. Efficient design forp = 5, t = 6 andn = 30 with efficien-
cy = 99.3%:

0 0 0 0 0 0 6 1 2 3 4 5 2 3 4 5 6 1 3 4 5 6 1 2 5 6 1 2 3 4
1 2 3 4 5 6 0 0 0 0 0 0 6 1 2 3 4 5 5 6 1 2 3 4 6 1 2 3 4 5
6 1 2 3 4 5 2 3 4 5 6 1 0 0 0 0 0 0 2 3 4 5 6 1 2 3 4 5 6 1
2 3 4 5 6 1 5 6 1 2 3 4 3 4 5 6 1 2 0 0 0 0 0 0 1 2 3 4 5 6
5 6 1 2 3 4 3 4 5 6 1 2 4 5 6 1 2 3 6 1 2 3 4 5 0 0 0 0 0 0

When t = 7, n must be a multiple of 35. So far we have not succeeded
in constructing an optimal design in the form of a totally balanced test-control
incomplete crossover design withrd0 = n = 35. However, we have been able to
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construct such a design forn = 70. Forn = 70, we foundrd∗0 to be 70 and we
shall present one such design in Example 8. The design in Example 8 is split into
two partsd1 andd2 each based onn = 35. While the union of the two designs
is optimal, each of them is a highly efficient design in the class of designs with
n = 35. Whenn = 35, the minimum value of the right-hand side of (4.1) is 0.61529
while Tr(M−1

d1
) = 0.61904 and Tr(M−1

d2
) = 0.61927. Thusd1 is 99.39% efficient

andd2 is 99.36% efficient.

EXAMPLE 8. A-optimal and MV-optimal design forp = 5, t = 7 andn = 70:

d = d1 ∪ d2,

where

d1 =

0 0 0 0 0 0 0 6 7 1 2 3 4 5 2 3 4 5 6 7 1 7 1 2 3 4 5 6 6 7 1 2 3 4 5
2 3 4 5 6 7 1 0 0 0 0 0 0 0 7 1 2 3 4 5 6 6 7 1 2 3 4 5 7 1 2 3 4 5 6
6 7 1 2 3 4 5 7 1 2 3 4 5 6 0 0 0 0 0 0 0 5 6 7 1 2 3 4 5 6 7 1 2 3 4
5 6 7 1 2 3 4 2 3 4 5 6 7 1 5 6 7 1 2 3 4 0 0 0 0 0 0 0 2 3 4 5 6 7 1
7 1 2 3 4 5 6 5 6 7 1 2 3 4 6 7 1 2 3 4 5 2 3 4 5 6 7 1 0 0 0 0 0 0 0

and

d2 =

0 0 0 0 0 0 0 6 7 1 2 3 4 5 5 6 7 1 2 3 4 7 1 2 3 4 5 6 6 7 1 2 3 4 5
5 6 7 1 2 3 4 0 0 0 0 0 0 0 7 1 2 3 4 5 6 6 7 1 2 3 4 5 7 1 2 3 4 5 6
6 7 1 2 3 4 5 7 1 2 3 4 5 6 0 0 0 0 0 0 0 2 3 4 5 6 7 1 2 3 4 5 6 7 1
2 3 4 5 6 7 1 5 6 7 1 2 3 4 2 3 4 5 6 7 1 0 0 0 0 0 0 0 5 6 7 1 2 3 4
7 1 2 3 4 5 6 2 3 4 5 6 7 1 6 7 1 2 3 4 5 5 6 7 1 2 3 4 0 0 0 0 0 0 0

Before closing this section we shall present two totally balanced test-control
incomplete crossover designs for whichrd∗0 �= n. Such designs are extremely
difficult to construct. Forp = 3, t = 7 andn = 49, we haverd∗0 = 42 and for
p = 5, t = 4 andn = 48, we haverd∗0 = 60.

EXAMPLE 9. A-optimal and MV-optimal design forp = 3, t = 7 andn = 49:

0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 2 3 4 5 6 7 4 5 6 7 12 3 4 5 6 7 1 2 3 1 2 3 4 5 6 7 4 5 6 7 1 2 3
3 4 5 6 7 1 2 1 2 3 4 5 6 7 0 0 0 0 0 0 0 0 0 0 0 00 0 1 2 3 4 5 6 7 3 4 5 6 7 1 2 3 4 5 6 7 1 2
4 5 6 7 1 2 3 4 5 6 7 1 2 3 3 4 5 6 7 1 2 3 4 5 6 71 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 2 3 4 5 6 7

EXAMPLE 10. A-optimal and MV-optimal design forp = 5, t = 4 and
n = 48:

0 0 0 0 1 2 3 4 1 2 3 4 1 2 3 4 0 0 0 0 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 0 0 0 0 1 2 3 4 1 2 3 4
1 2 3 4 0 0 0 0 2 4 1 3 2 4 1 3 1 2 3 4 0 0 0 0 2 4 1 3 2 4 1 3 2 4 1 3 2 4 1 3 0 0 0 0 2 4 1 3
2 4 1 3 2 4 1 3 0 0 0 0 3 1 4 2 2 4 1 3 2 4 1 3 0 0 0 0 3 1 4 2 3 1 4 2 3 1 4 2 3 1 4 2 0 0 0 0
3 1 4 2 3 1 4 2 3 1 4 2 0 0 0 0 3 1 4 2 3 1 4 2 3 1 4 2 0 0 0 0 0 0 0 0 4 3 2 1 4 3 2 1 4 3 2 1
4 3 2 1 4 3 2 1 4 3 2 1 4 3 2 1 4 3 2 1 4 3 2 1 4 3 2 1 4 3 2 1 4 3 2 1 0 0 0 0 0 0 0 0 0 0 0 0
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6. Discussion and closing remarks. In this article we imposed two condi-
tions on the class of competing designs: (i) In each design the control treatment
should appear equally often in allp periods. (ii) In each design no treatment is al-
lowed to be immediately followed by itself in any experimental unit (i.e.,mii = 0,
i = 0,1, . . . , t). Although the optimality of the newly discovered designs is over
this restricted class, we are highly confident that these designs are very efficient
over the entire class of designs. Indeed, for somet , p andn these designs could be
optimal over the entire class. To support this optimism, we can see from Lemma 3
that for any designd in which condition (i) is not satisfied, (3.2) may become a
strict inequality. It is possible that this condition is a necessary condition for the
optimal design in the entire class and therefore the restricted condition (i) could
be removed. As for condition (ii), ifmdii > 0 for some 1≤ i ≤ t , x0 in Lemma 4
may not yield a significantly bigger value since the gain in the second part will be
reduced by the loss in the first part. Consequently, we think the restricted condition
mdii = 0 for all 1≤ i ≤ t could indeed be a necessary condition for the optimal
design, or at least the gain with the condition removed is very little. Further, if
md00 > 0, the numerator of	2 becomesn(p − 1)(

∑
nd0uñd0u − pmd00) and	2

could be zero or negative. Thus, the corresponding inequalities (4.3) and (4.4)
may not be greater than zero for a general designd and consequently Tr(M−1

d )

may not be minimized when
∑

nd0uñd0u or
∑

ñ2
d0u is minimized for fixedrd0. In

this situation, we may have to consider the relationship among
∑

n2
d0u,

∑
nd0uñd0u

and
∑

ñ2
d0u. We may find optimal designs for some special parameters, but we feel

it will be very difficult to find optimal designs for the general parametersp ≤ t +1.
It is natural to postulate that there could be better designs than those we have

identified in this paper. While we do not have any general evidence for that,
what so far we can say is this. The designs characterized in this paper are highly
efficient if not optimal. We have substantial numerical evidence in support of this.
Here is a typical example from the assorted examples that we have produced in
our ongoing research in this area. Consider the caset = 7, p = 4 andn = 28.
We used a computer along with some algebraic methods and searched for the
possible lower bound of Tr(M−1

d ) under the subclass of designs in which the
control treatment appears equally often inp periods. We found that there could
be a design with Tr(M−1

d ) equal to 1.02252. While we are not sure if there is a
design with such a trace, let us assume that there is one. Clearly this hypothetical
design is better than the A-optimal designd∗ with Tr(M−1

d ) = 1.02327 which we
displayed in Example 5 within the subclass�t+1,n,p of designs for theset , p

andn. But note thatd∗ in Example 5 is at least 99.9% efficient in the larger class
without the restrictionmii = 0, i = 0,1, . . . , t . This is not an isolated case, and as
we mentioned, we have observed this phenomenon in many cases.

Another important issue worth discussing here is the status of the model
robustness of the optimal and efficient designs discovered in this article. We
used carryover Model (2.1) while searching for optimal and efficient designs.
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It is quite possible that upon data collection and analysis we may discover that
another model could be more appropriate than Model (2.1). Consequently, the
optimal design which was used under the postulated Model (2.1) might no longer
be optimal or even efficient under the model specified in light of the data. Thus
it is prudent to recommend a design to the experimenter which is optimal or at
least efficient under several different likely models. For crossover studies several
simple and lower models than Model (2.1) have been used in practice. We shall
explore here how our designs in this article perform under the model without
carryover effects (two-way elimination model), the model which contains only
direct treatment effects and subject effects (one-way elimination model) and the
model which contains only direct treatment effects (zero-elimination model). In
Table 1 we have listed 15 designs of which 10 have already been displayed in
Section 5 and the remaining 5 can be obtained by the procedures in this paper.
This table lists the efficiency of each design under the carryover Model (2.1) in
the subclass�t+1,n,p of designs (ec), as well as zero-way (e0), one-way (e1),
and two-way (e2) elimination models in the unrestricted class of designs. The
efficienciese0, e1 ande2 are based on the result of Hedayat, Jacroux and Majumdar
(1988). It is clear that for most of these designs, if the design is A-optimal
under the carryover model, then it is also A-optimal under one-way and two-way
elimination models, and highly efficient under the zero-way elimination model.
Even an efficient design under the carryover model remains highly efficient under
the other three models. Notice that while Design 13 is highly efficient under the
carryover model, it is not that efficient under other models. The reason is this:
For computational simplicity this design was constructed underrd0 = 50 while

TABLE 1
Efficiencies under different models

Design p t n r0 ec (%) e0 (%) e1 (%) e2 (%)

1 3 2 6 6 100 97.50 100 100
2 3 3 9 9 100 100 100 100
3 3 4 36 36 100 100 100 100
4 3 5 30 30 100 99.84 99.85 99.85
5 3 7 49 42 100 99.98 99.97 99.97
6 4 3 4 4 100 94.4 98.75 98.75
7 4 4 16 16 100 96.55 100 100
8 4 5 40 40 100 98.18 100 100
9 4 6 40 40 100 99.16 100 100

10 4 7 28 28 100 99.82 100 100
11 4 9 48 48 100 100 100 100
12 5 4 48 60 100 96.43 97.56 97.56
13 5 5 50 50 99.50 93.10 96.87 96.87
14 5 6 30 30 99.30 95.23 98.53 98.53
15 5 7 70 70 100 96.68 99.47 99.47
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our computation showed thatrd∗0 is 60. Therefore, it is very safe to conclude that
optimal and efficient crossover designs which are constructed in this article remain
optimal or highly efficient under lower case models which are discussed here. Our
research effort in this area is continuing.

APPENDIX

PROPOSITIONA.1. For any d ∈ �t+1,n,p, we have

r̃d0 ≤ n(p − 1)

2
.

PROOF. Since the control treatment appears equally often in periods, we have
r̃d0 = (p − 1)ld01. Also ld01 ≤ n/2 since no treatment (either test treatment or
control) is followed by itself. Thus we obtain the conclusion.�

PROPOSITIONA.2. For any d ∈ �t+1,n,p, where p ≤ t + 1, we have

n∑
u=1

nd0uñd0u ≤ t[n(p − 1) − r̃d0].

PROOF. For givenr̃d0, since
∑n

u=1 ñd0u = r̃d0 and 0≤ ñd0u ≤ p
2 , we have

n∑
u=1

ñ2
d0u ≤


pr̃d0

2
, whenp ≥ 4,

r̃d0, whenp = 3.
(A.1)

On the other hand, we have
∑n

u=1 nd0uñd0u ≤ ∑n
u=1 ñd0u(ñd0u + 1). Notice that

3 ≤ p ≤ t + 1; then by applying (A.1) and Proposition A.1, we obtain the
conclusion. �

In the next three propositions,ξ1, ξ2, ξ3, �̃1, �̃2, 	̃1 and 	̃2 have the same
definitions as those in the proof of Lemma 5. Notice that for anyd ∈ �t+1,n,p and
givenrd0, we have

ξ1 ≥ min
d

(
n∑

u=1

n2
d0u

)
≥ rd0,

nt (p − 1) − t r̃d0 ≥ ξ2 ≥ min
d

(
n∑

u=1

nd0uñd0u

)
≥ r̃d0,

ξ3 ≥ min
d

(
n∑

u=1

ñ2
d0u

)
≥ r̃d0.
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PROPOSITIONA.3. For any d ∈ �t+1,n,p, where 3≤ p ≤ t + 1, we have

�̃1 ≥ (t − 1)�̃2.(A.2)

PROOF. Sincent (p − 1) − t r̃d0 ≥ ξ2 ≥ r̃d0 andξ3 ≥ r̃d0, so we have

(nt (p − 1) − t r̃d0 − ξ2)
2

n(p − 1)(pt − t − 1) − (pt − t + p − 2)r̃d0 + ξ3

≤ (nt (p − 1) − (t + 1)r̃d0)
2

n(p − 1)(pt − t − 1) − (pt − t + p − 3)r̃d0

and

n(p − 1)(t − 1)(ξ2)
2

np(p − 1)r̃d0 − r̃2
d0 − n(p − 1)ξ3

≥ n(p − 1)(t − 1)r̃d0

n(p − 1)2 − r̃d0
.

We also notice thattp(rd0 − 1
p
ξ1) ≤ t (prd0 − r2

d0
n

). By direct calculation it is
sufficient to show

t

(
prd0 − r2

d0

n

)
− t (p − 1)(np − rd0) − n(p − 1)(t − 1)r̃d0

n(p − 1)2 − r̃d0
(A.3)

+ (nt (p − 1) − (t + 1)r̃d0)
2

n(p − 1)(pt − t − 1) − (pt − t + p − 3)r̃d0
≤ 0.

The left-hand side of the preceding expression can be written as

−n

(
t

(
p − rd0

n

)(
p − 1− rd0

n

)
+ (p − 1)(t − 1)(r̃d0/n)

(p − 1)2 − (r̃d0/n)

− (t (p − 1) − (t + 1)(r̃d0/n))2

(p − 1)(pt − t − 1) − (pt − t + p − 3)(r̃d0/n)

)
.

From the proof of Proposition A.1, we know thatrd0
n

≤ r̃d0
n

+ 1/2. Definex = r̃d0
n

;
then rd0

n
≤ x + 1/2. Simple algebra can show that (A.3) is equivalent tof (x) > 0

when 0≤ x ≤ (p − 1)/2, where

f (x) = t (2p − 1− 2x)(2p − 3− 2x) + 4(t − 1)x

p − 1

− 4(t (p − 1) − (t + 1)x)2

(p − 1)(pt − t − 1) − (pt − t + p − 3)x
.

It can be shown that(p − 1)(pt − t − 1) − (pt − t + p − 3)x > 0 when 0≤ x ≤
(p − 1)/2, so it is equivalent to showingg(x) > 0 when 0≤ x ≤ (p − 1)/2. Here

g(x) =
[
t (2p − 1− 2x)(2p − 3− 2x) + 4(t − 1)x

p − 1

]
× [(p − 1)(pt − t − 1) − (pt − t + p − 3)x] − 4

(
t (p − 1) − (t + 1)x

)2
.
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It can be checked thatg(0) > 0 andg(
p−1

2 ) > 0. If we can show thatg(x) is
a monotone function when 0≤ x ≤ (p − 1)/2, then we have reached the
conclusion. By direct calculation, we have

g′(x) = −12t (pt − t + p − 3)x2

+
[
t2(24p2 − 48p + 8) + t (16p2 − 72p + 40) + 16(t − 1)

p − 1

]
x

− t2(12p3 − 36p2 + 23p + 1) − t (4p3 − 28p2 + 39p − 9) + 4.

Notice thatg′(x) is an increasing function whenx ∈ (−∞,M), where

M = t2(24p2 − 48p + 8) + t (16p2 − 72p + 40) + 16(t − 1)/(p − 1)

24t (pt − t + p − 3)
.

It can be verified thatM > (p − 1)/2. Sog′(x) is an increasing function when
x ∈ [0, (p − 1)/2]. Also we can verify that

g′
(

p − 1

2

)
= t2(−3p3 + 9p2 − 4p − 2) + t (p3 − p2 − 4p + 6) − 4.

Notice that−3p3 + 9p2 − 4p − 2< 0 whenp ≥ 3; thus

g′
(

p − 1

2

)
≤ 2t (−3p3 + 9p2 − 4p − 2) + t (p3 − p2 − 4p + 6) − 4

= t (−5p3 + 17p2 − 12p + 2) − 4

< 0.

So we haveg′(x) < 0 whenx ∈ [0, (p − 1)/2]; thusg(x) is a monotone function
whenx ∈ [0, (p − 1)/2]. �

PROPOSITIONA.4. For any d ∈ �t+1,n,p, with p ≤ t +1, and r̃d0
n

∈ [0,
p−1
t+1 ],

we have

�̃1

(t − 1)�̃2
≥ t (p − 1)

t (p − 1) − 1
.(A.4)

PROOF. Sincent (p−1)− t r̃d0 ≥ ξ2, �̃1 will be minimized whenξ1, ξ2 andξ3
are minimized, that is,

�̃1 ≥ t (p − 1)(np − rd0) − (p − 1)rd0
(A.5)

− [nt (p − 1) − (t + 1)r̃d0]2
n(p − 1)(pt − t − 1) − (pt − t + p − 3)r̃d0

.

Also we can see that̃�2 will be maximized whenξ1, ξ2 andξ3 are minimized,
that is,

�̃2 ≤ (p − 1)rd0 − n(p − 1)r̃d0

n(p − 1)2 − r̃d0
.(A.6)
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It suffices to show that

1

n

[(
t (p − 1) − 1

)
�̃1 − t (t − 1)(p − 1)�̃2

] ≥ 0.

Applying (A.5) and (A.6), and noticing thatrd0 = p
p−1 r̃d0, we can show that

1

n

[(
t (p − 1) − 1

)
�̃1 − t (t − 1)(p − 1)�̃2

]
≥ [t (p − 1) − 1]

[
pt(p − 1) − p(t + 1)

r̃d0

n
(A.7)

− t2(p − 1)2

(p − 1)(pt − t − 1) − (pt − t + p − 3)(r̃d0/n)

]

− tp(t − 1)(p − 1)
r̃d0

n
.

Since 0<
r̃d0
n

<
p−1
t+1 , and the right-hand side of (A.7) is a decreasing function

of r̃d0, we further have

1

n

[(
t (p − 1) − 1

)
�̃1 − t (t − 1)(p − 1)�̃2

]
≥ [t (p − 1) − 1]

×
[
pt(p − 1) − p(p − 1)(A.8)

− t2(p − 1)2

(p − 1)(pt − t − 1) − (pt − t + p − 3)(p − 1)/(t + 1)

]

− tp(t − 1)(p − 1)
p − 1

t + 1
.

Whenp ≥ 4, by applying the condition thatp ≤ t + 1, we can show that(pt −
t − 1) − pt−t+p−3

t+1 ≥ t (p−1)
3 , t (p − 1) − 1 >

3t (p−1)
4 andp(p − 1)(t − 1) − 3t >

p(p−1)(t−1)
3 , so by (A.8) we have

1

n

[(
t (p − 1) − 1

)
�̃1 − t (t − 1)(p − 1)�̃2

]
≥ [t (p − 1) − 1][p(t − 1)(p − 1) − 3t] − tp(t − 1)(p − 1)

p − 1

t + 1

≥ tp(p − 1)2(t − 1)

(
1

4
− 1

t + 1

)
≥ 0.
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Whenp = 3 andt ≥ 3, notice that 1+ 2t
t+1 < t . By (A.8) we have

1

n

[(
t (p − 1) − 1

)
�̃1 − t (t − 1)(p − 1)�̃2

]
> 6(2t − 1)(t − 1) − (2t − 1)

2t2

2t − t
− 12

t (t − 1)

t + 1

≥ (2t − 1)(4t − 6) − 3t (t − 1)

> 0.

When p = 3 and t = 2, due to (A.5) and (A.6), we havẽ�1 ≥ 12n − 6rd0 −
(4n−3r̃d0)

2

6n−4r̃d0
and�̃2 ≤ 2rd0 − 2nr̃d0

4n−r̃d0
. Thus we have

1

n

[(
t (p − 1) − 1

)
�̃1 − t (t − 1)(p − 1)�̃2

]
≥ 36− 26

rd0

n
− 3

(4− 3r̃d0/n)2

6− 4r̃d0/n
+ 8r̃d0/n

4− r̃d0/n

≥ 36− 37
r̃d0

n
− 3

(4− 3r̃d0/n)2

6− 4r̃d0/n

> 0.

The last inequality can be easily verified when 0≤ r̃d0
n

≤ 2
3. �

PROPOSITIONA.5. For any d ∈ �t+1,n,p, with p ≤ t + 1, we have

0≤ pt − t − 1

t (p − 1)
	̃1 ≤ 	̃2.(A.9)

Furthermore, when r̃d0
n

≥ p−1
t+1 , we have

	̃2 ≥ 	̃1.(A.10)

PROOF. It is easy to verify that̃	1 ≥ 0. We only focus on the remaining
inequalities. By an argument similar to that in Proposition A.3, we have

nt (p − 1) − t r̃d0 − ξ2

n(p − 1)(pt − t − 1) − (pt − t + p − 2)r̃d0 + ξ3

≤ nt (p − 1) − (t + 1)r̃d0

n(p − 1)(pt − t − 1) − (pt − t + p − 3)r̃d0

and

n(p − 1)ξ2

np(p − 1)r̃d0 − r̃2
d0 − n(p − 1)ξ3

≥ n(p − 1)

n(p − 1)2 − r̃d0
.
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As for (A.9), it is sufficient to show that

p − 1

(p − 1)2 − r̃d0/n

(p − 1)(pt − t − 1) − (pt − t + p − 3)r̃d0/n

t (p − 1) − (t + 1)r̃d0/n
(A.11)

≥ t (p − 1) − 1

t (p − 1)
.

Direct calculations show that (A.11) is equivalent to

(t + 1)[t (p − 1) − 1]
(

r̃d0

n

)2

− [(p − 1)2(t2 + t − 1) − t (p − 1)] r̃d0

n
≤ 0,

which holds when 0≤ r̃d0
n

≤ (p−1)[(p−1)(t2+t−1)−t]
(t+1)[t (p−1)−1] . Notice that(p − 1)(t2 + t −

1) − t ≥ t2(p − 1) − t , so (p−1)[(p−1)(t2+t−1)−t]
(t+1)[t (p−1)−1] ≥ (p−1)t

t+1 . From Proposition A.1,

we know thatr̃d0
n

≤ p−1
2 ; thus (A.9) holds.

For (A.10) it suffices to show that

p − 1

(p − 1)2 − r̃d0/n
≥ t (p − 1) − (t + 1)r̃d0/n

(p − 1)(pt − t − 1) − (pt − t + p − 3)r̃d0/n
.(A.12)

Direct calculations show that (A.12) is equivalent to

(t + 1)

(
r̃d0

n

)2

− (t + 2)(p − 1)
r̃d0

n
+ (p − 1)2 ≤ 0,

which holds when r̃d0
n

∈ [p−1
t+1 ,p − 1]. From Proposition A.1 we know that

r̃d0
n

≤ p−1
2 . Thus (A.10) holds wheñrd0

n
≥ p−1

t+1 . �

PROPOSITIONA.6. For any design d ∈ �t+1,n,p and given rd0,

min
d

(
n∑

u=1

n2
d0u

)
= rd0 + (2rd0 − n)

[
rd0

n

]
− n

[
rd0

n

]2

,(A.13)

min
d

(
n∑

u=1

nd0uñd0u

)

=



r̃d0 +
(

2r̃d0 − n + r̃d0

p − 1

)[
r̃d0

n

]
− n

[
r̃d0

n

]2
,

when
r̃d0

p − 1
< n − r̃d0 + n

[
r̃d0

n

]
,

2r̃d0 + r̃d0

p − 1
− n +

(
2r̃d0 − 2n + r̃d0

p − 1

)[
r̃d0

n

]
− n

[
r̃d0

n

]2

,

otherwise,

(A.14)
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and

min
d

(
n∑

u=1

ñ2
d0u

)
= r̃d0 + (2r̃d0 − n)

[
r̃d0

n

]
− n

[
r̃d0

n

]2

.(A.15)

∑n
u=1 n2

d0u,
∑n

u=1 nd0uñd0u and
∑n

u=1 ñ2
d0u can achieve their minimum values

when d is a totally balanced test-control incomplete crossover design.

PROOF. It is straightforward to show (A.13) and (A.15). Here we will
prove (A.14) only. First we notice that

n∑
u=1

nd0uñd0u =
n∑

u=1

ñ2
d0u + ∑

u∈

ñd0u.

Here is the set of units which receives the control treatment in the last period.
So there arerd0 − r̃d0 = r̃d0

p−1 units in.
For anyñd0u, u = 1, . . . , n,

∑n
u=1 nd0uñd0u will be minimized when we put the

r̃d0
p−1 smallest values among allñd0u into . Next, we will show that for a giveñrd0,∑n

u=1 nd0uñd0u will be minimized whend is a balanced test-control incomplete
block design for the direct effects and carryover effects.

Suppose that there are someñd0u’s, say ñd01 and ñd02, such thatñd01 −
ñd02 ≥ 2. Then we can replacẽnd01 by ñ′

d01 = ñd01 − 1 and ñd02 by ñ′
d02 =

ñd02 + 1 and keep the others unchanged. Direct calculations show that the value
of

∑n
u=1 ñ2

d0u is decreased by at least 2. Meanwhile,
∑

u∈ ñd0u is increased by at
most 1. So

∑n
u=1 nd0uñd0u is decreased by at least 1. Thus

∑n
u=1 nd0uñd0u will be

minimized whend is a balanced test-control incomplete block design for carryover
effects and is the set of units which has thẽrd0

p−1 smallest values among̃nd0u.
Whend is a balanced test-control incomplete block design for the direct effects
and carryover effects, it satisfies this condition. By direct calculations, we obtain
the conclusion. �
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