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#### Abstract

Measurements of agreement are needed to assess the acceptability of a new or generic process, methodology, and formulation in areas of laboratory performance, instrument or assay validation, method comparisons, statistical process control, goodness of fit, and individual bioequivalence. In all of these areas, one needs measurements that capture a large proportion of data that are within a meaningful boundary from target values. Target values can be considered random (measured with error) or fixed (known), depending on the situation. Various meaningful measures to cope with such diverse and complex situations have become available only in the last decade. These measures often assume that the target values are random. This article reviews the literature and presents methodologies in terms of "coverage probability." In addition, analytical expressions are introduced for all of the aforementioned measurements when the target values are fixed and when the error structure is homogenous or heterogeneous (proportional to target values). This article compares the asymptotic power of accepting the agreement across all competing methods and discusses the pros and cons of each. Data when the target values are random or fixed are used for illustration. A SAS macro program to compute all of the proposed methods is available for download at http://www.uic.edu/ ${ }^{\sim}$ hedayat/.
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## 1. INTRODUCTION

Measurements of agreement are needed to assess the acceptability of a new or generic process, methodology, and formulation in areas of laboratory performance, instrument or assay validation, method comparisons, statistical process control, goodness of fit, and individual bioequivalence. Examples include the agreement of laboratory measurements collected in various laboratories, the agreement of a newly developed method with a gold standard method, the agreement of manufacturing process measurements with specifications, the agreement of observed values with predicted values, and the agreement in bioavailability of a new or generic formulation with a commonly used formulation. In all of these areas, one needs measurements that capture a large proportion of data that are within a meaningful boundary from target values. Examples of target values include mean, gold standard, quality control specification, predicted, and common formulation values. Target values can be considered random (measured with error) or fixed (known), depending on the situation. There are also situations in which one is interested in comparing two methods without a designated gold standard or target values.

When the agreement measurements show evidence of lack of agreement, we need to address the sources of the deficiencies.

[^0]When there is a disagreement between the two marginal distributions, the source is defined as constant and/or scale "shift," or lack of "accuracy." When there is a disagreement due to large within-sample variation, the source is defined as lack of "precision."

The question of assessment of agreement has received considerable attention in the literature. Cohen $(1960,1968)$ discussed this problem in the context of categorical data. Bland and Altman (1986) proposed a simple and meaningful graphical approach for assessing the agreement between two clinical measurements. In a series of articles, Lin (1989, 1992, $1997,2000)$ and Lin and Torbeck (1998) examined this problem critically in the framework of method reproducibility and suggested a few measures and studied their properties.

In the context of bioequivalence, similar studies have been reported by Anderson and Hauck (1990), Sheiner (1992), Holder and Hsuan (1993), Schall and Luus (1993), Schall (1995), Schall and Williams (1996), and Lin (2000). In the context of goodness of fit, Vonesh, Chinchilli, and Pu (1996) and Vonesh and Chinchilli (1997) have modified Lin's approach for choosing models that have better agreement between the observed and the predicted values.

The article is organized as follows. In Section 2 we briefly discuss existing methods and add analytical solutions for these methods when target values are fixed. In Section 3 we propose methods in terms of coverage probability (CP). In Section 4 we compare the power of accepting the agreement among all competing methods, and in Section 5 we perform a simulation study to examine the finite-sample performance of the methods. In Section 6 we present two examples based on real data, one when the target values are random and one when the target values are fixed. We discuss general extension problems and future studies in Section 7, followed by a conclusion in Section 8.

## 2. METHODS

### 2.1 Mean Squared Deviation

2.1.1 When the Target Values are Random. A meaningful statistic to measure the agreement of observations $(Y)$ with their target values $(X)$ has been the mean squared deviation (MSD). Let $D=Y-X$; then

$$
\begin{equation*}
\mathrm{MSD}=\epsilon^{2}=E\left(D^{2}\right)=E(Y-X)^{2} \tag{1}
\end{equation*}
$$

We assume that the joint distribution of $Y$ and $X$ has finite second moments with means $\mu_{y}$ and $\mu_{x}$, variances $\sigma_{y}^{2}$ and $\sigma_{x}^{2}$, and covariance $\sigma_{y x}$. Next, note that (1) can be expressed as

$$
\begin{equation*}
\epsilon^{2}=\left(\mu_{y}-\mu_{x}\right)^{2}+\sigma_{y}^{2}+\sigma_{x}^{2}-2 \sigma_{y x}, \tag{2}
\end{equation*}
$$

and the sample counterpart of MSD can be computed as

$$
e^{2}=(\bar{y}-\bar{x})^{2}+s_{y}^{2}+s_{x}^{2}-2 s_{y x},
$$

where $\bar{y}, \bar{x}, s_{y}^{2}, s_{x}^{2}$, and $s_{y x}$ represent the usual sample based on $n$ paired observations on $(y, x)$ and each with divisor $n$.

The bootstrap method has been proposed for inference based on the MSD estimate for individual bioequivalence (Schall and Luus 1993). Lin (2000) showed that $W=\ln \left(e^{2}\right)$ has an asymptotic normal distribution with mean $\omega=\ln \left(\epsilon^{2}\right)$ and variance

$$
\begin{equation*}
\sigma_{W}^{2}=\frac{2\left[1-\left(\mu_{x}-\mu_{y}\right)^{4} / e^{4}\right]}{n-2} \tag{3}
\end{equation*}
$$

For lesser bias of estimating $\omega$ and $\sigma_{W}^{2}$, we use $\tilde{e}^{2}$ to estimate $\epsilon^{2}$, where

$$
\begin{equation*}
\tilde{e}^{2}=\frac{1}{n-1} \sum_{i=1}^{n}\left(y_{i}-x_{i}\right)^{2} \tag{4}
\end{equation*}
$$

Throughout the article, we use $n-1, n-2$, or $n-3$ instead of $n$ in the denominator for lesser bias with smaller sample size, based on results of the simulation study in Section 5.
2.1.2 When the Target Values are Fixed. When $X$ is fixed, we consider $\left\{\left(y_{i} \mid x_{i}\right) \mid i=1, \ldots, n\right\}$ as observations in a random sample from the model

$$
\begin{equation*}
Y=\beta_{0}+\beta_{1} X+e_{Y} \tag{5}
\end{equation*}
$$

Here $e_{Y}$ is the residual error with mean 0 and variance $\sigma_{e}^{2}$. The familiar quantities $b_{0}, b_{1}, s_{e}^{2}$, and $r$ should be used as the estimators for $\beta_{0}, \beta_{1}, \sigma_{e}^{2}$, and $\rho$.

We compute $E(Y-X)^{2}$ for each $x_{i}$ by model (5) and then take the average across $x_{i}$. Therefore, the MSD becomes

$$
\begin{equation*}
\epsilon_{\mid X}^{2}=\left(\mu_{y \mid \bar{x}}-\bar{x}\right)^{2}+s_{x}^{2}\left(1-\beta_{1}\right)^{2}+\sigma_{e}^{2} \tag{6}
\end{equation*}
$$

where $\mu_{Y \mid \bar{x}}=\beta_{0}+\beta_{1} \bar{x}$. The MSD estimate remains the same as in the case where $X$ is random, except that the variance of $W$ becomes smaller. It can be shown that (3) is replaced by

$$
\begin{equation*}
\sigma_{W \mid X}^{2}=\frac{2}{n-2}\left(1-\frac{\left[\left(\mu_{y \mid \bar{x}}-\bar{x}\right)^{2}+s_{x}^{2}\left(1-\beta_{1}\right)^{2}\right]^{2}}{\epsilon_{\mid X}^{4}}\right) \tag{7}
\end{equation*}
$$

For variance estimation, we proceed as usual.

### 2.2 Concordance Correlation Coefficient

2.2.1 When the Target Values are Random. Lin (1989, 1992) presented another measurement, the concordance correlation coefficient (CCC), for measuring agreement (reproducibility) between two methods. The MSD in (2) can be standardized as a correlation coefficient to yield the CCC denoted by $\rho_{c}$,

$$
\rho_{c}=1-\frac{\epsilon^{2}}{\epsilon^{2} \mid \rho=0}=\frac{2 \sigma_{y x}}{\sigma_{y}^{2}+\sigma_{x}^{2}+\left(\mu_{y}-\mu_{x}\right)^{2}}
$$

Here $\frac{\epsilon^{2}}{\epsilon^{2} \mid \rho=0}$ is the ratio of the mean square of within-sample total deviation and the total deviation. The mean square of the within-sample total deviation contains the within-sample variance and the bias square. The mean square of the total deviation contains the largest possible variance among nonnegative correlated samples and the bias square. The CCC can be written as the product of the accuracy and the precision coefficients $\rho_{c}=\chi_{a} \rho$. The accuracy coefficient is $\chi_{a}=$ $\frac{2}{\sigma+1 / \sigma+v^{2}}$, where $v^{2}=\frac{\left(\mu_{y}-\mu_{x}\right)^{2}}{\sigma_{y} \sigma_{x}}$ and $\varpi=\frac{\sigma_{y}}{\sigma_{x}}$. Here the marginal distributions of $Y$ and $X$ are equal (i.e., both means and variances are equal) if and only if the accuracy coefficient is 1 . The precision coefficient is the Pearson correlation coefficient.

The CCC translates the MSD into a correlation coefficient that measures the agreement along the identity line, in which a value of 1 represents a perfect agreement $(Y=X)$, a value of -1 represents a perfect disagreement $(Y=-X)$, and a value of 0 represents no agreement. The sample counterpart of CCC is given as

$$
r_{c}=\frac{2 r s_{y} s_{x}}{s_{y}^{2}+s_{x}^{2}+(\bar{y}-\bar{x})^{2}}
$$

Lin (1989) showed that $Z=.5 \ln \left(\frac{1+r_{c}}{1-r_{c}}\right)$ has an asymptotic normal distribution with mean

$$
\zeta=\tanh ^{-1}\left(\rho_{c}\right)=.5 \ln \left(\frac{1+\rho_{c}}{1-\rho_{c}}\right)
$$

where $\tanh ^{-1}(\cdot)$ is the inverse hyperbolic tangent function. Its variance is

$$
\begin{equation*}
\sigma_{Z}^{2}=\frac{1}{n-2}\left[\frac{\left(1-\rho^{2}\right) \rho_{c}^{2}}{\left(1-\rho_{c}^{2}\right) \rho^{2}}+\frac{2 v^{2}\left(1-\rho_{c}\right) \rho_{c}^{3}}{\left(1-\rho_{c}^{2}\right)^{2} \rho}-\frac{v^{4} \rho_{c}^{4}}{2\left(1-\rho_{c}^{2}\right)^{2} \rho^{2}}\right] \tag{8}
\end{equation*}
$$

2.2.2 When the Target Values are Fixed. When $X$ is fixed, under (5), the CCC is computed in the same way as in the case when $X$ is random. However, the variance of the $Z$ transformation of the CCC estimate becomes smaller,

$$
\begin{align*}
\sigma_{Z \mid X}^{2}=\frac{\rho_{c}^{2}\left(1-\rho^{2}\right)}{(n-2) \rho^{2}\left(1-\rho_{c}^{2}\right)^{2}}[ & \rho_{c}^{2} v^{2} \varpi+\left(\rho_{c} \rho \varpi-1\right)^{2} \\
& \left.+\frac{1}{2} \rho_{c}^{2} \varpi^{2}\left(1-\rho^{2}\right)\right] \\
=\frac{\rho_{c}^{2}\left(1-\rho^{2}\right)}{(n-2) \rho^{2}\left(1-\rho_{c}^{2}\right)^{2}}\{ & \frac{\rho_{c}^{2}\left[\beta_{0}+\left(\beta_{1}-1\right) \bar{x}\right]^{2}}{s_{x}^{2}} \\
& \left.+\left(\rho_{c} \beta_{1}-1\right)^{2}+\frac{\rho_{c}^{2} \beta_{1}^{2}\left(1-\rho^{2}\right)}{2 \rho^{2}}\right\} . \tag{9}
\end{align*}
$$

### 2.3 Precision and Accuracy

When agreement measurements show evidence of lack of agreement, we need to address the sources of the deficiencies. It is important to know whether the deficiencies are coming from the large within-sample variation (imprecision) or from the shift in marginal distributions (inaccuracy). The former would become a variance reduction exercise, which typically is more cumbersome than the latter. The latter most likely is a calibration problem. The CCC has meaningful components of precision $(\rho)$ and accuracy $\left(\chi_{a}\right)$. In a way, the precision squared is in the same scale as accuracy, where 0 represents no agreement and 1 represents perfect agreement. The inference on $\rho$ when X is random has been routinely used for decades. However, the inference on $\rho$ when X is fixed is not known to be addressed in the literature. To develop a large-sample inference for $\rho$, we can simply let $v=0$, $\boldsymbol{\varpi}=1$, and $\rho_{c}=\rho$ in (8) and (9) when $X$ is random and fixed. Thus asymptotic variance of the $Z$ transformation of $r$ is $\frac{1}{n-3}$ when $X$ is random, and $\frac{1}{n-3}\left(1-\frac{\rho^{2}}{2}\right)$ when $X$ is fixed.

We now present the inference on $\chi_{a}$. Let the accuracy estimate be

$$
c_{a}=\frac{2}{\mathrm{u}^{2}+\mathrm{v}+1 / \mathrm{v}}
$$

where $\mathrm{u}^{2}=\frac{(\bar{y}-\bar{x})^{2}}{s_{y} s_{x}}$ and $\mathrm{v}=\frac{s_{y}}{s_{x}}$. Then the logit function of $c_{a}$ is $L=\ln \left(\frac{c_{a}}{1-c_{a}}\right)$. The random variable $L$ has an asymptotic normal distribution with mean

$$
\Lambda=\ln \left(\frac{\chi_{a}}{1-\chi_{a}}\right)
$$

and variance (Robieson 1999)
$\sigma_{L}^{2}=\frac{\chi_{a}^{2} v^{2}(\varpi+1 / \varpi-2 \rho)+\chi_{a}^{2}\left(\varpi^{2}+1 / \varpi^{2}+2 \rho^{2}\right) / 2+\left(1+\rho^{2}\right)\left(\chi_{a} v^{2}-1\right)}{(n-2)\left(1-\chi_{a}\right)^{2}}$.
When X is fixed (known), the foregoing variance estimate becomes smaller,

$$
\begin{aligned}
\sigma_{L \mid X}^{2} & =\frac{v^{2} \varpi \chi_{a}^{2}\left(1-\rho^{2}\right)+\left(1-\varpi \chi_{a}\right)^{2}\left(1-\rho^{4}\right) / 2}{(n-2)\left(1-\chi_{a}\right)^{2}} \\
& =\frac{\left[\beta_{0}+\left(\beta_{1}-1\right) \bar{x}\right]^{2} \chi_{a}^{2}\left(1-\rho^{2}\right) / s_{x}^{2}+\left(1-\beta_{1} \chi_{a} / \rho\right)^{2}\left(1-\rho^{4}\right) / 2}{(n-2)\left(1-\chi_{a}\right)^{2}}
\end{aligned}
$$

### 2.4 Total Deviation Index

An intuitively clear measurement of agreement is a measure that captures a large proportion of data within a predetermined boundary from target values. In other words, we want the probability of the absolute value of $D$ less than the boundary, $\kappa$, to be large. For example, consider the agreement assessment between the digital instrument used at home and the manual instrument used in a hospital for measuring diastolic blood pressure. In this case, a widely acceptable criterion is that at least $90 \%$ of the digital observations must be within 10 mmHg measured from the manual instrument. There are two approaches to measure agreement. We can fix the predetermined $\kappa$ value ( 10 mmHg in this example), compute the coverage probability $\pi$ (CP), and compare this CP with the predetermined probability level ( $90 \%$ in this example). We can also fix the predetermined CP value, compute
the $\kappa$ value, and compare this $\kappa$ value with the predetermined boundary ( 10 mmHg in this example). In Section 3 we present the method for estimating $\pi$ for a given $\kappa$. In this section we present the method for estimating $\kappa$ for a given $\pi$.

Assuming that the distribution of $D$ is normal with mean $\mu_{d}=\mu_{y}-\mu_{x}$ and variance $\sigma_{d}^{2}=\sigma_{y}^{2}+\sigma_{x}^{2}-2 \sigma_{y x}$, the proportion of the population with $|D|$ (absolute difference) less than $\kappa$, $\kappa>0$, becomes

$$
\pi=\operatorname{Pr}\left(D^{2}<\kappa^{2}\right)=\chi^{2}\left[\kappa^{2}, 1, \frac{\mu_{d}^{2}}{\sigma_{d}^{2}}\right]
$$

where $\chi^{2}(\cdot)$ is the cumulative noncentral chi-squared distribution with 1 degree of freedom and noncentrality parameter $\frac{\mu_{d}^{2}}{\sigma_{d}^{2}}$. This noncentrality parameter is the relative bias squared. The total deviation index (TDI) for measuring the boundary $\kappa$ is defined as

$$
\begin{equation*}
\mathrm{TDI}=\sqrt{\chi^{2(-1)}\left[\pi, 1, \frac{\mu_{d}^{2}}{\sigma_{d}^{2}}\right]} \tag{10}
\end{equation*}
$$

where $\chi^{2^{(-1)}(\cdot)}$ is the inverse function of $\chi^{2}(\cdot)$. Inference based on estimate of this TDI is intractable. According to Chebyshev's inequality, this probability has a lower bound of

$$
\operatorname{Pr}\left(D^{2}<\kappa^{2}\right)>1-\frac{\epsilon^{2}}{\kappa^{2}}
$$

Therefore, the lower bound of the $\kappa^{2}$ value is proportional to $\epsilon^{2}$, the MSD, in (2). Lin (2000) suggested using the TDI to approximate the value of $\kappa$ that yields $P\left(D^{2}<\kappa^{2}\right)=\pi$, which is

$$
\begin{equation*}
\mathrm{TDI}_{\pi}=\kappa_{\pi}=\Phi^{-1}\left(1-\frac{1-\pi}{2}\right)|\epsilon| \tag{11}
\end{equation*}
$$

where $\Phi^{-1}(\cdot)$ is the inverse cumulative normal distribution and $|\cdot|$ is the absolute value. This can be estimated by replacing $\epsilon$ in (11) with $\tilde{e}$ in (4). Lin (2000) showed that the approximation is good under the following conditions: $\pi=.75$ and $\frac{\mu_{d}^{2}}{\sigma_{d}^{2}} \leq \frac{1}{2}, \pi=.80$ and $\frac{\mu_{d}^{2}}{\sigma_{d}^{2}} \leq 8, \pi=.85$ and $\frac{\mu_{d}^{2}}{\sigma_{d}^{2}} \leq 2, \pi=.90$ and $\frac{\mu_{d}^{2}}{\sigma_{d}^{2}} \leq 1$, and $\pi=.99$ and $\frac{\mu_{d}^{2}}{\sigma_{d}^{2}} \leq \frac{1}{2}$. We may then use the sample counterpart and perform statistical inference in the same way as shown in Section 2.1 on MSD through the asymptotic normality of $W=\ln \left(\tilde{e}^{2}\right)$ when $X$ is either random or fixed. Note that when $X$ is fixed, we would compute the $\kappa_{\pi}^{2}$ for each $x_{i}$ by model (5) and take the average across $x_{i}$. The square root of this average is equivalent to (11).

The $\mathrm{TDI}_{\pi}$ is proportional to the square root of the MSD and is intuitively much clearer than the MSD. It is the $100 \pi$ percentile of the absolute difference of paired observations. The $\mathrm{TDI}_{\pi}$ is similar in concept to the prediction limit, and its confidence limit is similar in concept to the tolerance limit for capturing individual observations. The difference is that the boundary is set to deviate from target values, instead of from the mean.

### 2.5 Intraclass Correlation Coefficient

The intraclass correlation coefficient (ICC) (Fisher 1925) in its original form is the ratio of between-sample variance and the total variance (between- and within-sample) to measure precision under the model of equal marginal distributions. However, when the marginal distributions are not equal (inaccuracy), the ICC captures the deviations and considers those as imprecision. In contrast, the Pearson correlation coefficient ignores the inaccuracy component, and the CCC could segregate inaccuracy from imprecision. The ICC is closely related to the CCC. The subtle difference is that the ICC value remains the same when some pairs of $y_{i}$ and $x_{i}$ are interchanged, whereas the CCC does not. Unlike the CCC, the ICC does not have meaningful components of accuracy and precision. For these reasons, we prefer to use CCC. However, we expect the performance of the ICC and the special forms that have evolved to be very similar to that of CCC.

## 3. COVERAGE PROBABILITY

In this section we present a method to compute $\pi$ for a given $\kappa$. When the target values are considered random, Anderson and Hauck (1990) proposed using this method to assess individual bioequivalence. They used nonparametric counting and inference for the assessment. Schall (1995) later advocated such a proposal through the normal distribution, and proposed using bootstrap estimation for inference. From (11), one can also approximate $\pi$ for a given $\kappa$. Here we have $\pi_{\kappa} \cong 1-2[1-\Phi(\kappa /|\epsilon|)]=\chi^{2}\left(\kappa^{2} / \epsilon^{2}, 1\right)$. Like the TDI, the approximation is subject to the restriction of reasonable relative bias squared values. This section provides the exact parametric estimation through the normal distribution and provides the asymptotic variance analytically for inference when the target values are random or fixed.

### 3.1 When the Target Values are Random

Consider the problem of assessment of agreement when $D$ is from the normal distribution with mean $\mu_{d}$ and variance $\sigma_{d}^{2}$. Then the coverage probability for a given $\kappa$, as discussed in Section 2.4, is

$$
\begin{align*}
\mathrm{CP}_{k}=\pi_{k} & =\operatorname{Pr}(|Y-X|<\kappa) \\
& =\chi^{2}\left(\kappa^{2}, 1, \frac{\mu_{d}^{2}}{\sigma_{d}^{2}}\right) \\
& =\Phi\left[\frac{\kappa-\mu_{d}}{\sigma_{d}}\right]-\Phi\left[\frac{-\kappa-\mu_{d}}{\sigma_{d}}\right] \tag{12}
\end{align*}
$$

where $\Phi(\cdot)$ is the cumulative normal distribution function. The estimates of $\mu_{d}$ and $\sigma_{d}^{2}$ are $\hat{\mu}_{d}=\bar{y}-\bar{x}$ and $s_{d}^{2}=\frac{n}{n-3}\left(s_{y}^{2}+s_{x}^{2}-\right.$ $2 s_{y x}$ ). Furthermore, $\hat{\mu}_{d}$ and $s_{d}^{2}$ are independent. Consequently, an estimator of $\mathrm{CP}_{\kappa}$ can be taken to be

$$
p_{\kappa}=\Phi\left[\frac{\kappa-\hat{\mu}_{d}}{s_{d}}\right]-\Phi\left[\frac{-\kappa-\hat{\mu}_{d}}{s_{d}}\right]
$$

Next, we can use the first-order approximation to compute $E\left(p_{\kappa}\right)$, and $V\left(p_{\kappa}\right)$,

$$
\begin{aligned}
p_{\kappa}= & \Phi\left(\frac{\kappa-\mu_{d}}{\sigma_{d}}\right)-\frac{1}{\sigma_{d}} \phi\left(\frac{\kappa-\mu_{d}}{\sigma_{d}}\right)\left(\hat{\mu}_{d}-\mu_{d}\right) \\
& -\frac{\kappa-\mu_{d}}{\sigma_{d}^{2}} \phi\left(\frac{\kappa-\mu_{d}}{\sigma_{d}}\right)\left(s_{d}-\sigma_{d}\right)-\Phi\left(\frac{-\kappa-\mu_{d}}{\sigma_{d}}\right) \\
& +\frac{1}{\sigma_{d}} \phi\left(\frac{-\kappa-\mu_{d}}{\sigma_{d}}\right)\left(\hat{\mu}_{d}-\mu_{d}\right) \\
& -\frac{\kappa+\mu_{d}}{\sigma_{d}^{2}} \phi\left(\frac{-\kappa-\mu_{d}}{\sigma_{d}}\right)\left(s_{d}-\sigma_{d}\right) \\
& +O\left[\left(\hat{\mu}_{d}-\mu_{d}\right)^{2}\right]+O\left[\left(s_{d}-\sigma_{d}\right)^{2}\right] \\
& +O\left[\left(\hat{\mu}_{d}-\mu_{d}\right)\left(s_{d}-\sigma_{d}\right)\right]
\end{aligned}
$$

where $\phi(x)$ is the density function of standard normal distribution and $\lim _{x \rightarrow 0} \frac{O(x)}{x}<\infty$.

Therefore, it is clear that

$$
E\left(p_{\kappa}\right)=\pi_{\kappa}+O\left(\frac{1}{n}\right)
$$

and $V\left(p_{\kappa}\right)$ becomes

$$
\begin{align*}
\sigma_{p}^{2}= & \frac{1}{n-3}\left\{\left[\phi\left(\frac{-\kappa-\mu_{d}}{\sigma_{d}}\right)-\phi\left(\frac{\kappa-\mu_{d}}{\sigma_{d}}\right)\right]^{2}\right. \\
& \left.+\frac{1}{2}\left[\frac{\kappa-\mu_{d}}{\sigma_{d}} \phi\left(\frac{\kappa-\mu_{d}}{\sigma_{d}}\right)+\frac{\kappa+\mu_{d}}{\sigma_{d}} \phi\left(\frac{-\kappa-\mu_{d}}{\sigma_{d}}\right)\right]^{2}\right\} \\
& +O\left(\frac{1}{n^{2}}\right) . \tag{13}
\end{align*}
$$

Because $\mathrm{CP}_{\kappa}$ is bounded by 0 and 1 , it is better to use the logit transformation for inference. Let $T=\ln \left(\frac{p_{\kappa}}{1-p_{\kappa}}\right)$. Its asymptotic mean is $\tau=\ln \left(\frac{\pi_{\kappa}}{1-\pi_{\kappa}}\right)$, and its asymptotic variance is $\sigma_{T}^{2}=\frac{\sigma_{p}^{2}}{\pi_{\kappa}^{2}\left(1-\pi_{\kappa}\right)^{2}}$.

### 3.2 When the Target Values are Fixed

Consider the problem of assessment of agreement when target values $X$ are fixed. If in model (5) we further assume that $e_{Y}$ has the normal distribution with mean 0 and variance $\sigma_{e}^{2}$, then the coverage probability of the $i$ th observation is

$$
\begin{align*}
\pi_{\kappa i}= & \operatorname{Pr}\left(\left|y_{i}-x_{i}\right|<\kappa\right) \\
= & \Phi\left[\frac{\kappa-\beta_{0}-\left(\beta_{1}-1\right) x_{i}}{\sigma_{e}}\right] \\
& -\Phi\left[\frac{-\kappa-\beta_{0}-\left(\beta_{1}-1\right) x_{i}}{\sigma_{e}}\right] . \tag{14}
\end{align*}
$$

We define the overall coverage probability as

$$
\begin{equation*}
\pi_{\kappa \mid X}=\frac{1}{n} \sum_{i=1}^{n} \pi_{\kappa i} \tag{15}
\end{equation*}
$$

Suppose that we have a random sample $\left\{\left(y_{i}, x_{i}\right) \mid i=\right.$ $1, \ldots, n\}$ and that $\beta_{0}, \beta_{1}$, and $\sigma_{e}^{2}$ are estimated by $b_{0}, b_{1}$,
and $s_{e}^{2}$; then $b_{0}$ and $b_{1}$ are independent of $s_{e}$. Here we use $s_{e}^{2}=\frac{n}{n-3}\left(1-r^{2}\right) s_{y}^{2}$. An estimate of $\pi_{\kappa i}$ is

$$
p_{\kappa i}=\Phi\left[\frac{\kappa-b_{0}-\left(b_{1}-1\right) x_{i}}{s_{e}}\right]-\Phi\left[\frac{-\kappa-b_{0}-\left(b_{1}-1\right) x_{i}}{s_{e}}\right]
$$

and an estimate of $\pi_{\kappa \mid X}$ is

$$
p_{\kappa \mid X}=\frac{1}{n} \sum_{i=1}^{n} p_{\kappa i} .
$$

By the same method as in Section 3.1, it can be shown that

$$
E\left(p_{\kappa \mid X}\right)=\pi_{\kappa \mid X}+O\left(\frac{1}{n}\right)
$$

and that the asymptotic variance of $p_{\kappa \mid X}$ is

$$
\begin{equation*}
\sigma_{p \mid X}^{2}=\frac{1}{n-3}\left\{\frac{C_{0}^{2}}{n^{2}}+\frac{\left(C_{0} \bar{x}-C_{1}\right)^{2}}{n^{2} s_{x}^{2}}+\frac{C_{2}^{2}}{2 n^{2}}\right\} \tag{16}
\end{equation*}
$$

Here

$$
\begin{aligned}
& C_{0}=\sum_{i=1}^{n}\left[\phi\left(\frac{-\kappa-\beta_{0}-\left(\beta_{1}-1\right) x_{i}}{\sigma_{e}}\right)\right. \\
& \left.-\phi\left(\frac{\kappa-\beta_{0}-\left(\beta_{1}-1\right) x_{i}}{\sigma_{e}}\right)\right] \\
& \begin{aligned}
C_{1} & =\sum_{i=1}^{n}\left[\phi\left(\frac{-\kappa-\beta_{0}-\left(\beta_{1}-1\right) x_{i}}{\sigma_{e}}\right)\right. \\
& \left.-\phi\left(\frac{\kappa-\beta_{0}-\left(\beta_{1}-1\right) x_{i}}{\sigma_{e}}\right)\right] x_{i}
\end{aligned}
\end{aligned}
$$

and

$$
\begin{aligned}
C_{2}=\sum_{i=1}^{n} & {\left[\frac{-\kappa-\beta_{0}-\left(\beta_{1}-1\right) x_{i}}{\sigma_{e}} \phi\left(\frac{-\kappa-\beta_{0}-\left(\beta_{1}-1\right) x_{i}}{\sigma_{e}}\right)\right.} \\
& \left.-\frac{\kappa-\beta_{0}-\left(\beta_{1}-1\right) x_{i}}{\sigma_{e}} \phi\left(\frac{\kappa-\beta_{0}-\left(\beta_{1}-1\right) x_{i}}{\sigma_{e}}\right)\right] .
\end{aligned}
$$

The logit transformation is again used for inference, and the corresponding expression is the same as in Section 3.1.

### 3.3 Sectional Coverage Probability

In certain situations, agreement requirements might be different for certain sections of an analytical range. For example, in measuring a clinical marker for cancer cells, there might be a threshold value for which certain therapies would be prescribed when the marker value exceeds the threshold value. Therefore, we might require stricter agreement criteria near the threshold window. Suppose that the analytical range in the interval of $a$ to $b$ can be classified into $m$ sections based on the gold standard method. Then the section $d_{i}$ becomes

$$
d_{i}=a_{i}-a_{i-1}, i=1,2, \ldots, m
$$

where $a_{0}=a, a_{i}>a_{i-1}, a_{m}=b$, and $a_{i}$ values are prespecified. For $d_{i}$, an acceptable form of agreement would mean that $Y$ should largely lie inside an interval of length $2 I_{i}$ centered around $X$. Under this assumption, we need to consider the sectional coverage probability. For this purpose, the integrated
sectional coverage probability (ISCP) between $Y$ and $X$ over those intervals is defined as

$$
\begin{equation*}
\mathrm{ISCP}=\pi_{I}=\frac{\sum_{i=1}^{m} d_{i} \operatorname{Pr}\left[|Y-X|<I_{i}\right]}{b-a} \tag{17}
\end{equation*}
$$

This coverage probability involves only the distribution of $D=$ $Y-X$ for both random and fixed $X$, which for the purpose of this article is assumed to have a normal distribution with parameters $\mu_{d}$ and $\sigma_{d}^{2}$. Thus (17) becomes

$$
\begin{equation*}
\pi_{I}=\frac{\sum_{i=1}^{m}\left(a_{i}-a_{i-1}\right)\left[\Phi\left(\frac{I_{i}-\mu_{d}}{\sigma_{d}}\right)-\Phi\left(\frac{-I_{i}-\mu_{d}}{\sigma_{d}}\right)\right]}{b-a} \tag{18}
\end{equation*}
$$

The estimator of $\pi_{I}$, denoted by $p_{I}$, is obtained by substituting $\hat{\mu}_{d}$ and $s_{d}$ for $\mu_{d}$ and $\sigma_{d}$ in (18). By the same method as in Section 3.1, it can be shown that $p_{I}$ is a consistent estimator of $\pi_{I}$ with asymptotic variance

$$
\begin{align*}
& \sigma_{p_{I}}^{2}=\frac{1}{n(b-a)^{2}}\left\{\left[\sum _ { i = 1 } ^ { m } ( a _ { i } - a _ { i - 1 } ) \left(\phi\left(\frac{I_{i}-\mu_{d}}{\sigma_{d}}\right)\right.\right.\right. \\
& \left.\left.-\phi\left(\frac{I_{i}+\mu_{d}}{\sigma_{d}}\right)\right)\right]^{2} \\
& +\frac{1}{2}\left[\sum _ { i = 1 } ^ { m } ( a _ { i } - a _ { i - 1 } ) \left(\frac{I_{i}-\mu_{d}}{\sigma_{d}} \phi\left(\frac{I_{i}-\mu_{d}}{\sigma_{d}}\right)\right.\right. \\
& \left.\left.\left.+\frac{I_{i}+\mu_{d}}{\sigma_{d}} \phi\left(\frac{I_{i}+\mu_{d}}{\sigma_{d}}\right)\right)\right]^{2}\right\} . \tag{19}
\end{align*}
$$

Again, the logit transformation should be used for inference.

### 3.4 Proportional Error Case

In practice, both $Y$ and $X$ are usually positive-valued variables. However, $\frac{Y}{X}$ has a bounded variance. Here we evaluate the proportion change $\left(\frac{Y}{X}\right)$ rather than absolute difference $(Y-X)$, because the error is proportional to the measurement. Let $100 \theta \%$ represent the percent change between $Y$ and $X$. A simplified approach in this case is to assume that $\ln Y$ and $\ln X$ have a bivariate normal distribution. Thus the probability that $Y$ lies in the interval $\frac{X}{1+\theta}$ to $X(1+\theta)$ is given by

$$
\begin{aligned}
\mathrm{CP}_{\theta}=\pi_{\theta} & =\operatorname{Pr}\left[\frac{X}{1+\theta}<Y<X(1+\theta)\right] \\
& =\operatorname{Pr}\left[\frac{1}{1+\theta}<\frac{Y}{X}<1+\theta\right] \\
& =\operatorname{Pr}[|\ln Y-\ln X|<\ln (1+\theta)] .
\end{aligned}
$$

Let $D=\ln Y-\ln X$ and $\kappa=\ln (1+\theta)$. Then all algorithms of the previous section can be applied to the logs to obtain $\mathrm{CP}_{\kappa}$ and $\mathrm{TDI}_{\pi}$. Here the $\mathrm{TDI}_{\pi}$ is a percent,

$$
\mathrm{TDI}_{\pi} \%=100 \theta_{\pi} \%=100\left(e^{\kappa_{\pi}}-1\right) \%
$$

In this proportional error case, we should also compute the CCC and MSD from the log transformation of the data.

## 4. ASYMPTOTIC POWER

In this section we investigate the asymptotic power of accepting agreement among estimates of MSD, CCC, and CP. Inference based on TDI can be assessed through MSD. Therefore, the asymptotic power of the estimate of TDI is the same
as that of MSD. For comparison, we must establish a common agreement criteria. We say that $Y$ and $X$ are in agreement if $v^{2}<v_{0}^{2}, \frac{1}{\varpi_{0}}<\varpi<\varpi_{0}$, and $\rho>\rho_{0}$ where $v_{0}, \varpi_{0}$, and $\rho_{0}$ are prespecified values. We refer to these as null values. We compute the chance of declaring agreement under the alternative values at $v^{2}=v_{1}^{2}, \varpi=\varpi_{1}$, and $\rho=\rho_{1}$. We refer to these as power. In addition, let the null and alternative values of $\sigma_{y} \sigma_{x}$ be $\sigma_{y 0} \sigma_{x 0}$ and $\sigma_{y 1} \sigma_{x 1}$, and let $h=\frac{\sigma_{y 0} \sigma_{x 0}}{\sigma_{y 1} \sigma_{x 1}}$. Let the null and alternative values of $\mu_{y}-\mu_{x}$ be $\mu_{y 0}-\mu_{x 0}$ and $\mu_{y 1}-\mu_{x 1}$. Furthermore, let $\operatorname{sign}_{0}$ be positive when $\mu_{y 0}-\mu_{x 0} \geq 0$ and negative otherwise, and let $\operatorname{sign}_{1}$ be positive when $\mu_{y 1}-\mu_{x 1} \geq 0$ and negative otherwise.

### 4.1 When the Target Values are Random

Let the corresponding $\log$ MSD, $Z$ value of CCC, and logit CP values evaluated at $v^{2}=v_{m}^{2}, \varpi=\varpi_{m}$, and $\rho=\rho_{m}, m=$ 0,1 , be

$$
\begin{aligned}
\omega_{m} & =\ln \left(\epsilon_{m}^{2}\right) \\
\zeta_{m} & =\ln \left(\frac{1+\rho_{c m}}{1-\rho_{c m}}\right),
\end{aligned}
$$

and

$$
\begin{equation*}
\tau_{m}=\ln \left(\frac{\pi_{\kappa m}}{1-\pi_{\kappa m}}\right) \tag{20}
\end{equation*}
$$

where

$$
\begin{aligned}
\epsilon_{m}^{2} & =\sigma_{y m} \sigma_{x m}\left(v_{m}^{2}+\varpi_{m}+\frac{1}{\varpi_{m}}-2 \rho_{m}\right), \\
\rho_{c m} & =\frac{2 \rho_{m}}{v_{m}^{2}+\varpi_{m}+1 / \varpi_{m}}, \\
\pi_{k m} & =\Phi\left(\frac{k}{\sigma_{d m}}-\delta_{m}\right)-\Phi\left(-\frac{k}{\sigma_{d m}}-\delta_{m}\right), \\
\sigma_{d m}^{2} & =\sigma_{y m} \sigma_{x m}\left(\varpi_{m}+1 / \varpi_{m}-2 \rho_{m}\right),
\end{aligned}
$$

and

$$
\delta_{m}=\operatorname{sign}_{m} \frac{v_{m}}{\left(\varpi_{m}+1 / \varpi_{m}-2 \rho_{m}\right)^{\frac{1}{2}}}
$$

Let

$$
\begin{equation*}
\gamma_{m}=2\left[1-\frac{v_{m}^{4}}{\left(v_{m}^{2}+\varpi_{m}+1 / \varpi_{m}-2 \rho_{m}\right)^{2}}\right] \tag{21}
\end{equation*}
$$

$\eta_{m}=\frac{\left(1-\rho_{m}^{2}\right) \rho_{c m}^{2}}{\left(1-\rho_{c m}^{2}\right) \rho_{m}^{2}}+\frac{2 v_{m}^{2}\left(1-\rho_{c m}\right) \rho_{c m}^{3}}{\left(1-\rho_{c m}^{2}\right)^{2} \rho_{m}}$

$$
\begin{equation*}
-\frac{v_{m}^{4} \rho_{c m}^{4}}{2\left(1-\rho_{c m}^{2}\right)^{2} \rho_{m}^{2}} \tag{22}
\end{equation*}
$$

and

$$
\begin{align*}
& \psi_{m}= \frac{1}{\pi_{k m}^{2}\left(1-\pi_{k m}\right)^{2}} \\
& \times\left\{\left[\phi\left(\frac{k}{\sigma_{d m}}-\delta_{m}\right)-\phi\left(-\frac{k}{\sigma_{d m}}-\delta_{m}\right)\right]^{2}\right. \\
& \quad+\frac{1}{2}\left[\left(\frac{k}{\sigma_{d m}}-\delta_{m}\right) \phi\left(\frac{k}{\sigma_{d m}}-\delta_{m}\right)\right. \\
&\left.\left.\quad+\left(\frac{k}{\sigma_{d m}}+\delta_{m}\right) \phi\left(\frac{k}{\sigma_{d m}}+\delta_{m}\right)\right]^{2}\right\} \tag{23}
\end{align*}
$$

The asymptotic variances of $W, Z$, and $T$ statistics evaluated at $v_{m}^{2}, \varpi_{m}$, and $\rho_{m}$ become

$$
\begin{aligned}
\sigma_{W m}^{2} & =\frac{\gamma_{m}}{n-2} \\
\sigma_{Z m}^{2} & =\frac{\eta_{m}}{n-2}
\end{aligned}
$$

and

$$
\sigma_{T m}^{2}=\frac{\psi_{m}}{n-3}
$$

The regions for declaring agreement by using $W, Z$, and $T$ at the $\alpha$ significance level are

$$
\begin{aligned}
W & \leq \omega_{0}-\Phi^{-1}(1-\alpha) \sigma_{W 0} \\
Z & \geq \zeta_{0}+\Phi^{-1}(1-\alpha) \sigma_{Z 0}
\end{aligned}
$$

and

$$
T \geq \tau_{0}+\Phi^{-1}(1-\alpha) \sigma_{T 0}
$$

The asymptotic powers of accepting agreement at $v^{2}=$ $v_{1}^{2}, \varpi=\varpi_{1}$, and $\rho=\rho_{1}$ by using $W, Z$, and $T$ are

$$
\begin{aligned}
& P_{W}=\Phi\left[\frac{\omega_{0}-\omega_{1}-\Phi^{-1}(1-\alpha) \sigma_{W 0}}{\sigma_{W 1}}\right] \\
& P_{Z}=1-\Phi\left[\frac{\zeta_{0}-\zeta_{1}+\Phi^{-1}(1-\alpha) \sigma_{Z 0}}{\sigma_{Z 1}}\right],
\end{aligned}
$$

and

$$
P_{T}=1-\Phi\left[\frac{\tau_{0}-\tau_{1}+\Phi^{-1}(1-\alpha) \sigma_{T 0}}{\sigma_{T 1}}\right]
$$

The required sample sizes yielding the same power $1-\beta$ by using $W, Z$, and $T$ are

$$
\begin{aligned}
& n_{W}=\left[\frac{\Phi^{-1}(1-\beta) \sqrt{\gamma_{1}}+\Phi^{-1}(1-\alpha) \sqrt{\gamma_{0}}}{\omega_{0}-\omega_{1}}\right]^{2}+2 \\
& n_{Z}=\left[\frac{\Phi^{-1}(1-\beta) \sqrt{\eta_{1}}-\Phi^{-1}(1-\alpha) \sqrt{\eta_{0}}}{\zeta_{0}-\zeta_{1}}\right]^{2}+2
\end{aligned}
$$

and

$$
n_{T}=\left[\frac{\Phi^{-1}(1-\beta) \sqrt{\psi_{1}}-\Phi^{-1}(1-\alpha) \sqrt{\psi_{0}}}{\tau_{0}-\tau_{1}}\right]^{2}+3
$$

We do not show the asymptotic power and sample size for precision and accuracy here; one can easily follow the same principles for precision and accuracy.

### 4.2 When the Target Values are Fixed

When $X$ is fixed, we simply use $\bar{x}$ and $s_{x m}^{2}$ in place of $\mu_{x m}$ and $\sigma_{x m}^{2}$. Equations (14), (7), (9), and (16) are evaluated at both the null and alternative values to obtain the fixed $X$ equivalents of equations (20), (21), (22), and (23).

### 4.3 Comparisons of Asymptotic Powers

The above powers and sample sizes for TDI (MSD) and CP when $X$ is random and for TDI when $X$ is fixed depend on the value of $h=\frac{\sigma_{y 0} \sigma_{x 0}}{\sigma_{y 1} \sigma_{x 1}}$. To compare these powers, we assume that $h=1$.

The power of CP depends on the choice of $\kappa$. We let $\kappa=1.5 \sigma_{d 0}, 2 \sigma_{d 0}, 2.5 \sigma_{d 0}$ when $X$ is random and $\kappa=\sigma_{e 0}$, $1.5 \sigma_{e 0}, 2 \sigma_{e 0}$ when $X$ is fixed. We let $v_{0}=.15, \varpi_{0}=1.15$,
and $\rho_{0}=.8, .9, .95, .99$ and evaluate the power at $v_{1}=$ .05 and $.10, \varpi_{1}=1.05$ and 1.10 , and $\rho_{1}=\tanh \left[\tanh ^{-1}\left(\rho_{0}\right)+\right.$ .1] and $\left.\tanh \left[\tanh ^{-1}\left(\rho_{0}\right)+.2\right)\right]$. The null hypotheses correspond to a $15 \%$ location shift per $\left(\sigma_{y} \sigma_{x}\right)^{1 / 2}$ and a $15 \%$ scale shift for various precision values. These null hypotheses are compared to alternatives with two levels of improved precision, location, and scale shifts. The ranges were chosen so that most power values are in the broad range of .2 to .99 . When $X$ is fixed, from model (5) we let $X=-1,0$, and 1 . We let $Y$ have values equally distributed among the three levels of $X$ values. We let $\beta_{1}=\rho \varpi, \beta_{0}=\left(v^{2} s_{x}^{2} \varpi\right)^{1 / 2}$, and $\sigma_{e}^{2}=s_{x}^{2} \varpi^{2}\left(1-\rho^{2}\right)$ for the corresponding $v, \varpi$, and $\rho$ values in the null and alternative cases.

Table 1 presents the asymptotic powers among TDI, CCC, and CP when $X$ is random and fixed for $n=30$ and $\alpha=$ .05. The results indicate that the asymptotic powers of TDI, $\mathrm{CP}_{\kappa 1}, \mathrm{CP}_{\kappa 2}$, and $\mathrm{CP}_{\kappa 3}$ are in general quite similar whenever $X$ is random or fixed. Therefore, the choice of $\kappa$ has little impact on the power.

The asymptotic power of CCC is inferior to that of TDI (MSD) in all test cases when $X$ is random or fixed. Presumably, the estimation for the denominator of the CCC increases the noise. Therefore, for statistical inferences, CP and TDI are always preferable to CCC, especially with normally distributed data. However, in the case of a higher correlation coefficient (.99) when $X$ is fixed, the CCC has a similar power. Regardless of the fact that the power performance is not very appealing, the CCC, precision, and accuracy remain as useful descriptive tools.

## 5. SIMULATION

For statistical inference based on any of the foregoing agreement measurement estimates, we would replace the parameters with their sample counterparts in the respective variance expressions. To assess the asymptotic normality and power of the methods, we performed two Monte Carlo simulations for $X$ when random and fixed. In each simulation, we examined two cases: one case representing the null hypothesis and the other representing the alternative hypothesis. For comparison, we selected the same cases as shown in Table 1. The simulations also attempted to cover those CP, CCC, precision, and accuracy values near their boundaries.

For the simulation when $X$ is random, paired samples were generated from each of the following bivariate normal distribution cases:

1. The null hypothesis case with mean $(.15,0)$, variance $(1.15,1 / 1.15)$, and correlation $\rho_{0}$. Here $v_{0}=.15$ and $\varpi_{0}=$ 1.15 .
2. The alternative hypothesis case with mean (.1, 0), variance $(1.1,1 / 1.1)$, and correlation $\tanh \left[\tanh ^{-1}\left(\rho_{0}+.2\right)\right]$. Here $v_{1}=.1, \varpi_{1}=1.1$, and $h=1$.

For the simulation when $X$ is fixed, we generated univariate normal samples, with equal sample size among the $X=-1,0,1$ values. We let $\beta_{1}=\rho \varpi, \beta_{0}=\left(v^{2} s_{x}^{2} \varpi\right)^{1 / 2}$, and $\sigma_{e}^{2}=s_{x}^{2} \varpi^{2}\left(1-\rho^{2}\right)$ under (5) for the corresponding $v, \varpi$, and $\rho$ values in the following null and alternative cases:

1. The null hypothesis case with $v_{0}=.15, \varpi_{0}=1.15$, and correlation $\rho_{0}$.
2. The alternative hypothesis case with $v_{1}=.1, \varpi_{1}=1.1$, and correlation $\rho_{1}=\tanh \left[\tanh ^{-1}\left(\rho_{0}+.2\right)\right]$.

In each of the these random and fixed cases, we let $\rho_{0}=.95$ and .99 . The samples generated correspond to $n=15, n=30$, and $n=60$. We have a total of 24 situations: 2 cases by 2 levels of precision by 3 levels of sample size for $X$ when random and when fixed. For each situation, 5,000 runs were performed. Tables $2-5$ present the simulation results for cases where $X$ is random and fixed. In all of these tables, the fourth column presents the theoretical value of precision, accuracy, CCC, TDI, and CP for the null and alternative hypotheses.

To assess the robustness of each agreement statistics estimate, in each run, we calculated estimates of the respective transformation of precision $(Z)$, accuracy (logit), CCC $(Z)$, TDI 9 (ln MSD), $\mathrm{CP}_{\kappa 1}$, and $\mathrm{CP}_{\kappa 3}$ (logit). The $\kappa 1$ and $\kappa 3$ values correspond with those in Table 1. The mean and standard deviation of each estimate based on 5,000 runs were computed. The respective antitransformation of each mean estimate is reported in the fifth column. Comparisons between the fourth and fifth columns were used to assess the robustness of the estimates. The standard deviation of each estimate is reported in the sixth column ("Std of estimate"). The mean of the standard deviation estimate of each estimate based on 5,000 runs was also computed. This is reported in the seventh column ("Mean of std"). Comparisons between the sixth and seventh columns were used to assess the robustness of the variance estimates.

To assess the asymptotic normality for the significance level (case 1) and power (case 2) of each estimate at $\alpha=.05$, for each run we computed the proportion of each estimate among 5,000 runs that falls into the respective rejection region (accepting agreement) in Section 4. These proportions are reported in the eighth column ("Proportions in reject region"). The proportions in case 1 represent the significance level while the proportions in case 2 represent the power of accepting case 2 against the null hypothesis of case 1 at $\alpha=.05$. For comparison, the corresponding theoretical probabilities are shown in the last column.

For point estimates, the results showed that all but the precision estimates are robust (i.e., have little bias) for all 24 situations in this study, even when $n=15$. The precision estimate performs well when $X$ is random, but tends to overestimate when $X$ is fixed and the sample size is smaller.

For standard deviation estimates, there was practically no discrepancy between the sixth and seventh columns in all situations. For significance level and power, the results showed that all but the precision estimates are accurate for all 24 situations in this study, even when $n=15$. The precision estimate performs well when $X$ is random, but tends to reject more often due to overestimates when $X$ is fixed and the sample size is smaller. The power of the CCC estimate tends to be larger in the simulation study than its theoretical value.

## 6. EXAMPLES

This section presents two examples based on real data. One example compares the agreement of two instruments in measuring blood counts in human samples, and the other compares the agreement of an assay to measure factor V III against

Table 1. Asymptotic Power of Accepting the Agreement, Where $\kappa 1=1.5 \sigma_{d 0}, \kappa 2=2 \sigma_{d 0}$, and $\kappa 3=2.5 \sigma_{d 0}$ (Random); $\kappa 1=\sigma_{e 0}, \kappa 2=1.5 \sigma_{e 0}$, and $\kappa 3=2 \sigma_{e 0}\left(\right.$ Fixed); and $v_{0}=.15, \varpi_{0}=1.15, n=30$, and $\alpha=.05$

| $\rho_{0}$ | $v_{1}$ | $\varpi_{1}$ | $\rho_{1}$ | Random |  |  |  |  | Fixed |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | TDI | CCC | $C P_{\kappa 1}$ | $C P_{\text {к2 }}$ | $C P_{\kappa 3}$ | TDI | CCC | $C P_{\kappa 1}$ | $C P_{\text {к2 }}$ | $C P_{\kappa 3}$ |
| . 80 | . 05 | 1.05 | . 8332 | . 2601 | . 1936 | . 3128 | . 3258 | . 3330 | . 3905 | . 2623 | . 4246 | . 4468 | . 4625 |
|  |  |  | . 8614 | . 5149 | . 3666 | . 5781 | . 5916 | . 5986 | . 6609 | . 5120 | . 6793 | . 6947 | . 7048 |
|  |  | 1.10 | . 8332 | . 2368 | . 1783 | . 2854 | . 2975 | . 3043 | . 2981 | . 2357 | . 3294 | . 3488 | . 3627 |
|  |  |  | $8614$ | . 4798 | . 3432 | . 5451 | . 5592 | . 5667 | . 5589 | . 4815 | . 5875 | . 6070 | . 6197 |
|  | . 10 | 1.05 | . 8332 | . 2341 | . 1787 | . 2822 | . 2946 | . 3017 | . 3586 | . 2399 | . 3920 | . 4141 | . 4300 |
|  |  |  | . 8614 | . 4757 | . 3421 | . 5413 | . 5562 | . 5645 | . 6238 | . 4786 | . 6459 | . 6637 | . 6756 |
|  |  | 1.10 | . 8332 | . 2126 | . 1643 | . 2564 | . 2677 | . 2743 | . 2702 | . 2144 | . 2993 | . 3178 | . 3313 |
|  |  |  | . 8614 | . 4417 | . 3196 | . 5082 | . 5235 | . 5320 | . 5201 | . 4477 | . 5510 | . 5721 | . 5863 |
| . 90 | . 05 | 1.05 | . 9174 | . 3752 | . 2644 | . 4379 | . 4513 | . 4574 | . 5209 | . 4008 | . 5512 | . 5706 | . 5828 |
|  |  |  | . 9318 | . 6478 | . 4551 | . 6931 | . 7017 | . 7054 | . 7771 | . 6763 | . 7794 | . 7869 | . 7914 |
|  |  | 1.10 | $.9174$ | $.3217$ | $\text { . } 2286$ | $\text { . } 3805$ | $.3933$ | $.3991$ | $.3928$ | $.3438$ | $.4264$ | $.4468$ | $.4601$ |
|  |  |  | $.9318$ | $.5815$ | $4060$ | $6362$ | $.6467$ | $.6514$ | $.6585$ | $.6203$ | $.6766$ | $6910$ | $.6996$ |
|  | . 10 | 1.05 | . 9174 | . 3155 | . 2290 | . 3738 | . 3880 | . 3958 | . 4553 | . 3437 | . 4873 | . 5090 | . 5239 |
|  |  |  | . 9318 | . 5738 | . 4026 | . 6298 | . 6430 | . 6506 | . 7145 | . 6086 | . 7240 | . 7374 | . 7464 |
|  |  | 1.10 | . 9174 | . 2679 | . 1968 | . 3200 | . 3328 | . 3398 | . 3333 | . 2900 | . 3647 | . 3849 | . 3992 |
|  |  |  | . 9318 | . 5082 | . 3562 | . 5700 | . 5846 | . 5927 | . 5872 | . 5495 | . 6110 | . 6303 | . 6434 |
| . 95 | . 05 | 1.05 | . 9589 | . 5814 | . 4117 | . 6323 | . 6391 | . 6391 | . 7259 | . 6291 | . 7357 | . 7431 | . 7454 |
|  |  |  | . 9662 | . 8146 | . 6112 | . 8239 | . 8243 | . 8228 | . 9036 | . 8522 | . 8882 | . 8854 | . 8829 |
|  |  | 1.10 | . 9589 | . 4712 | . 3321 | . 5302 | . 5386 | . 5390 | . 5560 | . 5234 | . 5836 | . 5979 | . 6042 |
|  |  |  | . 9662 | . 7134 | . 5202 | . 7441 | . 7475 | . 7467 | . 7851 | . 7734 | . 7860 | . 7909 | . 7924 |
|  | . 10 | 1.05 | . 9589 | . 4585 | . 3293 | . 5182 | . 5326 | . 5397 | . 6131 | . 5102 | . 6313 | . 6486 | . 6595 |
|  |  |  | . 9662 | . 7020 | . 5089 | . 7356 | . 7468 | . 7532 | . 8249 | . 7532 | . 8153 | . 8234 | . 8290 |
|  |  | 1.10 | . 9589 | . 3588 | . 2598 | . 4164 | . 4296 | . 4355 | . 4390 | . 4058 | . 4684 | . 4881 | . 5006 |
|  |  |  | . 9662 | . 5894 | . 4211 | . 6399 | . 6535 | . 6608 | . 6730 | . 6555 | . 6836 | . 7001 | . 7110 |
| . 95 | . 05 | 1.05 | . 9918 | . 9936 | . 9486 | . 9787 | . 9726 | . 9675 | . 9993 | . 9985 | . 9963 | . 9923 | . 9870 |
|  |  |  | . 9933 | . 9989 | . 9813 | . 9902 | . 9866 | . 9839 | . 9999 | . 9998 | . 9986 | . 9965 | . 9937 |
|  |  | 1.10 | . 9918 | . 9270 | . 8388 | . 9118 | . 8982 | . 8830 | . 9805 | . 9796 | . 9705 | . 9630 | . 9514 |
|  |  |  | . 9933 | . 9697 | . 9186 | . 9502 | . 9401 | . 9301 | . 9951 | . 9951 | . 9867 | . 9824 | . 9763 |
|  | . 10 | 1.05 | . 9918 | . 9241 | . 7875 | . 9099 | . 9195 | . 9220 | . 9856 | . 9711 | . 9676 | . 9692 | . 9640 |
|  |  |  | . 9933 | . 9712 | . 8702 | . 9544 | . 9598 | . 9612 | . 9966 | . 9923 | . 9848 | . 9858 | . 9828 |
|  |  | 1.10 | . 9918 | . 7201 | . 5880 | . 7376 | . 7493 | . 7496 | . 8803 | . 8658 | . 8702 | . 8689 | . 8598 |
|  |  |  | . 9933 | . 8240 | . 6957 | . 8249 | . 8376 | . 8402 | . 9473 | . 9413 | . 9243 | . 9246 | . 9230 |

NOTE: $h=1$ for TDI and CP when $X$ is random, and for TDI when $X$ is fixed.
known target values in test tubes (in vitro). The former is the constant error case when $X$ is random, and the latter is the proportional error case when $X$ is fixed.

### 6.1 Constant Error When the Target Values are Random

Diaspirin crosslinked hemoglobin (DCLHb) is a solution containing oxygen-carrying hemoglobin. The solution was created as a blood substitute to treat acute trauma patients and to replace blood loss during surgery. Measurements of DCLHb in patient's serum after infusion are routinely performed using a Sigma instrument. A method of measuring hemoglobin called the HemoCue photometer was modified to reproduce the Sigma instrument DCLHb results. To validate this modified method, serum samples from 299 patients over the analytical range of $50-2000 \mathrm{mg} / \mathrm{dL}$ were collected. DCLHb values of each sample were measured simultaneously with the HemoCue and Sigma methods. Agreement was defined as having at least $90 \%$ of pair observations over the analytical range of $50-2000 \mathrm{mg} / \mathrm{dL}$ within $150 \mathrm{mg} / \mathrm{dL}$ of each other and a within-sample total deviation not more than $15 \%$ of the
total deviation. This translates into a least acceptable CCC of .9775 ( $1-.15^{2}$ ).

Figure 1 presents the plot of HemoCue versus Sigma measurements of DCLHb. The plot indicates that the withinsample error is relatively constant across the clinical range. The plot also indicates that the HemoCue accuracy is excellent and that the precision is adequate.

Table 6 presents the agreement statistics and the appropriate $95 \%$ upper or lower confidence limits. The CCC estimate is .9866 , which means that the within-sample total deviation is about $11.6 \%$ of the total deviation. The CCC one-sided lower confidence limit is .9838 , which is greater than .9775 . The precision estimate is .9867 with a one-sided lower confidence limit of .9839 . The accuracy estimate is .9999 with a one-sided lower confidence limit of .9989 . The MSD estimate is 6,007 with a one-sided upper confidence limit of 6,875 . The $\mathrm{TDI}_{9}$ estimate is $127.5 \mathrm{mg} / \mathrm{dL}$, which means that $90 \%$ of HemoCue observations were within $127.5 \mathrm{mg} / \mathrm{dL}$ of their target values. The one-sided upper confidence limit for $\mathrm{TDI}_{9}$ is $136.4 \mathrm{mg} / \mathrm{dL}$, which is less than $150 \mathrm{mg} / \mathrm{dL}$. Finally, the $\mathrm{CP}_{150}$ estimate is .9463 , which means that $94.6 \%$ of HemoCue observations are within $150 \mathrm{mg} / \mathrm{dL}$ of their target values. The

Table 2. Results of the Simulation Study When $X$ is Random for Moderate Precision


NOTE: $\quad v_{0}=.15, w_{0}=1.15, \rho_{0}=.95 ; v_{1}=.1, w_{1}=1.1, \rho_{1}=.9662$.
one-sided lower confidence limit for $\mathrm{CP}_{150}$ is .9276 , which is greater than .9. The agreement between HemoCue and Sigma is acceptable with excellent accuracy and adequate precision. The relative bias squared is estimated to be .003 , and so the approximation of TDI should be excellent.

### 6.2 Proportional Error When the Target Values are Fixed

A study was designed to evaluate Dade International's reagent test system for clottable factor V III (FV III) assay. The FV III assay involved measuring modified activated partial thromboplastin time (APTT) with varying dilutions of plasma and specific factor-deficient substrate. Using a reference plasma of known FV III activity, a standard curve was prepared. The dilution scheme of the standard curve started at either $1: 5$ or $1: 10$, and serial dilutions were prepared until the target values were reached. The percent of FV III activity present in plasma was determined by the degree of correction of the APTT. The reagent test system consisted of Dade actin-activated cephaloplastin reagent and Dade factor assay reference plasma. The target values were $3 \%, 8 \%, 38 \%, 91 \%$, and $108 \%$. Each level was assayed for six FV III observations starting at $1: 5$ and $1: 10$. One FV III value started at $1: 5$ at the $91 \%$ target value was missing.

Figure 2 presents the results started at $1: 5$, and Figure 3 presents the same at $1: 10$ for the plots of observed FV III assay results versus targeted values in $\log _{2}$ scale. Note that in Figure 2, four $3 \%$ and two $2 \%$ were observed at the target value of $3 \%$. Circles at the target value of $8 \%$ represents duplicate readings of $8 \%, 9 \%$, and $10 \%$. Duplicate readings of $45 \%$ were observed at target values of $38 \%$. Also note that in Figure 3, four 5\% and two $4 \%$ were observed at the target value of $3 \%$, three $11 \%$ and two $12 \%$ were observed at the target value of $8 \%$, duplicate readings of $49 \%$ were observed at target values of $38 \%$, and duplicate readings of $124 \%$ were observed at target values of $91 \%$. The plots indicate that the within-sample error was relatively constant across the target values in log scale. The precision was good for both, but the accuracy was not as good for the assay started at 1:10.

The client defined an acceptable agreement as having $80 \%$ of FV III assay values over the analytical range of $3 \%-108 \%$ within $50 \%$ from the target percentage values. The client also wanted, in $\log$ scale due to proportional error by dilution, the within-sample total deviation to be not more than $15 \%$ of the total deviation. This translated into a least acceptable CCC of .9775. Table 7 presents the agreement statistics and their $95 \%$ upper or lower confidence limits for the assays started at $1: 5$ and $1: 10$.

Table 3. Results of the Simulation Study When X is Random for High Precision


NOTE: $\quad v_{0}=.15, \varpi_{0}=1.15, \rho_{0}=.99 ; v_{1}=.1, \varpi_{1}=1.1, \rho_{1}=.9933$.

For the results started at $1: 5$, the CCC was estimated to be .9917, which means that the within-sample total deviation is about $9.1 \%$ of the total deviation. The one-sided lower confidence limit was .9875 , which is greater than .9775 . The precision was estimated to be .9942 with a one-sided lower confidence limit of .9908 , the accuracy was estimated to be .9975 with a one-sided lower confidence limit of .9935 , and the MSD was estimated to be .0356 with a one-sided upper confidence limit of .0549 (both at $\log$ scale). The TDI ${ }_{8} \%$ was estimated to be $27.3 \%$, which means that $80 \%$ of observations were within a $27.3 \%$ change from the target values (percentage of percentage values). The one-sided upper confidence limit was $35 \%$, which is less than $50 \%$. Finally, the $\mathrm{CP}_{50 \%}$ was estimated to be .9653 , which means that $96.5 \%$ of observations were within a $50 \%$ change from target values. The one-sided lower confidence limit was .8921 , which is greater than 8 . The agreement between the FV III assay and the actual concentration was acceptable, with good precision and accuracy. The relative bias squared was estimated to be .009 , so that the approximation of TDI should be excellent.

For the results started at $1: 10$, the CCC was estimated to be .9669 , which means that the within-sample total deviation is about $18.2 \%$ of the total deviation. The one-sided lower confidence limit was .9584 , which is less than .9775 . The precision was estimated to be .9947 with a one-sided lower confidence
limit of .9917 , the accuracy was estimated to be .9721 with a one-sided lower confidence limit of .9638 , and the MSD was estimated to be .1308 with a one-sided upper confidence limit of .1677 (both at $\log$ scale). The $\mathrm{TDI}_{8} \%$ was estimated to be $58.9 \%$, which means that $80 \%$ of observations were within a $58.9 \%$ change from the target percentage values. The onesided upper confidence limit was $69.0 \%$, which is greater than $50 \%$. Finally, the $\mathrm{CP}_{50 \%}$ was estimated to be .7016 , which means that $70.2 \%$ of the observations were within a $50 \%$ change from the target values. The one-sided lower confidence limit was .5898 , which is less than .8. The agreement between the FV III assay and actual concentration was not acceptable with good precision and mediocre accuracy. The relative bias squared was estimated to be 3.747 , so the approximation of TDI should be acceptable.

## 7. DISCUSSION AND FUTURE STUDY

### 7.1 Agreement Measurements Summary

Under the normal or log-normal distribution, each of the agreement measurements (MSD, CCC, TDI, and CP) basically measures the same information but from different perspectives. Note that the asymptotic variances of MSD, CCC, precision, and accuracy were derived from the covariance matrix of the sample moments, in which the normality assumption was

Table 4. Results of the Simulation Study When $X$ is Fixed for Moderate Precision
$\left.\begin{array}{cccccccc}\hline \hline \text { Case } & \begin{array}{c}\text { Sample } \\ \text { size }\end{array} & \text { Statistics } & \begin{array}{c}\text { Theoretical } \\ \text { value }\end{array} & \begin{array}{c}\text { Mean of } \\ \text { estimate }\end{array} & \begin{array}{c}\text { Std of } \\ \text { estimate }\end{array} & \begin{array}{c}\text { Mean of } \\ \text { std }\end{array} & \begin{array}{c}\text { Proportion in } \\ \text { reject region }\end{array} \\ \hline & & \text { Precision } & .9500 & .9597 & .2106 & .2126 & .1282 \\ \text { Theoretical } \\ \text { probability }\end{array}\right]$

NOTE: $\quad v_{0}=.15, w_{0}=1.15, \rho_{0}=.95 ; v_{1}=.1, \varpi_{1}=1.1, \rho_{1}=.9662$.
used, even though the point estimates do not depend on the normality assumption. None of the methods proposed in this article is expected to be robust against outliers and/or large deviation from normality.

The interpretation of MSD is difficult to understand. The TD I is desirable as an alternative because of its straightforward interpretation. The CP is the most intuitively clear approach; it mirrors the information provided by the TDI. Both TDI and CP depend on the normality assumption and offer better power for inference than the CCC. The CP would have difficulty discriminating among instruments or assays that have excellent agreement, all because the CP values would be very close to 1. In this case, the TDI can be used to discriminate among these.

When a meaningful clinical range is known and the study is conducted over that range, the CCC offers a meaningful geometric interpretation and is unit free. Furthermore, the accuracy and precision components of the CCC offer more insight. Therefore, the CCC, accuracy, and precision remain very useful tools. Note that when $Y$ and $X$ are not linearly related, the CCC will capture the total deviation. However, it will treat the nonlinear deviation as imprecision rather than inaccuracy.

The CCC, ICC, and Pearson correlation coefficient depend largely on the analytical range and the intrasample variation.

This property makes sense when we want to assess agreement over the range of all potential outcomes. Good agreement over a small range of measurements (e.g., at low concentration only) can not be extrapolated to infer good agreement over a larger range of measurements (e.g., at higher concen-


Figure 1. HemoCue (Vertical) and Sigma Readings (Horizontal) on Measuring DCLHb.

Table 5. Results of the Simulation Study When $X$ is Fixed for High Precision


NOTE: $\quad v_{0}=.15, \varpi_{0}=1.15, \rho_{0}=.99 ; v_{1}=.1 \varpi_{1}=1.1, \rho_{1}=.9933$.
tration). However, caution must be taken when using these correlation coefficients. Comparisons among these coefficients are meaningful only when the clinical study ranges are similar. Ranges by different units can be compared as long as they have similar clinical interpretations.

### 7.2 Categorical Data

The CP has long been used in categorical data by summing the diagonal elements of the joint probability matrix based on assigning subjects' scores to two raters. Cohen (1960) proposed using the kappa coefficient to correct for the probability of agreement by chance. Cohen (1968) later improved the

Table 6. Agreement Statistics and Their Confidence Limits for Example 1

| Statistics | Estimate | 95\% Confidence limit | Allowance |
| :--- | ---: | :---: | ---: |
| CCC | .9866 | .9838 | .9775 |
| Accuracy | . .999 | . .989 |  |
| Precision | . .9867 | 6,875 |  |
| MSD | 6,007 | 136.4 | 150 |
| TDI. 98 | 127.5 | .9276 | .9 |
| CP $_{150}$ | .9463 |  |  |

[^1]

Figure 2. Observed FVIII Assay Results (Vertical, \%) Versus Targeted Values (Horizontal, \%) Started at 1:5.
kappa coefficient by assigning different weights according to the degree of disagreements. Interestingly, CCC becomes the weighted kappa proposed by Cohen (1968). Therefore, we can use the CCC for categorical data in most situations (Robieson 1999; King and Chinchilli 2001).


Figure 3. Observed FVIII Assay Results (Vertical, \%) Versus Targeted Values (Horizontal, \%) Started at 1:10.

### 7.3 More General Cases

This article provides a systematic treatment of modeling agreement measurement methodology based on the most basic bivariate model when $X$ is random and on the regression model when $X$ is fixed. When $X$ is random, the model does not allow us to assess agreement among repeated estimates of the target method. Therefore, it is not known whether any mediocre agreement between two methods may have resulted from imprecision in the target method. In an individual bioequivalence ( BE ) study, measures of the bioavailability are recorded when a patient is given a test formulation twice ( $T_{1}$ and $T_{2}$ ) and a reference formulation twice $\left(R_{1}\right.$ and $\left.R_{2}\right)$ by a four-period crossover design (Schall and Williams 1996). The current FDA guideline is based on the absolute and relative measures of $E(T-R)^{2}-E\left(R_{1}-R_{2}\right)^{2}$. The denominator of the relative measure is $E\left(R_{1}-R_{2}\right)^{2}$.

The many gold standard assays include immunoassays or enzyme assays, which are imprecise. The methodologies and designs used in an IBE study should be adopted for imprecise

Table 7. Agreement Statistics and Their Confidence Limits for Example 2

| Statistics | Estimate | 95\% Confidence limits | Allowance |
| :---: | :---: | :---: | :---: |
| Started at 1:5 |  |  |  |
| CCC | . 9917 | . 9875 | . 9775 |
| Accuracy | . 9975 | . 9935 |  |
| Precision | . 9942 | . 9908 |  |
| MSD | . 0356 | . 0549 |  |
| TDI ${ }_{8} \%$ | 27.347 | 35.010 | 50 |
| $\mathrm{CP}_{50 \%}$ | . 9653 | . 8921 | . 8 |
| Started at 1:10 |  |  |  |
| CCC | . 9669 | . 9584 | . 9775 |
| Accuracy | . 9721 | . 9638 |  |
| Precision | . 9947 | . 9917 |  |
| MSD | . 1308 | . 1677 |  |
| TDI. 8 \% | 58.949 | 69.007 | 50 |
| $\mathrm{CP}_{50 \%}$ | . 7016 | . 5898 | . 8 |

NOTE: Relative bias squared was estimated to be . 009 for the assay started at $1: 5$ and 3.747 for the assay started at $1: 10$ ( $\leq 8$; see sec. 2.4).
assays. More importantly, to prove that a new method is better than a gold standard method, one should adopt the four-period design and principles used in the IBE study. Here we would be in a position to demonstrate an acceptable $E(T-R)^{2}$ and further that $E\left(T_{1}-T_{2}\right)^{2}<E\left(R_{1}-R_{2}\right)^{2}$. We would then translate the measurement into CCC, precision, accuracy, TDI, and CP for better interpretation. Our future articles will address those more general cases.

When assessing the agreement coefficients, there might be situations where some other controllable factors could be present. For example, in a four period crossover bioequivalence study, treatment-order effects might be present. In these situations, we can eliminate these effects by fitting a mixedeffects model with these fixed effects and a random subject effect in the model. Then the methods presented here can be applied asymptotically by letting $Y$ and $X$ represent the respective residuals computed from the model.

Chinchilli Martel, Kumanyka, and Lloyd (1996) extended Lin's CCC to repeated-measures designs by using a weighted CCC. The CCC on multiple raters with robust estimates has been studied by King and Chinchilli (2001). For more general approaches, the use of generalized estimating equations (GEEs) possibly could be used to model the functions of the agreement coefficients. Barnhart and Williamson (2001) used GEEs to model CCC with good results. They used three estimating equations, one to model location sums, one to model the sums of squares, and one to model the cross-products with $Z$ transformation of CCC values computed from functions of the foregoing. Potentially, GEEs also can be used to model MSD, TDI, and CP. This approach is flexible enough to allow comparisons of multiple agreement coefficients in the presence of some explanatory covariates. Such an approach would allow us to compare, for example, the agreements of two competing methods ( $A$ and $B$ ) with a gold standard method $(C)$ or, in other words, to compare the agreement of $A$ and $C$ to the agreement of $B$ and $C$. Thus GEE will fit nicely into the framework of an $\mathbb{B E}$ study for comparing the agreement of $T$ and $R$ relative to the agreement of $R_{1}$ and $R_{2}$, while controlling for period and order effects.

## 8. CONCLUSION

We have summarized various methods for assessing the agreement among individual paired samples when $X$ is random or fixed and when error is constant or proportional. We suggest using CCC, TDI, and CP to summarize the agreement results. These offer the same information from different perspectives. In addition, the coefficients of accuracy and precision should also accompany the results to identify the sources of any disagreement. When we are confident that the data have normal or lognormal distribution, inference should be based on TDI and CP for better power of accepting the agreement. We plan to provide more general approaches regarding all of the above in the future.

For convenience, a validated SAS macro is provided at http://www.uic.edu/ ~ hedayat/ that computes the estimates and confidence limits for CCC, precision, accuracy, TDI, and CP . We can specify when $X$ is random or fixed and the error is constant or proportional, along with the confidence level, CCC, CP, and TDI allowances. The program also generates
the agreement plot of $Y$ versus $X$ with the identity line under a customized scale.
[Received December 2000. Revised July 2001.]
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