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1.1.1 Show that if z = u(x,y) is an integral surface of V' = (a, b, ¢) containing
a point P, then the surface contains the characteristic curve x passing through
P. (Assume the vector field V is C'1.)

Let x = (x(t),y(t), 2(t)) be a characteristic curve through P = (z9, yo,20). It

x(t) a x(to) Zo
must therefore satisfy — |y(¢)| = [b| and |[y(to)| = |yo| and thus the
2(t) c z(to) 20

characteristic curve x is unique.

Define ¢(t) = z(t) — u(z(t),y(t)). Then, we know from the chain rule that

dz ud—x dy =c—au; —bu, =0
Tat aw T ar ’ v

Therefore, ¢(t) = ¢ € R for some constant c.

At t = to, we have that ¢(to) = z(to) — u(x(to), y(to)) = 20 — u(xo,y0) = 0. So,
as ¢(t) is a constant function and ¢(tg) = 0, we see that ¢(¢) = 0. This means
that the integral surface contains the characteristic curve x. Thus, for any
arbitrary point on x, we have that z(t) = u(x(¢),y(¢)).

1.1.2 If S; and S are two integral surface of V' = (a, b, ¢) and intersect in a
curve x, show that x is a characteristic curve.

For a point P € S1 N Ss, we know from Exercise 1 that the surface S; contains
the characteristic curve I'; passing through P. Analogously, the surface Sy
contains the characteristic curve I'y passing through P where 'y NT'y = P. As
a,b,c € C', we know that the characteristic equations have a unique solution.
So, the characteristic curve passing through P is unique. Therefore,

I't =15 € 51 NSy is the characteristic curve.



1.1.4 Solve the given initial value problem and determine the values of x and
y for which it exists:
(a) zuy +uy =y, u(z,0)=azx?

The initial data curve is T': (s, 0, s2). Therefore, the Jacobian evaluated with
the boundary data is

Ts Ty

=1+#0
Ys Yt #

1 s
1

r

Hence, there is a unique solution in the neighborhood of I'. The characteristic
equations are

d

d—izx, x(s,0) = s
dy

— =1 0)=0
=L u(s0)

d

ézya 2(570):52

For the first equation,

d 1
dit”:x = “de=dt = Infa|=t+a(s)

Plugging in the initial condition of 2(s,0) =s = ¢1(s) = In|s|. Hence,

Injz| =t+Inls| = z=se

For the second equation,

d
d—Z:I = dy=dt = y=1t+ca(s)

Plugging in the initial condition of y(s,0) =0 = c3(s) = 0. Hence,

y=t



For the last equation,

dz t?
i s dz =tdt = Z—§+C3(S)

2

Plugging in the initial condition of z(s,0) = s> = c3(s) = s%. Hence,

Combining all three equations together, we see that

r=se = S=uxe

y=t
2,
z= b + s
So, the solution is
t2 2
z=u(z,y) = ) + 5% = y2 + z2e™%

To see if the solution exists for all (x,y) € R?, we can evaluate the Jacobian
for our parameterized equations. We find that the solution exists for all
(z,y) € R%

et set
0 1

Ts Ty

=e 40
Ys Yt #

(b) ux —2uy =u, u(0,y) =y
The initial data curve is ' : (0, s, s). Therefore, the Jacobian evaluated with

the boundary data is

Ts Tt
Ys Yt

J =-1#0

o 1‘

_‘1 —2
r




Hence, there is a unique solution in the neighborhood of I'. The characteristic
equations are

d
d—f =1, x(s,00=0
% =-2, y(s,0)=s
d
d;: =z 2(s5,0)=s

For the first equation,

d
ditczl = dv=dt = z=t+c(s)

Plugging in the initial condition of 2(s,0) =0 = ¢(s) = 0. Hence,

For the second equation,

d
Wo 95 dy=—2dt = y=—2t+co(s)

dt
Plugging in the initial condition of y(s,0) = s = c2(s) = s. Hence,
y=—-2t+s
For the last equation,

d 1
d—j:z = ;dz:dt = In|z| =t + c3(s)

Plugging in the initial condition of z(s,0) =s = c3(s) = In|s|. Hence,

Injz|=t+1In|s| = 2= se



Combining all three equations together, we see that

=1
y=-2t+s = s=2x+y

Z:S€t

So, the solution is

2z =u(z,y) = se' = (22 +y)e*

To see if the solution exists for all (z,y) € R?, we can evaluate the Jacobian
for our parameterized equations. We find that the solution exists for all
(z,y) € R%

Ts Tt
Ys Yt

J = . 2‘:—1750

_‘0 1

1.1.5 Solve the given initial value problem and determine the values of x,y,
and z for which it exists:
(a) zuy +yuy +u, =u, u(z,y,0)=h(zy)

The initial data curve is T": (s1, 82,0, h(s1, s2)). Therefore, the Jacobian
evaluated with the boundary data is

Tgy Tgy Tt 1 0 s
'] = yS1 y82 Yt = O 1 52 7& O
r Zsy Rsy Zt|IT 0 0 1

Hence, there is a unique solution in the neighborhood of I'. The characteristic
equations are

dx

E:$7 .7,'(31’82,0):81

d

d73 =y, y(s1,82,0) = s2

dz

iR z(s1,52,0) =0

d

d;l: = w, w(8178270) = h(51»32)



For the first equation,

dx

1
E:x = de:dt = Inlz|=1t+ c1(s1, 82)

Plugging in the initial condition of z(s1,s2,0) = s1 = ¢1(s1,82) = In|s1].
Hence,

In|z| =t+In|s;)| = z=s€
For the second equation,

d 1
di;:y = Qdy:dt = Inly| =t + ca(s1, 52)

Plugging in the initial condition of y(s1, s2,0) = s2 = c¢a(s1, s2) = In|sa|.
Hence,

Inly| =t+In|sy| = y=see'
For the third equation,

d
£:1 = dz=dt = z=1t+c3(s1,2)

Plugging in the initial condition of z(s1,$2,0) =0 = c¢3(s1,s2) = 0. Hence,

For the last equation,

d 1

CTQ: =w = Edw =dt = In|w| =1+ ca(s1,52)
Plugging in the initial condition of w(sy, s2,0) = h(s1,s2) = c4(s1, S2)
= In |h(s1, s2)|. Hence,



In|w| =t+In|h(s1,s2)] = w=h(s,ss)e"
Combining all four equations together, we see that

r=s1e = sy =xet=zge?

y=s0el = sy =ye t=ye?

So, the solution is

w=u(x,y,z) = h(s1,s2)e’ = h(ze *, ye *)e*

To see if the solution exists for all (z,y, z) € R?, we can evaluate the Jacobian
for our parameterized equations. We find that the solution exists for all
(z,y,2) € R3.

Ts, Ts, Ty et 0 s
J=1Ysy Ys» Yt|=1]0 € 52| #0
0

Zso Zt 0 1

1.1.6 Solve the initial value problem and determine the values of x and y for
which it exists:

(b) uy +Vuu, =0, u(z,0)=2z*+1
The initial data curve is T': (s, 0, s + 1). Therefore, the Jacobian evaluated

with the boundary data is

Ts Tt
Ys Yt

1 1
_ /2
F_‘O o 1'— $2+1#0

T

Hence, there is a unique solution in the neighborhood of I'. The characteristic
equations are



dt

d

L= VE 5,0 =0

dz 9

- = = 1
o 0, z(s,0) = s* +

For the first equation,

C(%zl = de=dt = x=t+c1(s)

Plugging in the initial condition of z(s,0) =s = ¢1(s) = s. Hence,
r=t+s
For the third equation,

dz
E:O = z=co(s)

Plugging in the initial condition of z(s,0) = s> +1 = ca(s) = s? + 1. Hence,
2=52+1
For the last equation,
%:\/5 = dy=+2zdt = yzmt—kcs(s)
Plugging in the initial condition of y(s,0) =0 = c3(s) = 0. Hence,
y=vs2+1t

Combining all three equations together, we see that



r=t+s = s=x—1t
y= 52+1tét:7y =L

s24+1 V2

2=352+1

So, the solution is

z:u(x,y):52+1=(x—t)2+1=(a:—\%)Jrl

To see if the solution exists for all (x,y) € R?, we can evaluate the Jacobian
for our parameterized equations.

X 1 1 st
o Ts Tt _ o 2

= = =vs+l - —
Ys Yt ’ fffﬂ \/82+1’ s2+1

So, the solution doesn’t exist for all (z,y) € R? since the Jacobian can
evaluate to zero. We need to enforce that J % 0. Thus,

21t =0 = Vs2+1= o :>82+1—t
VsZ+1 VsZ+1 s

Hence, J =0 <=t = (s> + 1)/s = s + 1/s. The solution doesn’t exist when
this condition is satisfied. Looking back at our parametrized equations

r=t+s
y=vsZ+1t

We have that the solution doesn’t exist when

1.1.7 Find a general solution:
(a) (= +u)us + (y+wuy =0



Following what is done by the method of Lagrange, we need to find a function
¢(z,y, z) such that ¢(z,y, z) = const is an integral surface of V = (a, b, c).
This means that ¢ is constant along the characteristics and satisfies

ady + b¢y +cop, =0

Let's do this by analyzing the characteristic equations

dx dy dz

x+z y+z2 0

The last equation tells us that z is constant along the characteristics.
Therefore, let

(b(mvyuz) =z=0C

where one can verify that this satisfies a¢, + bgy + c¢, = 0. We now need to
find another function ¥ (z,y, z) such that ¢ is independent of ¢. So, we once
again review our characteristic equations and rewrite them as

Then,

Injz+c|=nly+c|+c

=
= Injz+ca|=h|y+a|+Inlc]
= Injz+c1| =ln|ea(y + 1)

= z+c=cy+ecr)

x4+ c

:> [

y+c

where we see that ayp, + b, + cip, = 0. Therefore, we have found a second
function v, independent of ¢, such that t(z,y, z) = const. This function is

x4+ c _x—l—z
y+a  y+z

Y(x,y,2) =

10



We have now satisfied F(¢,1) = 0 for an arbitrary F' € C1(R?). So, using the
implicit function theorem, we can set ¢ = f(¢) for an arbitrary function f
where f € C*(R). Then, we can find the general solution as

T+ 2 T+u
s=o= 1) = F(252) = 1(E2)

1.1.8 Consider the equation u, + u, = y/u. Derive the general solution
u(z,y) = (x + f(x —y))?/4. Observe that the trivial solution u(z,y) = 0 is not
covered by the general solution.

We first write the characteristic equations as

Then, solving the first equality,

dr=dy = z=y+c = x—y=0

So, we have found a function ¢(z,y, z) such that ¢(z,y,2) = x —y = const.
and can verify that this satisfies a¢y, + bgy + c, = 0. We now need to find
some ¢ (x,y, z) = const which is independent of ¢. By the first and last
equations,

d
de = 22 = dr=z2dz = T =2z = =2z —=x

N

Therefore our second function is ¢ (z,y, 2) = 24/z — & = const. We have that
ahy + bipy + ¢, = 0. Hence, we have satisfied F(¢,v) = 0 for an arbitrary
F € C1(R?). So, we can let ¢ = f(¢) where f € C1(R) in an arbitrary
function. Then,

Vz—z=flzx—y) = 2Vz=z+ f(z—y)
iﬁ:w

(z+ f(z —y))*

= z=u(r,y) = 1

11



To see that u(x,y) = 0 isn't covered by the general solution, we can observe
that for some arbitrary f, where u(x,y) is defined as

(z+ f(z —y))?

u(wy) =

isn't equal to 0 as f is arbitrary. We are not free to choose f so that
u(z,y) = 0. Therefore, the trivial solution u(x,y) = 0 isn't covered by the
general solution.

2.1.1 Consider the initial value problem ., = u?uy + (uzy)? u(z,y,0) =z —y
, uz(x,y,0) =sinz. Find the values of ug, , Uy, , us, , when z = 0.

We have that u(z,y,0) = « — y, therefore u,(x,y,0) =1 and uy(z,y,0) = —1.
If we take another derivative with respect to x, we see that ug,(z,y,0) = 0.

We also have that u,(x,y,0) =sinz. So, u.(x,y,0) = uy.(z,y,0) = cosz and
Uzy(2,Y,0) = uy,(z,y,0) = 0.

Therefore, by the definition of u, .,

uzz(w7y70) = u(x,y,0)2um(oc,y,0)+(uxy(:1c7y,0))2 = ($—y)2 x140= (.’Ii—y)2.

2.1.2 Is the heat equation u; = kuz, in normal form for Cauchy data on the
x-axis? On the t-axis? What form would be Cauchy data (3) take?

The heat equation u; = kug, can be written as u,, = %ut. It is second order
and we can define the initial surface S as

S ={(t,x) e R?: x = 0}

which is in normal form for Cauchy data on the t-axis (where x = 0). It is not
in normal form for Cauchy data on the x-axis. The Cauchy data (3) form
(when x = 0)

u(t7 0) =0
Uz (t,0) = go

2.1.3 Find a solution to the initial value problem wy, = uzy + u, u(x,0) = €,
uy(x,0) = 0 in the form of a power series expansion with respect to y [i.e.,
>0 an(z)y"]. (Note: This is not a Taylor series.)

12



Let ’U,({L‘7 y) = Zzo:o an, (x)yn Thenu Ugx (:I;7 y) = ZZO:O GZ(x)yn and
Uyy (2, y) =D g(n)(n — 1)an(33)y(”_2). AS uyy = uzy + u, we have that

Y ()= Dap(@)y™ ™ =Y an(@)y" + Y an(a)y"
n=0 n=0 n=0

Therefore, we can rewrite the left side of the equation as

D (4 2)(n+ Danga(x)y™ =D an(@)y" + ) an(z)y"
n=0 n=0 n=0

and move all terms on the left hand side to form

(oo}

S (04 2+ Danya(@) — (@) + an() )" =0

n=0

where

((n +2)(n+ Danio —al(z) + an(x)> =0
Therefore,

an () + an()

ant2(v) = m

If we apply our initial conditions, u(z,0) = e and uy(z,0) = 0, we see that
oo

u(@,0) = Y an(@)y” = ao(x) +ar(@)y+ax(2)y’ +as(@)y’ +asla)y’ +- - = "
n=0

Therefore, ag(z) = e*. Similarly,

a1(z) + 2az(z)y + 3az(x)y” + das(z)y® +--- =0

13



Hence, a1 (x) = 0. To find higher coefficients, we review
ar(z) 4+ an(x)

/
n

T
an+2(1:) = (714»)2)(n+1) where n = 0. Then,

0 (z) = ag(x) + agp(x) 26"
’ @) 2!
So, for n =1,2,3,4,5,... we have
@) +a@) 0
“OETee e "
aa(z) = az(x) +as(z)  2e" 22
(4)(3 43 4
L d@) a0
“OE"om @ "
a(x) = al(x) + ays(z) _ er/3 23
(6)(5) (6)(5) 6
@) bas) 0
W= e
1 oser n is even
an(z) = (n)!2 e’,
an(z) = 0,1 is odd
Hence,
u(x,y) =Y an(z)y"
n=0

=ag+ a1y + a2y2 + a3y3 + a4y4 + a5y5 + a6y6 + a7y7 + ...

2e® , 2% , 23

_ = 6
—e+2!y+ 4!y+ 6!y+...
o0
1
:Z 2kemy2k
|
— (2k)

2.1.4 Find the Taylor series solution about z,y = 0 of the initial value
problem u, = sinu,, u(z,0) = 5F.

14



From (4), we have that

o0

d90ku(0,0)
u(w,y) ~ Z yTyjzk
=0 7K

We are given that u(z,0) = ZF. Therefore,

u(0,0) =0
7T
ug(z,0) = 1
Uz (2,0) =0
ou®) (z,0)
- >
=0 Vk>2

We also have that u, = sinu,. Thus, by the chain rule,

\)

uy(x,0) = sinug(z,0) = sin(z)

T2

8

Uye(2,0) = (sinug(x,0))s = cosuy(x, 0)uze
z,0

(z,0)
Uzy(2,0) = (sinuy(x,0))s = cosug(x,0)ugs(x,0

x,0)
dut+9) (z,0)
P St R — 1 > 9
9010y 0 V({+k) >

0
0

Therefore, letting © — 0 we see from (4) that

ﬂ ™ 1

™

2.1.5 Consider the initial value problem u; = uy,, u(x,0) = g(x), where

g(z) = a™z™ 4+ - -+ ag is a polynomial. Find a Talor series solution about
(0,0). Where does it converge?

As uy = ug,, we have that

Ut = (uzz)t = (Uxm)mm = Ugzzx

Uttt = (uzza::r)t = (umwzz)zm = Ugzzzzx

15



Uttt = (uza::rxz:r)t = (uzmmxzz)zz = Ugzzzzrre

Therefore,

0] 0julz,0) = 8,05u(x,0) = g% (x)

By (4), we define the power series of u by

. )
07 0ku(0,0)
u(z,t) = Z Ut et R ‘T,:Lkg’ )tjxk
= k!
_ . 92j+k($)tj$k
il
im0 k!
2j+k=n

(2) + k)! |
jk=0 I

g2j+k (ZL’)

m. So, the Taylor series
] !

where the last equality follows from ag;11 =

solution about (0, 0) is

2j+k=n

2 + k)l .
u(z,t) = Z (j,m)azj—&-kt]xk
5 k!

As the above representation is a polynomial, it is clear that the solution
converges everywhere.

2.1.6 Consider the same initial problem as in the preceeding exercise, but with
g(z) = (1 —ix)~!, which is real analytic for —oo < x < co. Derive the formal
Taylor series solution u(zx,t), but show that it fails to converge for any x,t with

t # 0. Why does this not violate the Cauchy-Kovalevski theorem?

As before, u; = uz,, and we have that

Ut = (uwz)t = (uza:)xa: = Uggzx

Uttt = (uxamx)t = (uxzxx)xa: = Uggrxzx

16



Therefore,

0] Oulx,0) = 8,05u(x,0) = g% (x)

xrxr-x

By (4), we define the power series of u by

0 J ok
u(x,t) = Z 78‘58““”“(0’0%%:’“

1A
o k!
— g tR(x)
= TR
jk=0 I
o0
2k)!
3 Gy
k!
J,k=0

So, the Taylor series solution is

If t # 0, then we notice that the coefficients of u(z,t) depend on (iz)’ which
depends on i. Therefore, there isn’t a unique real analytic solution of u(x,t)
defined in the proper neighborhood. So, we cannot apply the
Cauchy-Kovalevski theorem as there isn’t a unique real analytic solution of u.
Hence, the Cauchy-Kovalevski theorem isn’t violated.

2.1.7 Consider the Cauchy problem for Laplace's equation ;s + tyy = 0,
u(z,0) = 0, uy(x,0) = k' sin kz, where k > 0. Use seperation of variables to
find the solution explicitly. If we let & — oo, notice that the Cauchy data
tends uniformly to zero, but the solution does not converge to zero for any

y # 0. Therefore, a small change from zero Cauchy data [which has the
solution u(x,y) = 0] induces more than a small change in the solution; this
means that the Cauchy problem for the Laplace equation is not well posed.

Assume u(z,y) = X (2)Y (y), then uy, = X" (2)Y (y) and uyy = X (2)Y"(y), so
substitution in the PDE produces g, + uyy = X" (2)Y (y) + X(2)Y"(y) = 0.
We can therefore algebraically separate the variables x and y and set them
equal to a constant —\2,

17



X"(x) _ Y'(y)

_ )2
X)) Y -

Then gives us two equations to solve,

X))
X@) =
Y”(y) o
Y

For the first equation,

X”(x)

X (o) =-X = X'"z)+XX(x)=0

Using the characteristic equation of the form X (z) = ", one finds that

24+ X2=0

with the roots of r = £\i. Therefore,

X(z) = ¢1 cos (Ax) + cosin (Ax)

Next, for the second equation,

Y"(y)

V) A= Y'(y) =AY (y) =0

Using the characteristic equation of the form Y (y) = €"¥, one finds that
r?—A2=0
with the roots of r = +A. Therefore,

Y (y) = cze™ + cpe

18



Our initial data states that u(x,0) = 0. This means that

u(z,0) = X(2)Y(0) = (c1 cos (Az) + cosin (Ax))(es +¢4) =0

and if we expand and reduce terms we find that c3 = —c4. Our next initial
condition is uy(z,0) = k! sin kz. Therefore,

uy(2,0) = X (2)Y’(0) = (c1 cos (Ax) + c2 sin (Az))(c3A — cs\) = k™ ' sinkx
and as c3 = —c4 we have that

uy(z,0) = (c1 cos (Ax) + casin (Az))(—2¢4A) = k™' sinka

If we expand and equate terms, we find that

C1 =
k=X
6203/\:* = 0263:*]6 2

Hence,

u(xy) = X(2)Y(y)
= (c1 cos (Az) + cosin (Az))(cze™ 4 cae™Y)
Y — czeM)

efky)

= (cosin (kx))(cze

(
= ¢y sin (kx) (MY

@

k
Lo k —k
= 51{: sin (kz)(e™ —e™)
= k™2 sin(kx) sinh(ky)

ety — ek

where the last equality follows from sinh(ky) = 5

Next, let & — oco. Then it is clear that the Cauchy data tends uniformly to
Zero as
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u(x,0) =0
lim u,(z,0) = lim k™ 'sinkz =0

k—o0 k— o0

But, as kK — oo, the solution does not converge to zero for any y # 0. We
found that

u(z,y) = k™ %sin(kx) sinh(ky)

It is clear that as k — oo, sin (kz) is bounded. However, we have that as
k— oo

1
sinh(ky) — ieky when y > 0

1
sinh(ky) — —ie_ky when y < 0

as €Y dominates when y > 0 and e~*¥ dominates when y < 0. Then, as the
exponential grows faster than a power,

eky
klim ﬁzoowheny>0
—00
e~ky
klim gz =™ when y < 0
— 00

So, the Cauchy data tends uniformly to zero while the solution does not
converge to zero for any y # 0. Hence, a small change from zero Cauchy data
[which has the solution u(z,y) = 0] induces more than a small change in the
solution; this means that the Cauchy problem for the Laplace equation is not
well posed.

2.2.1.b Reduce to canonical form:

2 2
T Ugg — Y Uyy =0

Here, b — 4ac = 0 — 4(2?)(—y?) = 42%y® > 0, so we have the hyperbolic case.
Then,

20



d 0+ /42292
dy _0++4%y 1y

dx 222 T

So, the characteristic curves are

d
Y_V 4 Inly|+ e =njz] = = z
der =z Y
d
Y__ Y4 Inly|=—Inlz| +1n|ca| = eca=u2ay
dxr x
Let u = zy~! and n =zy. Then, p, = y 1, Hy = —xy~ 2, Nz =y, and 1, = .
Thus,

Uy = Uy fby + UpNy = yiluu + Yyuy,
Uy = Uy fly + UyNy = —xyfzuu + xuy,

Ugy = yfl(uuuﬂw + Upnna) + Y(Upnhte + UpyTl) = 9721‘“# + 2upun + y2u7m

3 4 2

Uyy = 20y~ “ufzyd(Uu/LNyJF“unny)er(“unﬂy+“nnny) =%y “uufzxzyi Uun+2x973u/t+l’2unn

If we substitute these values back into the PDE, z%u,, — yzuyy =0, we form

T Upy — y2uyy = (z2y72ulw + 2x2um, + x2y2u,m) + (—z2y2u,w + 2x2um, — 2:cy71uu - 9:2y2u,m)
= 4x2u,“7 — 2xy_1uu

=0

Therefore,

_ 1 1
Artuyy = 20y~ wy = wy, = Qxyu# = %u#
1
S0, Uy = %uﬂ is the canonical form where y = zy~! and n = zy.

2.2.2.a Find the general solution:

Upy — 2y SINT — Uy, cOS” T — uy cosT = 0

We have that a = 1, b = —2sin(x), and ¢ = — cos?(z). Thus,
b? — dac = 4sin®(z) + 4 cos?(z) = 4 > 0 and the equation is hyperbolic. Then,
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dy  —2sin(z) =+ V4

= 5 = —sin(z) + 1

So, the characteristic curves are

d

d—y:—sin(x)—l—l = y=cos(z)+x+c1 = c=y—x—cos(x)
x

dy .

d—:—sm(x)—l = y=cos(z)—x+c2 = ca=y+z—cos(x)
x

Let pp =y —x — cos(z) and n = y + & — cos(x). Then, p, =sin(z) — 1, p, =1,
Nz = sin(z) + 1, and 7, = 1. Thus,

Up = Upfly + Unne = (sin(z) — 1w, + (sin(z) + 1)u,
Uy = Upfly + UnTly = Uy + Uy

Uggy = ( (J}) 1)(uuu,ux + uunnw) =+ (Sin(x) + 1)(Uunﬂw + Um;ﬁz)
= (sin(z) — 1)%uy, + 2cos?(2)uyy, + (sin(z) + 1)%uy, + cos(z)u,, + cos(x)u,
Uyy = (Uppubly + WunMy) + (Wny + UnnTy) = W + 20 + Uy
Ugy = (sin(x) — 1) (wupbty + wunny) + (sin(@) + 1) (wuntly + wyyny)
= (sin(x) — 1)uy, + 2sin(x)uy, + (sin(z) + 1)y,

If we insert these terms back into

Ugy — 2Ugy SINT — Uy cos?z — uycosx =0

then a large amount of terms cancel and we end up with

Upny =0

Then, if we integrate twice we find that

u=f(u)+g(n)

Substituting p =y — x — cos(z) and n = y + & — cos(x) we have that the
general solution is
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w(@,y) = fly —x —cos(x)) + gy + x — cos(z))

2.2.3 Show that the function

(@, y) = 0 ifx<y
V= (x—y)? ifz>y

satisfies Uy — Uy, = 0 for all ,y. Is u € C*(R?)? Where does u fail to be C??
If x <y, then u(x,y) = 0 and it is clear that uy, — uy, = 0 for all z < y.

On the other hand, if z > y then u(x,y) = (x — y)2. Thus,

u:z:('ray) = (.’IJ - y) =2r - 2y
uy(z,y) = —2(x —y) = =22+ 2y
Uyy (2, y) =2

Therefore, Uzy —uyy =2—2 =0 for all z > y. Hence, ugyy —u,, = 0 for all z,y.

We have that u € C1(R?) as the first derivatives are continuous for x and y.
We can also make uz(z,y) = 0 and uy(x,y) = 0 when « > y so that we don’t
have a jump discontinuity between z <y and = > y.

This same strategy doesn’t work for the second derivatives of u. When z < y,
we have that ug,(x,y) = 0 and uy,(z,y) = 0. But, if > y, then uy,(z,y) =2
and uyy(2,y) = 2. So, we must have some point of discontinuity when the
derivative changes from 0 to 2.

2.2.4 Show that the minimal surface equation
(14 ud) ey — 2ugtiytagy + (1 + u2)uy, = 0 is everywhere elliptic.

Here, a = (1 +u2), b = —2ugu,, and ¢ = (1 + «2). Thus,
Yy Y T

2 — 42,2 2 2

b" — dac = duzuy, — 4(1 + uy) (1 + uy)
— 42,2 2 2 2,2
= dugu, — 4 — duy — duy, — dujuy
:—4ui—4u5—4

= —4(u? + U@Q/ +1)
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Therefore, b? — 4ac = —4(u2 + uf, +1) <0 for every u, and u,. Hence, the
minimal surface equation is elliptic everywhere.

2.2.5 Show that the Monge-Ampere equation ugqtyy — ufcy = f(z) is elliptic
for a solution u exactly when f(x) > 0. [In this case the graph of u(z,y) is
convex.|

As we have a quasilinear or fully nonlinear second order equation, we write
F(:Ea Y, Uy Ugy Uy y Uy Uy s Uyy) =0. Thus,

oF
O G
oF
= —2 z
OUgy Uy
OF
c= Uy
Ouyy

Hence,

2 )
b° — dac = 4uzy — Uy Uy
_ 2

= 4(=f(2))

and if f(z) > 0, then it is clear that % — 4ac = —4f(z) < 0 is elliptic.

2.3.3 Consider the first-order equation wu; + cu, = 0.
(a) If f € C(R), show that u(x,t) = f(z — ct) is a weak solution.

A weak solution must satisfy [ u(vi+cv;)dz = 0 for all v € C3(2). By changing
variables (z,t) to ({,n) where £ = x — ¢t and n = x + ct, we have that u(z,t) =
flx—ct) = f(§). Also, v; = —cvg + cvyy and v, = v¢ + vy, 50 we have v, + cv, =
2cvy,. Hence,

/u(vt + cvg)dx = 20/ F(&)v,(&,m)dédn =0 for all v € Cj(R?)
Q

Therefore, u(x,t) = f(x — ct) is a weak solution.
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(b) Can you find any discontinuous weak solutions?

Take f(u) = f(x — ct) with discontinuous f(s) as

o-{y 5

Then, this discontinuous function is a weak solution.

(c) Is there a transmission condition for a weak solution with jump disconti-
nuity along the characteristic z = ct?

No. The transmission condition is given by

/WW&m—uWthAQmw=0

So, there is not a weak solution with jump discontinuity along £ = 0.

2.3.4 If f € Li,.(Q), define (Ff,v) = [, f(z)v(z) de. Show that Ff is a

loc
distribution in €.

We know that F is linear. We need to show that Fy € D'(f), the space of
distributions. In order to prove this, we need to show that if

Vi = v in Cg°(2) as j — o0

then

<Ff,Uj>4)<Ff,’U> asj — oo

Let € > 0. As v; — v, there exists a compact set K C 2 such that the v;’s and
v are all supported in K. Therefore, we can choose a € > 0 small enough so that

€Avwﬂwée
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Then, as v; — v, we also know that 3N € N such that

lvj(x) —v(z) <€ for all j > N and all z € Q

Therefore, we have that

(Ff,v5) = (Fp,0)

séumquwwwnwsaAUWMMSe

for all j > N. Hence, (Fy,v;) = (Ff,v).

2.3.8 For all n € N, define a function f,, : R — R by

n 1 1

— for—— << —

f71($) = 2 n 1 n
0 for|z|>—
n

Show that f,(x) — d(x) as distributions on R. That is, we need to show that
fn — 6 in D'(R), the space of distributions, as n — oo.

Therefore, we need to show that for all v € C§°(R),

(0,v) = lim [ fo(x)v(z) de=wv(0)
R

n—oo

But, from the definition of f,,, we see that

n n

/an(:v)u(x) dx = 5/_ v(z) dx

1
n

The mean value theorem for integrals states that if g(x) is a continuous function
on [a, b], then there exists a point ¢ € [a, b] such that

b
| sta)ds = g0 o
Therefore, we see that there exists a x,, € [—1, 1] such that
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v(z) de = u(mn)ﬁ

—
sie 3

Hence, we have that

/an(x)y(x) da = Z/_ u(z) dz = v(zn)

where v(z,,) — v(0) as n — oco. Hence, (d,v) = v(0).

2.3.9 If f,(z) and f(z) are integrable functions such that for any compact
set K C Q we have [ |fn(x) — f(z)|dz — 0 as n — oo, then f, — f as
distributions.

We need to show that (f,,v) — (f,v) for all v € C§°(€2). So, we need to prove
that

hm ‘(fn,>—< |—hm ’{fn— |—hm‘/ Hudx| =0

n— oo n— oo

As v € CP°(Q), we know that v must be bounded. Set sup,cg |v(z)] = M
Then,

lim ‘/ fv dx
n— o0

and as [, |fn(z) — f(x)|dz — 0 as n — oo, it follows that

lim ‘/ fv dz
n—oo

Hence, (fn,v) — (f,v) for all v € C§°(Q).

< hm/ |fn fH ‘d$< hm M/ |fn f‘das

—0

2.3.10 Let a € R, a # 0.

(a) Find a fundamental solution for L = d/dxz — a on R (i.e., solve dF/dx —
aF =9).
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We are given that

dF
& WF =
. a 1)

This is a linear first-order ODE. The integration factor is e~ /9% = ¢=9% g0 we
can multiply both sides of the ODE to form

d —ax _ _—ax
%(e F)=¢e"%}

But, e7%*§ = §, so we only need to solve

d
Z(eT ) = §
gl F)

As H' = §, where H is the Heaviside function, we have

d
. 7awF — H/
e F)

thus we can integrate both sides to form

This is one solution to the ODE in the form F = He®. We can verify that
this is a fundamental solution. A method of checking our answer is by using the
definition

LF =6 < (F,L'v) =v(0) for all v € C{°(R)

Here, L = d/dx — a and so its adjoint L’ is defined by L’ = —d/dxz — a. So, by
our definition of F above,
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where the last equality follows since v has compact support.

(b) Show that a fundamental solution for L = d?/d2z*—a® = (d/dx+a)(d/dx—
a) on R is given by

F(z) =

a lsinhazx ifxz>0
0 ifz <0

We have that LF = § is equivalent to (by (55))
(F,L'v)y = / F(z)L'v(z)dr =v(0) for all v € C§°(2)
R

Here, L' = L, so we have that

(F,L'v) = /]RF(.T)(Z/”(SC) — a?v(z))dx

= /OO a~'sinhax (V' (z) — a®v(x))dx
0

:/ a_lsinhax(u”(x))dx—/ asinh az(v(z))dz
0 0
—L+R

where
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oo
L :/ a~'sinh ax (V" (x))dx
0

R= —/ asinh ax(v(z))dzx
0

we need to show that L + R = v(0). So, we can use integration by parts on L
to produce

L = |a 'sinh cw;(z/(x))] o

=0

- /0 "~ coshan(v!(2))dx

The boundary terms vanish as sinh(0) = 0 and v/(x) = 0 when x — oo. There-
fore,

L=- /000 cosh ax (V' (z))dz

If we integrate by parts again, we form

o0
L=v(0)+ / asinh az(v(z))dx
0
Hence, L + R = v(0) and we have shown that (F, L'v) = v(0). Thus, F(z) is a
fundamental solution.

2.3.13.a Using d(u,n) = 6(p)d(n), show that each of the following functions is
a fundamental solution of L = 9% /0udn:

Fi(p,m)=H(wH(mn),  F(p,n)=—H(u)H(—n)
Fs(p,m) = —H(—p)H(n), Fy(p,m) = H(—p)H(—n)

We have that LF = § is equivalent to (by (55))

(F,L'v) = / F(z)L'v(z)dz =v(0) for all v € C§°(Q)
So, we need to analyze the four different cases.
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Case 1: Fi(p,n) = H(p)H(n). We know that H'(x) = 6(x). So, we have that

2
£%wwmm
— 5 (HrwHwm)
= H'(pn)H'(n)
= 6(p)d(n)
=6(p,m)

LF =

Therefore, Fy(u,n) is a fundamental solution.

Case 2: Fy(u,n) = —H(u)H(—n). As H'(—x) = H'(z) and §(z) = 6(—z) we
have by the chain rule that

8 on

8%( —77))
= g (i )
= H'(p)H'(n)

= 6(p)d(n)

= 6(p,m)

Therefore, Fo(u,n) is a fundamental solution.

Case 3: F3(p,n) = —H(—p)H(n). We have that

= 5 (H' - H)

= H'(u)H'(n)
=d(n)é(n)
= 0(p,m)
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Therefore, F5(u,n) is a fundamental solution.

Case 4: Fy(u,n) = H(—p)H(—n). As d6(x) = 6(—=x), we have that

82
ouon H
D~ i ()
o [ n

= H'(—p)H'(-n)

LF,

(H(=mH(-m)

!
(=p)o(=n)
(p)d(n)
5(p,m)
Therefore, Fy(u,n) is a fundamental solution.

3.1.1 Solve the initial value problems:
(a) uy — ugy = 0, with u(x,0) = 2% and u(x,0) = sin(x).

We know that d'Alembert's formula is

x+ct
e t) = Gloat ) ol —e)+ 5 [ nee

We are given that g(z) = 23 and h(x) = sin(z). Therefore,

x+ct
w(z, t) = %((x e+ (@~ et)) + o /7 sin(e)de

—_

1 1
= i(x + ct)® + i(x —ct) — Z—C(COS(x + ct) — cos(x — ct))

1
=23 + 3% — 2—(—2 sin(z) sin(ct))
c

=23 + 3c*t%2 + ¢ L sin(z) sin(ct)

(b) wugs — g, = 2t, with u(x,0) = 2% and uy(z,0) = 1.

32



By d'Alembert's formula and (19) for the non homogeneous wave equation,

x+ct t z+c(t—s)
) = glotarerracge [ n@aerg [ riesae)as

—ct —c(t—s)

We are given that g(x) = 22 and h(x) = 1. Therefore,

) ) 1 z+ct 1 t z+c(t—s)
u(z,t) = =((z + ct) +(x—ct))+—/ d§—|——/ (/ 2sd¢ )ds
2c r—ct 2¢ 0 z—c(t—s) )
z+c(t—s)

dg) ds

= N

(x—l—ct)2+%(m—ct)2+$((x+ct)—(x—ct))+2i/0 25(/96

c —c(t—s)
t
=22+ A+t +/ 2s(t — s)ds
0
t3
=2t Pt o
3.1.2 Solve the initial /boundary value problem:

Upg — Uge = 0 forO<z<mandt >0
u(z,0) =0,u(z,0) =1 forO<z<m
u(0,t) =0,u(m,t) =0 fort>0

using a Fourier series. Using the parallelogram rule, find the values of the
solution in various regions. Is the resulting solution continuous? Is it in C1?

We first want to find a Fourier series solution. We need to find u(x,t) in the
form

u(z,t) = Z an (t) sin(nzx) + Z by, (t) cos(nx)
n=1 n=1
As the boundary conditions are given as

u(0,t) = u(m,t) =0 forallt >0
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we know that b,(t) = 0 for every n. Therefore, we can rewrite u(x,t) as

u(zx,t) = Z an(t) sin(nx)

The partial differential equation is given as uy —uy, = 0. If we substitute u(x,t)
and solve through separation of variables we find that the functions a,,(¢) must
satisfy the ordinary differential equations a’(t) + n%a,(t) = 0. The general
solution to this equation is

an(t) = cp sin(nt) + d, cos(nt)
Where the constants ¢, and d,, are determined by the initial conditions. We

have that

u(z,0) = Z dp sin(nz) =0
n=1

ue(x,0) = Z ney sin(ne) =1
n=1

We can integrate both of these equations to find

2 ™
dy, = — / Osin(nz)dz =0 for every n
T Jo

4 2
w=— [ lsin(na)dr = —(1—(-1)")
c o ), sin(nx)dx 7m2( (-1)™) or every n

Thus, we can rewrite ¢, as

if n is odd

c(n) = { mn?
0 if n is even

which is equivalent to

2(1 — cos(nm))

Cn =
n2m
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Hence, the Fourier series solution is

= m sin((2n + 1)t) sin((2n + 1)z)

n=0
or
2 1-—
= Z cos(n) sin(nx) sin(nt)
T

To find the values of solutions in various regions, we use d'Alembert's formula
and the parallelogram rule to piece together the solution and the domain de-
composition. We apply the same strategy shown in Figure 4.

C3

(P2, 3P12) -~ f--—-f-2-- R2

H"Q A =
2 +/
& D
PIf2, PII2 _—
( ) 5 L1 X Rl
B
g C1 D
¢ c
0 Pl
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In region C1, the solution u is defined by d'Alembert's formula and the solution
is

1 1 x+t
u(x,t):§(0+0)+§/ lede

t—xz t—=x

In region L1, let A = (z,t) in L1 and thus B = (0,t — ), C = ( 5 3 ),
t t
and D = (x; ’x i ). Using the parallelogram rule, we find that w(z,t) =
T+t _ t—x

u(D01) — u(C’Cl)

= .

2 2

In region R1, let A = (x,t) in R1 and thus B = (7r+2x—t7 Tr_;+t
—r—t t— t—
(377 295 7 T+ 5 7T)7 and D = (, HTW) Using the parallelogram rule,

we find that u(z,t) = uw(Be1) — u(Ceo1) = il ;C+ 2 +2 T

)702

=T —X.

T+r—t m—x+t
2 ’ 2

). Using the parallelogram rule, we find that

T+x—t T+t
2 T

In region C2, let A = (z,t) in C2 and thus B = (

T T r+t v+t
_— - D:
(5 5)s and D = (F= 52

u(z,t) = uw(Br1) + w(Dpr1) — u(Co1) =

)70:

T ¢
——=7n—t
2

3.1.3 Consider the initial/boundary value problem:

Upp — Uge = 0 forO<z<mandt >0
u(z,0) =z, us(2,0) =0 for0<z<m
ug(0,8) = 0, uy(m,t) =0 fort>0

(a) Find a Fourier series solution, and sum the series in regions bounded by
characteristics. Do you think that the solution is unique?

We first want to find a Fourier series solution. We need to find u(x,t) in the
form

u(x,t) =

a02(t) + ; an(t) cos(nz) + ; bn (t) sin(nx)

Where a,,(t) and b, (t) are determined by the boundary conditions. Hence,
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Z ) sin(nx) + nby, (t) cos(nx)

= nby(t) =

Therefore, b, (t) = 0 for every n. So, we can rewrite u(x,t) as

u(x, + Z an (t) cos(nx)

The partial differential equation is given as uy — uz, = 0. If we substitute
u(z,t) and solve through separation of variables we find that the functions
ap(t) and a,(t) must satisfy the ordinary differential equations ag(¢t) = 0 and

al’(t) + n%a,(t) = 0. The general solution to these equations are

ap (t) = C()(t) + do
an(t) = ¢, sin(nt) + d, cos(nt)

If we differentiate both of these equations we will find that

ag(t) = co

a,, (t) = ney, cos(nt) — nd,, sin(nt)

We can now use our remaining initial conditions to solve for ¢, and d,.

u(z,0) = z we have that

do |~
u(z, —|— Z ar,(0) cos(nx) =3 + Z dy cos(nz) =z

n=1

and as u¢(z,0) = 0 we have that
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ug(x,0) = 5+ Z a},(0) cos(nz) = %0 + Z nep cos(nz) =0

n=1 n=1

Integrating and multiplying by cos(ma) produces

2
do=m, d,= W(cos(mr) —-1), ¢, =0

2
Therefore, ag(t) = do = m and a,(t) = d, cos(nt) = — (cos(nm) — 1) cos(nt).
™
Hence,

u(z,t) = ao?(t) + Z an(t) cos(nzx) = g + % Z (COS(];# cos(kt) cos(kx)
n=1 k=1

3.1.4 Consider the initial boundary value problem:

Upp — gy =0 for z,t >0
u(z,0) = g(x),ut(x,0) = h(z) forz >0
u(0,t) =0 fort >0

where g(0) = 0 = h(0). If we extend g and h as odd functions on —oo < z < oo,
show that d'Alembert's formula (6) gives the solution.

We know that d'Alembert's formula is

xr4ct
u(z,t) = %(g(x +ect)+g(x—ct)) + 1 / h(&)d¢

2c —ct

We are given that

u(w.0) = 5(9(e) +9(e) + 5 [ (€ = o)

We can calculate u(x,t) by the FTC to form

u(z,t) = %(cg’(x +ct) —cg'(z —ct)) + %(ch(m +ct) + ch(z — ct))
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wi(2,0) = 3 (cg'(v) — g’ (@) + 5 (ch(z) + ch(z)) = h(a)

where

u(0,1) = 3 (atet) +g(—et) + o [ nieyde

CJ_ct

As g(z) and h(x) are odd functions we have that g(—ct) = —g(ct). Hence,

u(0,1) = 3 (a(et) +g(—et) + o [ hipde =0

2¢ —ct

Where we can calculate further derivatives by

uge (2, t) = %(02!],/("5 +ct)+ Pg"(x —ct)) + %(ch'(x +ct) — ch'(z — ct))

e (2, 1) = %(g/(x Fet)+g(m—ct)) + %(h(x +et) — hiz — ct))

U (T,1) = %(g”(:v +ct)+g"(x—ct)) + %(h’(m +ct) —h'(x —ct))

Thus, Uy — ¢y, = 0 and d'Alembert's formula (6) gives the solution.
3.1.6 Solve the initial/boundary value problem:
Upp — Ugpgy = 1 for0<z<mandt>0

u(z,0) = 0,us(z,0) =0 for0<z<m
u(0,t) = 0,u(m,t) = —72/2 fort >0

Describe the singularities (i.e., is u C?? If not, where does it fail? Is u C'?

etc.).

We should first find a particular solution of the nonhomogeneous equation. This
particular solution will reduce the problem to a boundary value problem for the

homogeneous equation (as in 3.1.2 and 3.1.3).

Let's find a particular solution. We will use a method similar to separation of

variables. Assume that
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up<m’t) = X((I})

Then, substituting into the PDE forms

-X"z)=1 = X'"(z)=-1
We can integrate twice to find the solution of the PDE. The solution is

2

X(w):—%—i—am—&—b

The boundary conditions form

up(0,8) =b=0

_ )2 2
up(ﬂ,t):—%errer:T7r = a=0

Hence, a = b = 0 and the particular solution is

The particular solution solves

Up,, — Up,, =1 forO0<z<mandt>0
up(2,0) = —22/2,u,,(2,0) =0 forO<z<m
up(0,t) = 0,up(m,t) = —7w2/2  fort >0

Next, we need to find a solution to the boundary value problem of the homoge-
neous equation

Upp — Ugy = 0 forO<z<mandt>0
uw(x,0) = 22/2,u4(2,0) =0 for0<ax<m
u(0,t) = 0,u(m,t) =0 fort >0

40



We can solve this through separation of variables. In fact, it is identical to 3.1.2
with u(z,0) = 1 replaced by u(x,0) = 22/2.

Looking back to our solution of 3.1.2, we see that we need to change the initial
condition for ¢,, to

£E2

o0
ug(z,0) = nz::lncn sin(nzx) = 5

which produces

2 T .2 2 2,2 2 : —9
— T sin(nz)dz = (2 — ") cos(nm) i_ o sin(n) for every n
nm Jo ™

Hence, we can solve the homogeneous equation wuy, (x,t). The solution is

up(x,t) = Z ¢p sin(nt) sin(nx)

3
Il
_

(2 — 72n?) cos(nm) + 2nmsin(nm) — 2
4

sin(nt) sin(nz)

M

™

3
Il
—

We can then find u(z,t). We have that u(z,t) = up(z,t) +uy(x,t) and therefore

22
sin(nt) sin(nzx) — 5

> — 72n?) cos(nm nmsin(nm) —
oty = 3 2T cos(um) + 2nmsin(r) 2

mn?

n=1

3.2.2 Find the solution of the initial value problem

Ut = Ugg + Uyy + Uy
w(x,y,2,0) =22 + 9%, w(z,y,2,0) =0

(a) by using (37) and (b) by using (39).
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First, we will apply Kirchoff's formula to find the solution. Letting (&, 7, ()
denote a point on the unit sphere 52 C R? and dS be the surface area element
on S?, we see that (as h(z) = 0))

u(m) y7 Z’ t) =

cg\

gl
—
5=

[(x FHE)2+ (y+ tn)Q] dS)

SIS

VR
I
=1‘°"

o

2

[mQ + 2até + 1262 + y? 4 2ytn + t2772]d5’>

SIS

—
5~

[47r(:c2 + %) + 23315/ £dS + 2yt/ ndS + t* £2dS+t2/ n%zs})
S2 S2 S2 S2

Although,

/Szgdszo

which can be verified through explicit calculation using spherical coordinates,
or by symmetry (just split S? into the hemispheres ¢ > 0 and ¢ < 0. You will
find that the two integrals cancel out). By the same reasoning, fSQ ndS = 0.
Therefore, by the rotational symmetry of the sphere we have that

/ §2dsz/ n2dsz/ ¢%dS = 52(15:1/ (§2+n2+<2)d5:1/ s = im
5'2 SQ S2 S2 3 5'2 3 SQ 3

Hence, we can conclude that

ot 8
u(@,y,2,t) = 5 <4W [47r(x2 +y%) + tQ;D =z? +y* + 217

For (b), we need to use the 2d formula given in (39). This is possible since
the data are independent of z. Let's denote (£,7) as a point on the unit disk
D ={(&n): €2 +n* < 1} in the plane. Then (once again, h(x) = 0),
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_ o[t [ (x+t)?+(y+in)?
u(z,y,2,t) = ot (277 /D e e d&dn
_o(t / o? +y? + 2t + 2ytn + (&2 + n2)d§d
S ot\2r Jp /T— €2 — 52 gl
0 _ dédn £dédn
— 2| = + 2xt —
ot 2 1— 2 g2 p\/1—€ 2
ndédn o [ (& +n?)dédn
poyt | ———ee 1 |
b 1-&2—n? D \1—-8& —n?
So, by symmetry
§d€dn nd€dn

pVI-€—np Jpy1-e&—np

Thus, if we switch to polar coordinates (r,0) in the plane, we see that

/ dédn _//2“ rdrdd _%/1 rdr _TF/lds_27r
p/1-8-n2 Jo Jo VI-12 0o V1I—1r2 0 Vs

and

B R

Hence, we can conclude that

ot ok L W 9 9
w(z,y, z,t) = 8t< [%(x +0?) +t BD —2? P+ 2

3.2.3 Use Duhamel's principle to find the solution of the nonhomogenuous wave
equation for three space dimensions uy — c?Au = f(x,t) with initial conditions
u(z,0) = 0 = ug(x,0). What regularity in f(z,t) is required for the solution u
to be C2.
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We are given the nonhomogeneous wave equation with the following initial con-
ditions

uy — 2 Au = f(z,t)
u(z,0) =0 = us(z,0)

By Duhamel's principle, we reduce the problem to the special homogeneous
equations with nonhomogeneous initial conditions

Uy — AU =0 forzeR, t>0,5>0
U(x,0,s) =0 forx eR,s>0
Ui(z,0,8) = f(z,8) forzeR,s>0

Then, we have that

t
u(z,t) = / U(z,t—s,s)ds
0

solves the nonhomogeneous wave equation. In the three space dimensions, we
can apply Kirchhoft's formula (with g(z) = 0 and h(z) = f(x)) to see that

10 t t
Uz, t,s) = yren (t/|§|_1 Ong) +E /5—1 f(z+ctg, s)dSe = 47r/|5|_1 flz+ctg, s)dSe

Therefore,

u(z,t) = /0 U(z,t—s,8)ds = /0 <t1;r8 /|£|—1 flx+c(t = s)E, s)ng) ds

- i /O /gl(t —8)f(x + c(t — s)€, 8)dSeds

Hence, we see that f(z,t) needs to be C? in 2 and C? in ¢ for the solution u to
be C2.

3.2.4 Let Q = {(z,y) € R? : 0 <x <aand 0 <y < b}, and use separation of
variables to solve the initial /boundary value problem
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Upt = Ugg + Uyy for (z,y) € Qand t >0
u(z,y,t) =0 for (z,y) € 9Q and t > 0

2
u(z,y,0) = sin —~ sin %y’ and u(z,y,0) =0 for (z,y) € Q
a

Letting u(z,y,t) = X(2)Y (y)T'(t), we form

XY1T'=X"YT+ XY"T
If we divide every term by XY T, we form

T// XII Y//
T X Y

which must be equal to some constant A. Therefore,

T// X// Y//
=T T =)
T X + Y
Then, acknowledging that XTN = —u?, 1;,” = —12, and TT”
we see that
A=p2+17+w?
Our initial condition tells us that
( 0) . T . 27Ty
u(x,y,0) = sin — sin —=
Y a b
So, we know that
T

Hence, we need to find T'(t). Our initial conditions are
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ul,y,0) = X () (5)T(0) = sin “ sin 2my

b

2

are constants,



T+ w?*T =0
21y

T
O = 1 - i e / O - 0
I'(0) = sin — sin b 1" (0)

Using these alongside the initial condition, u(x,y,t) = 0, we find that

T(t) = cos (”(4"2; b2)§t)

Therefore, our solution is

27y

u(z,y,2) = X(2)Y (y)T(t) = sz'n%U sin — cos <7r(4a—|—b)2t>

ab

3.2.5 Find a formula for the solution v(z, t) = v(x1, x2,t) of the Cauchy problem
for the two-dimensional Klein-Gordon equation:

v = 2Av—m?v forz € RZ and ¢t > 0
’U(JJ,O) = g(.%‘), ’Ut(l‘,O) = h(x)

Using the hint in the back of the book, we define

m
u(m, Y, 2, t) = COS(?Z)U(:E’ Y, t)

Where we can perform a calculation to see that u satisfies the wave equation in
3d, so it is represented by Kirchhoff's formula. Let’s assume that g = 0. Then,
letting (&,n,¢) denote a point on the unit sphere S? C R?, we see that

uegzit) = 1= [ cos (T Ge b))l + ety + ctn)dS (€, C)
S2

47 c

If we let z = 0, then

a.0) = uw.0.0) = = [ cos(mtCIh(a + ety + ct)dS(€n.)
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So, we now follow the derivation of the solution formula for the wave equation
in 2d. We will parametrize the hemispheres ¢ > 0 and ¢ < 0 of S? as graphs

(=+V1-¢-2

over the unit disk D = {(£,7n) : €2 +n? < 1}. This will transform the integral
to (observing that the cosine function is even, so there is no difference between
the integrals in the two hemispheres)

d&dn

" cos (mt 1-—¢2 —nQ)h(J;—Fctf,y—Fctn)
v(z,y,t) (/;

~or T—¢2_ 2

If we now remove the restriction that g = 0, we can calculate the general form
as

ty/1—¢&%2 —n? + cté,y+ct
o) a<t/ws(m & =P gl +cté,y + ct)

~ o\ 2r 1€z 2
" cos(mt 1—52—n2)h(x+ct§,y+ctn)

% D /1_62_172

d& dn) +

d&dn

3.3.1 Let Q be a smooth, bounded domain in R™. For a C? solution u(z,t)
of the wave equation u; = c?Au for z € Q,t > 0, define the energy to be

Eq(t) = 3 [o(ui + ?|Vu|?) dx. If u satisfies either the boundary condition

u(z,t) =0 or Qu/Ov(z,t) = 0 for x € OS2, where v is the exterior unit normal,
then show that Eq(t) is constant.

We consider solutions to the wave equation

uy = AAu,  uw=u(x,t), x€Qt>0

which have a Dirichlet boundary condition

u(z,t) =0 forallz € 9Q,t>0

or a Neumann boundary condition

0
Vu-u:a—q:(x,t):0 for all z € 092,t > 0
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We should assume that u belongs to the space

ue CT % (0,00)) N CLS x [0,0))

We need to show that energy

1
Eq(t) = 7/(uf + 2| Vul?) dx
2 Jo
is conserved. If we take the first derivative with respect to ¢, we find that

d d(1
%Eﬂ(t) = (2 /Q(uf + 2| Vul?) dx) = /Q(ututt + AVu - Vuy) de

But, we know from Green’s first identity that

/ v@ds = /(vAu+Vv -Vu) dx
oo OV Q

Letting v = us, we see that

uta—udS — | wAu dx
o Ov Q

Vu - Vu doe = /
Q )

and the middle term vanishes because of the Dirichlet or Neumann boundary
conditions. For the Neumann boundary condition, we have that %7: =0 on 09.
For the Dirichlet boundary condition, we have that v = 0 on 9Q = u; =0 on
09). Hence,

/Vu-Vut dx:—/utAudx
Q Q

and therefore

iEQ(t) = /(ututt — c2utAu) dx = / we(ug — C2Au) dr =0
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Thus, energy is conserved.

3.3.2 Use the previous exercise to show uniqueness of the solution for the (non-
homogenuous) wave equation uy; = Au + f(x,t) in a smooth, bounded domain
Q C R"™ with either (a) Dirichlet condition v = g on 99, or (b) Neumann
condition du/0v = h on JS.

We need to prove uniqueness of solutions to the initial boundary value problem

uy — 2 Au = f(x,t) forx e, t>0
u(z,t) = y(z,t) forz € 002, t >0
u(z,0) = g(x),ut(x,0) = h(z) for z € Q

where f,~, g, h are given functions, and u is assumed to belong to the space

ue CHQ x (0,00)) N CHQ x [0, 00))

Let's assume that u,v both belong this space and solve the initial boundary
value problem defined above. Then, w = u — v also solves the initial boundary
value problem with f =0,y =0, g =0, and h = 0. So, by the previous exercise,
we see that the energy in 2 must be zero for all £ > 0 as all of the functions are
zero. Hence,

EQ(t) = EQ(O) =0

Although, as Fq(t) is defined by Eq(t) = & [, (w} + ¢*|Vw|?) dx=0, it must
be that w; = 0 and Vw = 0 in © x [0,00). Therefore, w = constant and this
constant must be zero as w =0 at time t = 0. So, w =0 = u=v.

An analogous argument holds if we replace the Dirichlect boundary condition
with the Neumann boundary condition.

3.3.4 The partial differential equation uy = c2Au — g(z)u arises in the study
of wave propogation in a nonhomogenuous elastic medium: ¢(z) is nonnegative
and proportional to the coefficient of elasticity at x.

(a) Define an appropriate notion of energy for solutions.
(b) Verify the corresponding energy inequality.

(¢) Use the energy method to prove that solutions are uniquely determined
by their Cauchy data.
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(a) The energy integral is

1
E(t) = 5/9(|ut|2+02|Vu\2+q(x)u2)dx

We can verify this by differentiating with respect to ¢ to obtain

d

1 n
%E(t) =3 /Q(ututt + ¢ ; Ug, Uy, t + q(T)uuy)de

Integrating by parts then produces

iE(t) = / g (uge — Au+ q(x))dz =0

which shows that E(t) must be a constant.

(b) For any time T € [0,t], let By = {x € R" : |z — 20| < ¢(to — T)}. Consider
the local energy function

1
Eyoto(T) = f/ (u? + 2| Vul* + q(x)u2)’t=Tdm for0<t<ty (1)

2

T

We claim that (1) is a nonincreasing function of T; that is, the following energy
inequality holds:

Er.t0(T) < Egy1,(0) for 0 <1 <ty (2)

To prove (2), we introduce the following notations

{(z,t) : |x — x0| < c(to —1),0 <t < T}

Qe
Cr

{(if,t) : ‘(E — $()| = C(t(] — t),O <t < T}

Notice that 99 = Cx U (Bg x {0}) U (B x {T}), where the unions are dis-

joint. Moreover, the exterior unit normal v on JQ is given on B. x {t}
by v = (0,...,0,1), and on By by v = (0,...,0,—1). On C., the normal
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V= {(V1,...,Vn,Vns1) satisies ¢?(vf + - -+ 4+ v2) = 12 ;; together with the unit
length condition v + --- +v2 + 1/72L+1 =1, this implies

2
1% 1
2 2 n+1
y+...+1/ = = —
! " c? 14 c?

Given a solution u, we define the vector field

V = (2, , . .., 2R, , — (P |Vul? +u? + g(z)u?))

If we calculate the divergence in (z,t), we find

. 7 2
div V = 2¢* (g Ugy + Uz, gy + -+ F Ute, Up,, + Utz )

— 202(umlum1 + ot U, U, ) — 2upug — 2g(x)uuy = 0

The divergence theorem therefore implies

/ V.vdS =0
00+

Now, on C~, the following inequality holds

2up(ug, 1+ -+ Ug, Vi) < |Vul? (uf + q(z)u?)

c 1
< —|Vul + ——
V1+c? cv1+c?

Therefore, we may compute on C+
V.ov= 262Uy (g, vy + -+ 4 Up, V) — (2| Vu? + u® 4 q(2)u?)vpg <0

so in particular

/ V.vdS <0
C't

Then, we have
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0< 7‘7~Vd5+/ V- vdS

By B x{t}

= /7 (| Vul|* + us® + q(x)u2)|t=0dm - /7 (| Vul|® + us® + q(x)uz)]tszm
By B

T

which proves (2),

Elo,to (T) < EIO’tO (0) for 0 <t<t

(c) Let both u and v be solutions to us = c¢2Au—q(z)u on C%(Q x (0, 00)) with
initial conditions u(x,0) = g(z), u(x,0) = h(z) for z € Q. Let w = u — v, then

wy = Aw — g(x)w  forz €Q,t >0
w(x,0) = wy(z,0) =0 forx e

Hence, we know that E(t) = E(0) = 0. It follows that

1
B = 5 [ (i + E1Vul + o)) = 0

since ¢(x) is nonnegative and the third term implies that w(z, t) = 0. Therefore,
u(z,t) = v(z,t).

411 Let Q= {(z,y) e R?:2? +y> <1} = {(r,0) : 0 < r < 1,0 < 0 < 2},
and use separation of the variables (r, 6) to solve the Dirichlet problem

Au=0 in Q
u(1,0) =g(0) for0<0 <27

It is natural to use polar coordinates (r,6) in which the problem becomes

0u  10u 1 0%u
—t——+ —=—>=0 for0< 1.0<0<?2
8r2+1"87’+7"2802 orfsr<iistv<sm

u(1,0) = g(0) for 0 <0 < 2w
If we write r = et ad u(r,0) = X (¢)Y (), then
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r20%u + r0pu + Ofu = 0Pu + Ofu = X" ()Y (0) + X (1)Y"(0) = 0
Separating the variables, we obtain

X”(t) 7Y”(9)

Xt Y0

=A

But Y”(0) + \Y () = 0 has solutions \,, = n? and Y,,(0) = a,, cos nf +b,, sin nf;
notice Yy(f) = ap =const. The equation X”(t) + n?>X(t) = 0 has solutions

Xo(t) = cot +dg and X, (t) = cpe™ + de™™ for n = 1,2,3,.... This means
that ug(r, 0) = —co log r+dg and u, (r, 0) = (a, cos nd+b, sinnb) (c,r~"+d,r")
for n =1,2,3,.... But u must be finite at » = 0, so ¢,, = 0. By superposition

we may write (after relabeling coefficients)
u(r,0) = ap + Z r"™(a, cosnd + b, sinnh)
n=1
But then
u(1,0) = ap + Z(an cosnb + by, sinnf) = g(0)
n=1

which shows that the coefficients a,,b, for n > 1 are determined from the
Fourier series for g(#). Therefore,

1 27

an = f/ g(0) cos(nf)dfd  forn=1,2,3...
T Jo
1 2m

by, = 7/ g(0)sin(nf)dd  forn=1,2,3...
T Jo

Notice, however that ag is not determined by g(6) and therefore may take any
arbitrary value. Moreover, the constant term in the Fourier series for g(6) must
be zero. So, we can write
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4.1.2 Let Q = (0,7) x (0, 7), and use separation of variables to solve the mixed
boundary value problem

Au=0 in Q
Uz (0,y) = 0 = uy(m,y) forO<y<m
u(z,0) =0, u(x,m)=g(z) forO<z<m

Assume u(z,y) = X (2)Y (y). Substitution into the PDE produces

X"(2)Y (y) + X (2)Y"(y) = 0

Separating the variables, we obtain

X(z)  Y(y)

X'@) V')

For the first equation, consider X" (z) + AX (z) = 0. If A = 0, then X" (z) =0
and we can simplify this to find Xo(x) = agz + bo.

Else, if A # 0 then we need to solve X”(z) + AX (z) = 0. By standard ODE
techniques, we find that the roots of the characteristic polynomial are r = +i\.
Therefore, we see that X,,(z) = a,, cos nz + b, sinnz.

The boundary conditions are u,(0,y) = 0 = u,(m,y). So,

ug(0,y) = X' (0)Y (y) =

0 = X'(0)=0
ug(my) = X'(MY(y)=0 = X'(7)=0

(m)

Hence, X((0) = ap = 0 and X/ (0) = nb, =0 = b, = 0. Thus, Xo(z) = by
and X, (z) = a, cosnx.

If we return back to our original equation X" (z)+AX (z) = 0, we can substitute
in the above form to find that —n2a,, cos nz + Aa, cosna = 0. This implies that

A=n? forn=1,2,3,...

So, we now consider Y (y) — AY (y) = 0 or Y (y) — n?Y (y) = 0. If n = 0, then
we have Y (y) = 0 and we can simplify this to find Yy(y) = coy + do.
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Else, if n # 0 then we need to solve Y (y) — n?Y (y) = 0. By standard ODE
techniques, we find that the roots of the characteristic polynomial are r = +n.
Therefore, we see that Y,,(y) = c,e™ + d,e™ ™.

The boundary condition is u(z,0) = 0. So,

wz,0)=0=X(@)Y(0)=0 = Y(0)=0

Hence, Y5(0) = dp = 0 and Y,,(0) = ¢, +d, =0 = ¢, = —d,. Thus,
Yo(y) = coy and Yo (y) = (€™ — e~™) = &, sinh ny,

If we put everything together, we form

uo(x,y) = Xo(2)Yo(y) = bocoy = aoy

un(x,y) = Xp(2)Y,(y) = (an cos nx)(é, sinhny) = a, cos nx sinh ny

So, by superposition, we can write
o0
u(w,y) = aoy + Z ay, cos nx sinh ny
n=1

The above equation satisfies the three homogeneous boundary conditions. For
the non-homogeneous boundary condition, we have that u(z, ) = g(x). So,

o0
u(z, ™) = apm + Z a,, cosnz sinh nm = g(x)

n=1

By the orthogonality conditions of coefficients, we have that

oo

™ ™ N _ _ 1 s
/ g(z)dx = / (aom+ E an cosnx sinhnr)dr = ayr? = ap = / g(x)dx
0 0 0

2
s
n=1

oo
" . " T .
g(xz) cosmx dx = g G, sinh n cosnx cosmz dr = 50m sinh mm
0 0

n=1

99



which implies that

— 2 (7
ay sinhnm = = / g(x) cosnz dx
T Jo

4.1.3 Prove that the solution of the Robin or third boundary value problem (5)
for the Laplace equation is unique when a > 0 is a constant.

We have that

Au=0 in
g—g—l—auzﬁ on 0f)

where a, § are constants with a > 0. We need to prove uniqueness. Assume
that

u,v € C*(Q)NCHQ)

are both solutions to the Laplace equation. Let w = u — v. Then, w satisfies

Aw =20 in
%—f—i—aw:O on 0f)

If we apply Green’s first identity with u,v = w, we find that

/ wa—wdSZ/Vw-Vw dx:/ \Vw|?dz
oo OV Q Q

ow
If we now insert the boundary conditions, — = —aw on 912, we find that

ov

—a/ deSz/ |Vw|*dz
o9 Q

Therefore, in the formula above the LHS is always < 0 while the RHS is always
> 0. So, both sides must equal zero. Hence, w = 0 in 2. As we assumed that
w is continuous on the boundary, we also have that w = 0 in 2. Thus, u=v.

4.1.4 Let © be the unit disk as in Exercise 1.
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(a) Solve the Robin problem (5) for the Laplace equation when o > 0 is
constant.

We are given that the solution by separation of variables on the unit disk is
oo
u(r,0) = ag + Z r"(ay cosné + b, sinnf)
n=1

where the normal derivative on the boundary can be represented as

o0
ur(1,0) = Z n(ay, cosnb + by, sinnd)
n=1
So, we need to consider the new boundary condition of

@—Fau:ﬁ on Of)
v

Through this new boundary condition, we can write the equation above as
o0
B(0) = aap + Z(a + n)(ay, cosnb + b, sinnd)
n=1

Therefore, through the above representation we can find the Fourier coefficients
as

aay = ;/_7; B(0)d0 = ag— % _: B(6)do
(a+n)a, = % /_7r B(0) cos(nd)dfd = a, = m . B(0) cos(nb)db
(a+n)b, = % /: B(0)sin(nd)dd = b, = m : B(0) sin(nb)db
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As a > 0, it is clear that all of the Fourier coefficients for ag, a,, and b, are
well defined. They are all determined uniquely and produce a unique solution.

(b) When a = —1, show that uniqueness fails.

Consider

u(r,0) = r(asin(f) + bcos(0))

with the boundary condition

@—l—au:ﬁ on 0f)
ov

The normal derivative on the boundary is
ur(1,0) = (asin(f) + bcos(0))

0
So, the boundary condition becomes a—z —u = 0. For u(r,0) = r(asin(0)
+bcos(f)), we have that

U _ 4 =0 on dN

{AUO in
ov

Therefore, we can no longer apply the same strategy used in (a). As a and
b are arbitrary, there are many different values of a and b which satisfy both
conditions. Hence, uniqueness fails.

4.1.5 Suppose g(z) > 0 for x € Q and consider solutions v € C?(2) N C*(Q)
of Au — q(x)u = 0 in Q. Establish uniqueness theorems for (a) the Dirichlet
problem, and (b) the Neumann problem.

Let’s consider

Au—q(z)u=20 in
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where g(z) > 0 is assumed to be bounded and continuous in Q. If we also
assume that ¢(z) is not everywhere 0, then there exists a point xg € Q such
that

q(zo) >0

We need to prove uniqueness of solutions in the space

C2(Q)n Q)

subject to the two boundary conditions

u=g on 02

ou
E_h on 0f2

where the Neumann boundary condition isn’t unique if ¢ = 0. So, we assume
that ¢(z) is not everywhere zero.

Next, assume that u,v are two solutions such that u,v € C%(Q) N C1(Q). Let
w = u—v. Then, w = u—w satisfies the original equation with the new boundary
conditions

w=20 on 0f2

520 on 0f)

In either case, we have that

ow
w—-dS =0
/3Q 81/

So, if we apply Green’s first identity with u,v = w and Aw = wq(z) we form

0=/ wa—wdS:/wzq(ﬂc)+|Vw|2 dx
oo Ov Q
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But, the integrand on the RHS is continuous and > 0, so we must have that
w?q(x) + |[Vw|? = 0 in Q. This means that

Vw|?=0 = Vw=0 = w=constant=c in Q

w?q(r) =0 = atz =20, q(x) >0 = w=0 inQ

Therefore, as w = 0 and w = constant =cin Q@ = ¢=0 = w=0
in €. By continuity, we can also extend this to 2. Hence, u = v and we have
established uniqueness for the Dirichlet and Neumann problem.

4.1.6 By direct calculation, show that v(z) = |z—z0|>~™ is harmonic in R™\ {x(}
for n > 3. Do the same for v(z) = log |z — xo| if n = 2.

Assume n > 3, fix a € R”, and set v(z) = |z — a?>~" for z # a.

Then, v(z) = r>~" where

r=lz—al=(x1 —ay)? + (x2 — a2)2 4 - + (zp — ay)?

Therefore,
- - 2(.131' — ai) - T, — a;
T2/ —aa)? + (T2 —ag)? + -+ (X — an)? r
Hence, by the chain rule,
Vg, = (2 —=n)r Ty, = (2 —n)rtT" - 2—n)r "(z; —a;)
r
and
Vgz; = (—1)(2 = n)r " Yoy — ag)re, +(2—n)r "

=(—n)(2 —n)r " Y(x; — az)xZ " i +(2—n)r—"
=(=n)2—n)r "2 (x; —a;)?* + (2 —n)r "

Thus,
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Av = Z Vo, = (—1)(2 = n)r " 22 4 (2 — n)r "
i=1

= (n? = 2n)r "4 (—n% +2n)r "
=0

Next, consider n = 2, fix a € R?, and set v(x) = log|z — a| for x # a. Then,
v(x) = log(r) where

r=lr—al =v/(v1 —a1)2 + (v2 — a2)?

Therefore,

- _ 2(.Ti — ai) _ XT; — a;
Yol (e —a)? T
So, by the chain rule,
1 o
Vg, = Ty = E 72 % (2 az)r_Q

and
Vgo, =T 2 — 2(x; — ag)r 31y,
1 2(x; —a) (m; — ay)
r2 r3 T
1 2w —ay)?
T2 rd
Thus,

r T

22
e e
=0
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4.1.7

(a) If Q is a bounded domain and u € C?(2) N C(Q) satisfies (1), then

maxg [u| = maxpq |u.

Assume that u € C%(Q) N C(Q2) and that Au = 0 in . We need to show that
max|u| = max|ul
O o

Observe that this is the same as the standard weak maximum principle where
u is replaced by |u|. Assume that € is bounded. We first need to show that

max|u| > max|ul
Q o9
But, this is obvious since 2 contains 9. So, we need to show that
max|u| < max|ul
Q 29

As |u| is continuous and 2 is a compact set, we know that |u| must obtain a
maximum. Therefore, 3 21 € Q such that

[u1)] = max]u|

WLOG, we may assume that u(z1) > 0 (otherwise, if u(x1) < 0, then we could
replace u by -u). Thus,

u(zy) = max|u|
)

As u(z1) > 0, this implies that maxg u = maxg |u|. We know from the standard
weak maximum principle that

max u = max u
a o9
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Therefore, we see that
max|u| = u(z1) = max v = max u < max|ul
Q Q o0 1)

Thus, max|u| < I%%XM and we have that maxg |u| = maxaq |ul.
9)

) f Q= {xr € R": |z|] > 1} and u € C?(Q) N C(Q) satisfies (1) and
lim| |00 u(z) = 0, then maxg |u| = maxpq |ul.

Assume that u € C%(Q) N C(Q), Au = 0 in ©Q, and lim|;_o u(z) = 0. Also
assume that

Q={zeR":|z|>1}

which is an unbounded set. We need to show that
max|u| = max|ul
Q F)9)

Similar to (a), it is obvious that maxg |u| > maxpq [u|. So, we need to prove
that

max|u| < max|u
Q EIy)

To do this, let’s split up the set into Q2 = {z € R : || = 1} and Q = {x €
R™: |z| > 1}.

For 00 = {z € R™ : |z| = 1}, it is clear that the maximum is obtained.
Ihis set is compact, so we can repeat the argument used in part (a). For
Q= {x € R" : |z|] > 1}, we need to do something different. This set is
unbounded, so we will need a different approach of attack.

On Q = {z € R" : |z| > 1}, assume that u is not everywhere zero. If u was

everywhere zero, then we would have nothing to prove. Let

M :=suplu| >0
Q
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As lim;| o0 u(z) = 0, there must exist a R > 0 such that

M
#>R = @<y
Define

Br:={z:1<|z| <R}

Then, Bp is compact. So, the maximum of |u| is obtained. Therefore, 3z, € Bg
such that |u(z1)| = maxp, |u|. But, as |z| > R = |u(z)| < &, we see that

M = max]u|
Qr
Thus, the sup of |u| over Q is the maximum. Hence,
|u(z1)] = max|u| = max|u|
Br Q
Analogous to part (a), we may assume that WLOG u(x1) > 0. Then,
u(z1) = max|u| = max|u|
Br Q
So, from from the standard weak maximum principle in Bg, we know that
max u = max u
Br o0
which allows to conclude that

max|u| = u(z1) = max v = max u < max|ul
Q Br o0 529

Thus, max|u| < I%%X‘ld and we have that maxg |u| = maxaq |ul.
Q

4.2.1
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(a) If n =2 and a = 1, show that (44) is equivalent to

1= 9(¢)d¢
u(r,6) = 27 /0 1472 —2rcos(f — @)

The Poisson integral formula is given by

o o)
(©) / :

AW, z|=a ‘.73 - é‘ln

Replacing n = 2 and a = 1, we have that w,, = 27 and thus

2m z|=1 |$ _§|2

But, this is the same as integrating over a circle of radius 1. Therefore,

_ 1= T g(9)
O

where we set £ = (rcos6,rsinf) and x = (cos ¢, sin ¢) to form

|z — &> = |(r cos @ — cos ¢, rsin @ — sin ¢)|?
=12 cos?§ — 2r cos f cos ¢ 4 cos? ¢ + 12 sin? § — 27 sin @ sin ¢ 4 sin® ¢
= r%(cos? § + sin® §) + (cos? ¢ + sin? ¢) — 2r(cos O cos ¢ + sin A sin ¢)

=7% 41— 2r(cos(d — ¢))

Therefore,

I 9(¢)d¢
u() = 27 /0 1472 —2rcos(6 — ¢)

(b) Use (a) and Exercise 1 in Section 4.1 to verify the formula
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1—r2 27 cos(ko)deo

k

ko =

oS 27 /0 1472 —2rcos(d — ¢)

where k is an integer and 0 < r < 1.

We have that g(0) is the boundary condition of the PDE. So, we want to find a
function wu(r, @) solving

{Au:O in Q *)

u(l,0) =¢g(0) for 0<0<2rm

The function u given by the Poisson formula is the unique solution to the prob-
lem, so if we have any function solving (%), then that function must be equal to
the Poisson integral.

In particular, from Exercise 1 in Section 4.1 we have that

9?u  10u 1 0%u
4 =0 for0< 1.0<0<?2
5‘r2+r87’+7"2802 orisr<list<an

u(1,6) = g(0) = cos(k0) for 0 <0 < 2w

Substituting u(r, 8) = r* cos(kf), we see that it satisfies both of the hypothesis
as

1 1

Upp+—Up+—5 Ugy = (k2 —k)7* =2 cos (k@) +(k)rF =2 cos(kf) — (k2)r* =2 cos(kf) = 0
r r

and

u(1,6) = 1% cos(k#) = cos(kh) = g()

So the function u(r,#) = r* cos(k#) solves (x) with g(f) = cos(kf). But, since
the solution is unique, this means that

12 f27 cos(kg)
koo -
¥ cos(kf) = o /0 1472 —2rcos(f — ¢) a0
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4.2.2 Let  be a bounded domain and f € C*(Q). Show that in fact the
domain potential (29a) satisfies u € C**1(2). Conclude that f € C°°(Q) implies
u € C®(Q).

Assume that Q is a bounded domain and f € C*(Q). The domain potential is
given by

ulz) = /Q Kz — ) f(y)dy

where u defines a solution to Poisson's equation Au = f. As f is an integrable
function on the bounded domain €2, we know from (56) in Section 2.3 that w is
at least a distributed solution of Au = f in R™ (extend f by zero outside Q).

Therefore, we have satisfied the conditions of the proposition on page 114 as
Q is bounded and f € L'(Q). This shows that the domain potential (29a)
satisfies u € C¥+1(Q) as part (i) of the proposition guarantees that u is C> and
harmonic in R" \ Q.

Next, assume that f € C°°(Q). We will need to generalize the proof of part (iii)
of the proposition to show that u € C*°(1).

Observe that if f € C°°(Q), then the same proof will hold (all that will need
to be changed is the number of derivatives taken). We can assume that f €
C*(Q). Then, we can argue analogously through the divergence theorem to get
an equivalent form of (29d) for k derivatives. This shows that u € C*+1(Q).

Stronger results follow from the notion of Holder continuity which allows one
to weaken substantially the hypothesis f € C*(€) (cf. Section 6.5), and the
conclusion u € C?(Q) may be obtained for sufficiently smooth domains (cf.

Section 8.2).

4.2.3 The symmetry of Green's function [i.e., G(z, &) = G(&, x) for all z,£ € Q]
is an important fact connected with the self-adjointness of A.

(a) Verify t?e) symmetry of G(z,&) by direct calculation when Q = R? and
Q= B,(0).

First, we know that |z —§{| = |{ — x| and |v — | = |€* —2|. In @ =R’} we can
directly calculate

G, §) =Kz —§) - K(x—¢) = K(§ —2) - K(§" —2) = G(§, 7)
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For Q = B,(0), we have that

z—E&)— og (L2 — ifn=
a@,g){K( §) = gplog (e —¢7)) ifn=2

K(z—¢) — (&) K@ —¢) ifn>2

and

K —2)— Elog (Elgr —af) ifn=2
G(g’x){m 2 (B 2K(E —a) ifn>2

which are equivalent as K (z) is radially symmetric as discussed in the beginning
of section 4.2.

(b) Prove the symmetry of G(x, &) when Q is any smooth, bounded domain.

We need to show that G(z,£) = G(&, x) for all z,£ € ) where x # £. Pick e > 0
such that B(x), Be(§) C Q and Be(z) N B(§) = 0.

Then, apply the second green formula (7) to the domain Q. = Q\(B.(x)UB(&))
where u(z) = G(z,z) and v(z) = G(z,£). This forms

0= /Q (G(z@)AG(z,x) - G(z,x)AG(z,ﬁ))dcc

€

where
G(%,6)AG(z,x) — G(2,2)AG(2,€) =0

which reduces to

G(x,§) = G(&x)

by observing that G(z, &) AG(z,x) = G(2,£)0(z—x) = G(x, ) and G(z,2)AG(2,£) =

G(z,2)0(z - €) = G(E, ).

4.2.4
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(a) Use the weak maximum principle (16) to prove that G(z, &) < 0 for z, & €
Q with « # &.

We need to prove that G(x, &) < 0 for z,£ € Q with x # £. Fix z € Q. We have
that

G(x,8) = K(z — §) 4+ wa ()

where w,(§) must satisfy

Acw, =0 in Q
wy (&) = —K(x—§) for & e

So, £ — G(x,£) is harmonic for £ € Q, z # £ with
G(z,&) =0 for & e 0N

As w, is a bounded function and K(z — &) — —oo as £ — x, we see that there
must exist some 7 > 0 such that B,.(z) C  and

G(z,&) <0 for ¢ € B.(x) where £ # x

Therefore, in the set Q' = Q\ B,.(x), the function £ — G(z,§) is harmonic with
boundary values < 0 since

0 for  £€ 00
0 for ¢ € B,(z) where £ # z

Thus, by the weak maximum principle, G(z,&) < 0 for £ € Q' which includes
all £ € Q where £ # x.

(b) Use the strong maximum principle (15) to prove that G(x,&) < 0 for
z, & € Q with x # &.
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We have already shown that

G(z,&) =0 for £ e o

G(z,6) <0 for ¢ € B,(z) where £ #x

So, £ — G(z,&) is not constant in Q'. Thus, the strong maximum principle
assures that we have no interior maximum point. That is, G(z,£) < 0 for all
& € Q' which includes all £ € Q where £ # x.

4.2.7 If u € C(Q) satisfies the mean property of Section 4.1.d, then u is harmonic
in Q.

Assume u € C(Q) and satisfies the mean value property:

u(e) = — w(é +rz)dS,  if B(€) € Q

Wn, |m|:1

We need to show that u € C?(Q) and Au = 0.

Fix a ball B,(§) such that B,(§) C Q. Using Poisson's formula on this ball,
with boundary values u|gp, (¢), we can apply Theorem 4 on page 122 to find
a harmonic function v € C%(B,.(¢)) N C(B,(€)) such that v(z) = u(z) for z €
9B.(¢).

We will now show that u = v in B.(£). To see this, note that u — v satisfies the
mean value property (as both w and v do). Therefore, the maximum principle
holds (as the proof of Theorem 3 on page 109 works for any continuous function
satisfying the mean value property) for u — v on B,.(§), so we get v —v < 0 in
B,.(£). Applying the maximum principle again to v — u produces v — u < 0 in
B, (&), and we conclude that u — v = 0 in B,.(§). Hence, u = v in B,.(£).

Theorem 4 guarantees that v is harmonic. As we have shown that v = v in
B,.(£), we see that u is harmonic in .

4.2.10 Suppose u € C?(Q) is harmonic, u > 0, and B, (0) C Q.

(a) Use (44) to show

" 2a—lg),
(a )



The Poisson integral formula is given by

ool o)
(©) / ,

aWwnp, z|=a ‘(E - §|n

where g denotes the the value at the boundary of the sphere. As wu is harmonic
and B,(0) C Q, we see by Theorem 4 that the function g is the same as the
function u on the boundary.

By the triangle inequality, we have that

|z =& = || = €]

So, we know that

o = &" = fa]* = |§]" = (Jz] = D)™ = (a = [€))"

Therefore, substituting u = g at the boundary,

u(z) u(z) _ 1 u(x
/|I_a |z — f|”dsx = /:E|_a (a— &) 15 = (a— € /|x|_a (e)dSs

In class we showed that

/ dS, = a" tw,
|z|=a

So, recalling that the Gauss Mean Value Theorem states that the value at the
center of the sphere is equal to the average of the sphere, we see that

/ w(z)dS, = a" tw,u(0)
|z|=a
which implies that

a— |£|2 an_lwn

a2 (a+¢])
aw (a g0 =

u(f) < W

u(0)
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To get the second inequality, we apply the second form of the triangle inequality

|z —&] < Ja| + €]

to form

|z —&" <"+ [§]" < (Ja] + €)™ = (a + [€)"

Proceeding in the same manner as before with u = g at the boundary,

u(z) u(z) _ 1 e
L_a |zs|nd5$2/m|_a @r1er ™ = e /m_a (z)dS:

where

/ u(z)dS, = a™ *w,u(0)
|z|=a
implies that

a— |£|2 anilwn

a2 (a—¢])
aon arpey 0=

(a+ghm1

u() = u(0)

(b) Prove (45)

I will prove an equivalent form of Harnack's Inequality.

Theorem 1. Suppose that Bs,(0) is an open ball in R™. There is a constant C
depending only on the dimension n such that

supu < C inf u
B,(0) B,(0)

for all functions u that are non-negative and harmonic on Ba.(0).

Proof. Choose x,y € B;-(0). We need to show that u(z) < Cu(y). Let d < 2r
be the distance between = and y, and pick w and z one and two thirds of the
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way from z to y. We are given that u is positive and harmonic on B, (z) and
that B, s(w) C By(z). So, we can use the mean value property to see that

_ 1

u(w) = vol B, /3(w) /Brm(w) Y
J— 3”
~ vol B,.(x) /Br/g(w) b

3TL
< °
~ wvol B,(ﬂf) /B,(;E) !
< 3"u(x)

Analogously, if we compare w, z and z,y, we get
u(w) < 3"u(z)
u(z) < 3"u(y)

Combining all of these distances we have

u(w) < 3% u(y)

where C' = 3°" as needed. O

4.2.11 Use (46) to prove Liouville's theorem.

We need to prove Liouville's theorem which states that if u € C?(R") is har-
monic and bounded, then wu is constant.

Equation (46) on page 122 states that

[Vu(zo)| <

n
—  max |u(x)]
@ x€0Bg(x0)

But, since we know that u is bounded, we can let C = n( max u(x)|) to
z€0B,(z0)

form

[Vu(zo)| <

=21Q
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for every g € R™ and all @ > 0. As C' is independent of zg and a, we let a — oo.
Then, Vu = 0 for every zo € R™. So, u must be a constant.

4.3.1 Show that if u € C?(Q) is subharmonic then Au > 0 in Q.
First, let’s define u € C*(Q) as subharmonic if it satisfies

1

u(ry) < ——
( O) - wnr”—l

/ u(y)dABBT(Io) (v)
6B1v(a:0)

for all xg € Q where r > 0 and B,.(zg) C Q.

We will argue by contradiction. Assume that there is an xg € 2 such that
Au(zg) < 0. For concreteness, assume that Au(xg) = —06 < 0.

As u € C?(R), there exists a rsy < dist(zg, Q) such that

[ Nu(ao) — Aufy)| <

for all y where |xg — y| < 7s5. In particular, Au(y) < —0/2 in By, (xo).

So, let’s define ¥(r) according to

1
U(r) = —1 = / w(y)dAop, (z0)(y)
SB,.(a:g)

- OJn’I”n_l

Then, for r < rs, we have that

1 1 1)
V' (r)y=— Au(rz + xg)dz < —— r?~dz <0
wn J B, (0) wn JB,(0) 2

As u € C?(Q), we have that lim,_,o+ ¥(r) = u(zo). Thus, by the above equa-
tion, we see that U(r) < u(xg) for r € (0,75). This is a direct contradiction to
the subharmonic property

1

P
u(f,Co) - wnr”*1

/ w(y)dAos, (o) ()
BBT (3:0)

for all xg € Q where r > 0 and B,(zg) C .
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4.4.2 Let Q = (0,a) x (0,b) x (0,c¢) C R®. Find the Dirichlet eigenvalues and
eigenfunctions for A in .

Following (62) we first write

Upy + Uyy + Uz + Au =0 in Q

u(x,0) =0 = u(z,b) for0<z<a
u(0,y) =0 = u(a,y) for0<y<bd
u(0,2) =0 =u(c, 2) for0<z<c

Then, letting u(z,y, z) = X (2)Y (y)Z(z), we form

X'"YZ+XY"Z+XYZ"+AXYZ =0

If we divide every term by XY Z and move A to the RHS, we form

T T |
X + Y + Z
Then, acknowledging that XTH = —u?, 3;,” = —12, and Z7N = —w? are constants,

we see that

So, we first need to solve

X//+/L2X:0
X(0) =0 = X(a)

mmnx

which produces i, = M7 ond Xm(z) =sin for m =1,2,.... Similarly,
a

a

Y"+12Y =0
Y(0) =0=Y(b)

produces v, = n%r and Y,,(y) = sin n—zy for n =1,2,.... Lastly,
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7"+ w?Z =0
Z(0)=0=Z(c)

k k
produces wy = T and Zk(z) = sin T for k = 1,2,..... Therefore,
c c

m2 n? k?

2
Amnk 71-(724_724_072)
and

mrx . nny . kwz
in —= sin —
c

b

u(z,y,z) = X(2)Y (y)Z(z) = sin

4.4.3 Consider the initial/boundary value problem with forcing term

ug = Au+ f(x,t) forz e Qandt >0
u(z,0) =0, us(z,0) =0 for z €
u(z,t) =0 forz € 9N and t >0

Use Duhamel's principle and an expansion of f in eigenfunctions to obtain a
(formal) solution.

Method 1: First, by Duhamel's principle, we can rewrite the system of equa-
tions above as

Uy — AU =0 forxeQandt >0
U(z,0,s) =0 for x € Q
U(z,t,s) =0 for x € 02 and ¢t > 0

Ui(z,0,s) = f(x,s) forxz e

We will solve the problem through eigenfunctions of the A operator. By review-
ing (74), we see that



Let

Then,

U () pn(2) + MUn () () =0 = U/ (t) + M\ Un(t) = 0 for every n

By (77), we know that the solution to (74) is given by

U(z,t) = i (An cos \/Ant + By, sin \/Et) dn(T)

n=1

where
U,(t) = (An cos \/ A\t + By, sin v/ )\nt)
At t = 0 we obtain U, (0) = A,, and U/ (0) = B,+/\,,. Therefore,

glx)=0 = A,=0

U, (0)=Buy\/A=b, = B,=

ﬁ\?
3

So, our solution is

U(z,t,s) = Z (Bn sin \/Et) Pn(x) = Z b"\/f\i) sin(v/Ant)dn (z)
n=1 n=1 n

and we can therefore solve u(z,t) through Duhamel's principle

u(z,t) = /Ot U(z,t—s,8)ds = i (b\;f\i) /Ot by (s) sin (m(t - s))ds
n=1 n
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Method 2: We expand u in terms of the Dirichlet eigenfunctions of Laplacian
in Q.

Aoy + Apdp =0 in Q, n = 0 on 90

Assume
W) = 3 a0, ) = [ on@utont) da
f(xvt) = Z fn(t)(bn(x)a fn(t) = 0 ¢n($)f($,t) dx
Then,

an(t) = /Qqﬁn(z)utt dx
= / On(Au+ f) dx
Q

:/sz)nAuder/qunf dz
:/QAgbnudx—k/qu)nfdx

_ —An/Q¢>nu d:v+/9¢nf d
= _/\nan(t) + fn(t)

We also have that

an(0) = /Qqﬁn(w)u(x,O) dx =0

a, (0) = /Q(;Sn(x)ut(z,O) dr =0

where we used Green's formula. Thus, we have an ODE which is converted and
solved by Duhamel's principle:
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which implies that

@’ + Apin =0
in(0,8) =0
ay,(0,8) = fu(s)

or

an(t) = /Ot an(t—s,8) ds

With the anzats a,(t,s) = c¢1cos VAt + casiny/A,t, we get ¢ = 0,c0 =
fn(8)/v/ A, or

sin v At

an(tv'S) = fn(‘S) \/E

Duhamel's principle gives

' sin(vAn (t — 5))

an(t):/o an(t —s,8) ds = ; fn(s) ow ds

where

4.4.4 Suppose the forcing term in the previous exercise is f(z,t) = A(z) sinwt.
Find the (formal) solution when (a) w? # ), for any of the eigenvalues \,,, and
(b) w? = \;, for some k (resonance).

From the previous problem, we found that



u(z,t) = /Ot U(z,t—s,s)ds = f: (Zi;L/\m)/Ot fn(s)sin (\/E(t - s))ds
n=1 n

If we let f(z,t) = A(x) sinwt, then we have

u(z,t) = /Ot Uz, s)ds = Z a"j% bln(ws) sin (\/E(t — 8))d8

0

where by reducing a trigonometric identity we find that

/t sin(ws) sin (\/E(t - s))ds — Y sin(vAnt) — v sin(w?)

w? — A\,
Therefore,
> an wsin(v/A,t) — /Ay, sin(wt
u(w,t) = Z W ( wg — ( )qﬁn(aj)
n=1 n n
with

an:/QA(m)¢n(x)d:U

For (a), if w? # ), for any of the eigenvalues \,, then the solution is defined
for all eigenvalues as the denominator isn’t zero. For (b), if w? = Ay for some
k, then the solution is undefined at all the eigenvalues where w? = \j.

4.4.5 Let 2 = (0,a) x (0,b) and consider the initial/boundary value problem

uy = Au forzxeQandt>0
w(z,0) = g(x),u(z,0) = h(z) forz € Q
9u(z,t) =0 for x € 9Q and t > 0

(a) Find the eigenvalues and eigenfunctions for the associated Neumann prob-
lem on €.
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Letting u(z,y) = X(2)Y (y), we form

X"Y + XY" +AXY =0

If we divide every term by XY and move A to the RHS, we form

X// Y/I
Z T — )\
X Y
Then, acknowledging that XTH = —u? and 3;” = —1? are constants, we see that
A= p?+ 02

So, we first need to solve

X'+ 12X =0
X'(0) =0 = X'(a)

mmnx

which produces p,, = mr and X,,(x) = cos for m =1,2,.... Similarly,
a

Y+ 12Y =0
Y'(0)=0=Y'(b)
produces v, = n% and Yy, (y) = cos % for n =1,2,.... Therefore,
m2  n?

)\mn = 772(0172 + b?)
and

mmnx nmy
cos ——

u(z,y) = X(2)Y (y) = cos 2

(b) Find the solution as an expansion similar to (77).
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The only difference between the Neumann problem and (74) is that the eigen-
functions are now represented with cos instead of sin. So, we can argue analo-
gously as in the application of the wave equation to derive (77) as

— i (An cos v/ At + By, sin \/Et) on(2)
n=1

5.1.1 A square two-dimensional plate of side length a is heated to a uniform
temperature Uy > 0. Then at t = 0 all sides are reduced to zero temperature.
Describe the heat diffusion u(z,y,t).

We are given Dirichlet boundary conditions. Therefore, the eigenfunctions of
the Laplacian are

ori(z,y) = sin (lm:Tx) sin (h7y>

2
Vs
gl = ?(kﬁQ + l2)

Therefore, by (5), the solution to the heat equation is

u(z,y,t ZAkl@ Mt (2, y)

k,l

Where we need to find Aj; by our initial conditions. At ¢ = 0, we have that

Uy = Z A 10w (z,y)

k.l
Thus, we can therefore analyze the eigenfunctions. We are given that the eigen-

functions are ¢ (z,y) = sin (’“”) sin (T’) As these are separate, it is natural

to assume that the coefficients are separate. Hence, let’s assume Ay ; = BC).
Then,

Uy = ZAM@C;(;U Y) Z By, sin ( ) Z C;sin ( )

k,l

By applying Fourier series, we see that
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4
B, = \/Uokﬁ k is odd
i

4
Cr=Uo—2 lisodd
lm
Hence,

16a2U0

A = ByC = NN

k,1is odd

5.1.4 More generally than in Exercise 2, describe how you would solve the initial
boundary value problem (3) with the homogenuous Dirichlet condition replaced
by u(x,t) = h(z,t) for x € 0Q and ¢t > 0.

We have that (3) is defined as
uy = Au forxeQandt >0

u(z,0) = g(x) forzeQ
u(z,t) = h(z,t) forz e IQandt >0

As this equation is linear, we can solve this problem by solving the following
two problems

vy = Av forr e Qandt>0
v(z,0) = g(z) —w(x) forz e
v(z,t) =0 forz € 00 and t >0
Aw =0 for z € Q
w(x,t) = h(z,t) forz e N andt >0

Then, the solution to the original problem is given by

u(z,t) = v(z,t) + w(z,t)

Where we can proof this by

Au(z,t) —ur(x) = Av(z,t) + Aw(z) — v (x) —0=0 € Q,t>0
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The initial conditions are

u(z,0) = v(z,0) + w(z,0) = g(z) — w(z) + w(zr) = g()

and the boundary condition is also satisfied as

u(z,t) = v(z,t) + w(z,t) =0+ w(x,t) = h(z,t) €00 t>0

As t — oo, we have that v(x,t) goes to 0. Therefore,

tlggo u(z,t) = w(x,t)

which is physically consistent. If we maintain a nonzero temperature at bound-
ary, then temperature distribution will be governed by it after long enough
time.

5.1.5 Suppose the square plate of Exercise 1 is given an initial temperature
distribution w(z,y,0) = g(z,y) and then insulated so that heat cannot flow
across 09 (i.e., Ou/dv = 0). Use an expansion in appropriate eigenfunctions to
describe the heat diffusion u(z,y,t).

We are given Neumann boundary conditions. Therefore, the eigenfunctions of
the Laplacian are

k l
ori(z,y) = cos (ﬂ) cos (ﬂ)
a a
m 2, 72
)\k-l = ?(k +l )
Therefore, by (5), the solution to the heat equation is

u(@,y,t) =Y Apie g (,y)

k,l

Where we need to find Aj; by our initial conditions. We are given that
u(x,y,0) = g(x,y). Hence,
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U = u(,9,0) = Y _ Ax1m(w,y) = 9(,)
k,l

Thus, we can therefore analyze the eigenfunctions. We are given that the eigen-
functions are ¢p(x,y) = cos (l”sz) cos (l%y) As these are separate, it is natu-
ral to assume that the coefficients are separate. Hence, let’s assume Ay ; = By C).
Then,

Uy = ZAk’lgbkl(x,y) = Z By, cos (?) ZC; cos (l%l/) =g(z,y)
1

k,l k

By applying Fourier series, we can find exact values for the coefficients By and
C.

5.1.7 If u satisfies (1), define its heat energy by E(t) = [,

Qu(z,t)dx.

(a) U = Q x (0,00) and u € C%(U) satisfies (1) and either (i) u = 0 on
09, or (ii) du/Ov = 0 on 0N, then £(t) is nonincreasing in t.

(b) Use (a) to conclude the uniqueness of a solution u € C%1(U) for either
the nonhomogenuous Dirichlet problem (9) or the corresponding nonho-
mogenuous Neumann problem.

We can compute the evolution of £ by

i5(75):8,5/u2(36,t)dsc=/uutdx:/uAudav
dt Q Q Q

If we integrate by parts, we find that

d B 9 ou

Therefore, if we apply either Dirichlet or Neumann boundary conditions, the
second term is zero.

Because of the negative sign, the first term is either negative or zero. We can
also observe that £ = 0 implies u = 0 almost everywhere.
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Next, we will analyze uniqueness. Suppose that u, v satisfy the heat equation on
2 and on 0 with the same boundary conditions (either Dirichlet or Neumann).
Then, it must be that w = u — v also satisfies the heat equation with zero
boundary conditions. This means that &,(0) = 0, which implies that &,(¢) =0
for all ¢ > 0. Hence, we see that w = 0 except on a set of measure zero.

5.2.2 Let g(z) be bounded and continuous for z € R™ and define u by (19).
(a) Show [u(z,t)] <sup{|g(y)| : y € R"}.

We have that

u(z,t) = . K(z,y,t)g(y)dy

where g is bounded and continuous. Hence,

lu(x,t)] S/ |K (x,y,t)g(y)|dy < sup Ig(y)l/ |K (x,y,t)|dy = sup |g(y)]
n yeR? Rn yeR”

where the last equality follows from [p, |[K(x,y,t)|dy =1 as K > 0.

(b) If, in addition, [, [g(y)| < co, show that lim_, u(z,t) = 0 uniformly in
r € R™

Given

1 _lz—yl?
ulw,t) = | K(ﬂc,y,t)g(y)dy:W/ e g(y)dy

where [p. [g(y)| < oo, we have that

1 _lz—y|? 1
(@, )| < —— [ e 7 |g)| < ——r5 [ l9(w)ldy
(4mt)"/2 Jgn (4mt)"/2 Jgn

. o —y|? . . .
since e~ < 1. The last term in the above inequality goes to zero as t — oo.

5.2.5
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(a) Prove the following weak maximum principle for the heat equation in
U =R" x (0,T): Let u be bounded and continuous on U = R™ x [0, T
with us, Uz, € C(U) and vy — Au <0 in U. Then

M= sup u(z,t)= sup u(z,0) =m.
(z,t)€U zeRn

(b) Use the maximum principle of (a) to show that the solution (19) is the
unique solution that is bounded in R™ x [0, T].

We can rewrite the above problem as
Theorem: Assume u € C(Ur UT'r) N C?Y(Ur) N L (Ur) and u; — Au < 0 in
Ur :=Q x (0,T) where I'r = Q x {0} U9 x (0,T). Then,

sup u = sup u(z,0)
Ur R~

Proof.

(1) Let t<T,e>0,k>0:
w(z,t) = u(x,t) — e|lz|* — kt

Observe that
w — Aw < 2ne—k <0

when k > 2ne.

(2) Observe that

lim w(x,t) = —oc0
|z|— 00

So, we should take R > 0 such that

lz| >R = eR*>2sup u+kT+1 = w(x,t) < —sup u—1
zER™ zERN

On the other hand, at (z,¢) = (0,0) we have that

w(0,0) = u(0,0) > — sup u

zER"
Therefore, we can conclude that
Supw = sup w=__ max u
Ux Br(0)x[0,T) Br(0)x[0,T]

(3) Let (x,t) € U, such that

w(z,t) = maxw
Ur
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If0 <t <t thenwy =0and Aw < 0. If t = 7, then wy; > 0 and Aw < 0. Both
of these cases are in contradiction with the observation made at (1). Hence,

max w = max w(x,0)
Ty =
(4) Let (z,t) € Up : Then (z,t) € Uy for some T < T and

u(z,t) = w(z,t) +elz]? +kt < Hﬁaxw(x, 0) +e|z|? +kT < supu(z,0)+e|z|?> + kT
n Rn

where the last inequality is true because w < u. Let € — 0, then k — 0:

u(w, ) < supu(z, 0)
R’!L

and therefore

supu < supu(z,0)
Ur Rn

The other direction is clear. Hence, we have shown that
sup v = sup u(x, 0)

Ur Rn

5.2.7 Heat conduction in a semi-infinite rod with initial temperature g(z) leads
to the equations

Upt = Ugy forz >0,t>0
w(z,0) = g(xz) forxz >0

Assume that g is continuous and bounded for = > 0.

(a) If g(0)=0 and the rod has its end maintained at zero temperature, then
we must include the boundary condition u(0,¢) = 0 for ¢ > 0. Find a
formula for the solution u(z,t).

We can rewrite the problem as

Ut = Ugg forx>0,t>0
u(z,0) = g(x) for x>0
u(0,t) =0 fort >0

where ¢ is continuous and bounded for > 0 and ¢(0) = 0. To find a formal
solution of u(x,t), we can extend g to be an odd function on all of R. Then,
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Thus, we need to solve

= g(x)

Therefore,

i, 1) = / K (., )g(y)dy

_(z—y? «;)2

F g(y)dy

1 (o) ) 0
= — / 6_ = y) dy + /
vV 4t 0 00

1 (oo} o y2 [ee]
_ 1 / JCEY y)dy — /
At | Jo 0

_(z— y)

(¢+y)

—z +2:1‘1; 32 —x2—2zy—
—e it

)g(y)dy

e >(62? e
\/7
Hence,
u(x, t
u( «/ / 2t

Thus, as sinh(0) = 0, we see that u(0,t) = 0.

2 sinh (ﬁ)g(y)dy since sinh(x) =

forx eR, ¢t >0
forx € R

)dy]

0
)dy] since /

= )g(y)dy

(oo}
eydy:/ e Ydy
0

(b) If the rod has its end insulated so that there is no heat flow at x = 0, then
we must include the boundary condition u,(0,¢) = 0 for ¢ > 0. Find a
formula for the solution u(x,t). Do you need to require ¢’(0) = 07?
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We can rewrite the problem as

Upp = Ugy forx >0,t>0
u(z,0) = g(x) for z >0
ug(0,) =0 fort >0

where g is continuous and bounded for x > 0. To find a formal solution of
u(x,t), we can extend g to be an even function on all of R. Then,

gl ifz>0
9w) = {g(—x) ife<0

Thus, we need to solve

U = Ugy fOI'J)ER,t>O
u(x,0) = g(x) forxzeR

Therefore,

ﬁ(x,t):/K(z,y,t)g(y)dy

\/H A g(y)dy

1 & _(z—p? 0 _(=—yp? |

vl 9(y)dy + e g(y)dy
1 C@oy? e _Giw? ) 0 Sl

= — e” 2 g(y)dy + e g(y)dy| since eVdy = e Ydy
A7t 0 0 —00 0

—2242a —x2—2xy—y?
F/ < SRSy T )g(y)dy

zy

(1 +y ) Ty —zy
\/H (e 2t e )g(y)dy

Hence,
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e +e "

1,2 2
u(z,t) — g )QCOSh (@>g(y)dy since cosh(x) =

2t

vl

To find out if ¢’(0) = 0, we need to check the boundary condition.

= [ o (Dot
F/ [ % e 2cosh(2t)+e—<w24ty2>2%sinh (Zf)]g(y)dy
Hence,
0,0 / [ 7%2C08h(0)+€7%2£ sinh(O)] g(y)dy =0
\/7 2t
5.2.9

(b) Verify the following elementary fact: If 0 < o < 1 and 8 > 0, then there
exists a constant M = M(a, ) > 0 so that 2Pe % < Me=2= for all z > 0.

We are given that z%e=* < Me~%*. Thus,

Pe? < Me™®* = M > PelaDz

which is clearly true since for a fixed z > 0, we have that the product of a scalar
with another scalar will be less than or equal to a constant. Observe that 27 is
bounded and that e(®~# will also be bounded since 0 < o < 1.

(c) Use (b) to verify the following estimates:

O K (z,t) < %f((m,%), 0y K (z,1) <

We have that
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Therefore,

which can be rewritten as

- M
8,5K(J3,t) S Tl

K(z,2t)

for some constant M;. For the second inequality, we have that

VN
W~
Tl5
~—
/N
W
3
=i
~—
|
w3
—
)
|
NEY
o
N———

- 0 1 _l=I?
ale(x,t) = 83;1((47“5)774/26 it ) =

which can be rewritten as

Oy, K () < %f((m,?t)

for some constant Ms. Performing a similar calculation will show that

M3f((x, 2t)

for some constant Ms.

5.2.11 Find a formula for the solution of the initial value problem

u=Au—u fort>0,zeR"”
u(z,0) =g(x) for z € R
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where ¢ is continuous and bounded. Is the solution bounded? It it the only
bounded solution?

Let v(w,t) = elu(z,t). If we substitute v into the initial value problem above,
we find that

vy = Av fort >0,z € R”
v(z,0) = g(zx) for x € R™

Then, as g is continuous and bounded in R™, we know from Theorem 1 that

1 _le—y|?
vlz.t) = | K(%y,t)g(y)dy:w/ e” T g(y)dy

and as v(x,t) = e'u(z,t), we have that

_ 1 _lz—yl®
u(z,t) = e u(z,t) = (47Tt)"/2/R e” 1 tg(y)dy

Therefore, u(x,t) must be bounded since v(z,t) is bounded. To show unique-
ness, assume that we have another solution v such that

Uy = AD fort >0,z €R”
(x,0) = g(z) for x € R™

Then, w = v — v must be solved by

wy = Aw fort >0,z €R"”
w(z,0) =0 forxz eR"

But, we know that bounded solutions of the above initial value problem are
unique. As w is a nontrivial solution, we have that w is unbounded. Hence,
as w = v — v, it must be that v is unbounded and it follows that the bounded
solution v is unique.
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