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Abstract

For a k-uniform hypergraph F and a positive integer n, the Ramsey number r(F, n) denotes the

minimum N such that every N -vertex F -free k-uniform hypergraph contains an independent set of n

vertices. A hypergraph is slowly growing if there is an ordering e1, e2, . . . , et of its edges such that

|ei \
⋃i−1

j=1 ej | ≤ 1 for each i ∈ {2, . . . , t}. We prove that if k ≥ 3 is fixed and F is any non k-partite slowly

growing k-uniform hypergraph, then for n ≥ 2,

r(F, n) = Ω
( nk

(logn)2k−2

)
.

In particular, we deduce that the off-diagonal Ramsey number r(F5, n) is of order n
3/polylog(n), where

F5 is the triple system {123, 124, 345}. This is the only 3-uniform Berge triangle for which the polynomial

power of its off-diagonal Ramsey number was not previously known. Our constructions use pseudorandom

graphs and hypergraph containers.

1 Introduction

A hypergraph is a pair (V,E) where V is a set, whose elements are called vertices, and E is a family of

nonempty subsets of V , whose elements are called edges. A k-uniform hypergraph (k-graph for short) is a

hypergraph whose edges are all of size k. An independent set of a hypergraph F is a subset of V (F ) which

does not contain any edge of F .

Given a k-graph F , the off-diagonal Ramsey number r(F, n) is the minimum integer such that every F -free

k-graph on r(F, n) vertices has an independent set of size n. Ajtai, Komlós and Szemerédi [1] proved the upper

bound r(K3, n) = O(n2/ log n), and Kim [12] proved the corresponding lower bound r(K3, n) = Ω(n2/ log n).

The current state-of-the-art results are due to Fiz Pontiveros, Griffiths and Morris [8] and Bohman and

Keevash [4], who determine r(K3, n) up to a small constant factor:(
1

4
− o(1)

)
n2

log n
≤ r(K3, n) ≤ (1 + o(1))

n2

log n
.

For larger cliques, the current best general lower bounds are obtained by Bohman and Keevash [3]

strengthening earlier bounds of Spencer [22, 23]. On the other hand, the current best upper bounds are

proved by Li, Rousseau and Zang [15] by extending ideas of Shearer [21], which improve earlier bounds of
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Ajtai, Komlós and Szemerédi [1]. These bounds are as follows: for s ≥ 3, there exists constant c1(s) > 0

such that

c1(s)
n

s+1
2

(log n)
s+1
2 − 1

s−2

≤ r(Ks, n) ≤ (1 + o(1))
ns−1

(log n)s−2
.

Recently, the first and fourth authors [16] determined the asymptotics of r(K4, n) up to a logarithmic

factor by proving the following lower bounds.

Theorem 1.1 (Theorem 1, [16]). As n → ∞,

r(K4, n) = Ω

(
n3

(log n)4

)
.

In this paper, we prove some hypergraph versions of these results. A Berge triangle is a hypergraph

consisting of three distinct edges e1, e2 and e3 such that there exists three distinct vertices x, y and z

with the property that {x, y} ⊂ e1, {y, z} ⊂ e2, and {x, z} ⊂ e3. It is easy to check that there are only

four different 3-uniform Berge triangles: LC3 (loose cycle of length 3), TP3 (tight path on three edges and

five vertices), F5, and K3−
4 (3-uniform clique on four vertices minus an edge), as shown from left to right

in Figure 1. It is natural to consider the problem of determining the off-diagonal Ramsey numbers for

3-uniform Berge triangles since they are in some sense the smallest non-trivial hypergraphs that provide a

natural extension of r(K3, n).

Figure 1: From left to right: LC3, TP3, F5 and K3−
4 .

The off-diagonal Ramsey numbers for TP3 and LC3 have been determined up to a logarithmic factor:

for TP3, a result of Phelps and Rödl [19] shows that c1n
2/ log n ≤ r(TP3, n) ≤ c2n

2; for LC3, Kostochka,

the second author and the fourth author [13] showed that c1n
3/2/(log n)3/4 ≤ r(LC3, n) ≤ c2n

3/2. It seems

plausible to conjecture that for some constant c,

r(TP3, n) ≤
cn2

log n
and r(LC3, n) ≤

cn
3
2

(log n)
3
4

.

It is conjectured explicitly in [13] that r(LC3, n) = o(n3/2) and the question of determining the order of

magnitude of r(TP3, n) was posed in [6]. It was also shown in [6] that r(TP4, n) has order of magnitude n2,

leaving TP3 as the only tight path for which the order of magnitude of r(TPs, n) remains open. We remark

that if one can prove that every n-vertex TP3-free 3-graph with average degree d > 1 has an independent

set of size at least Ω(n
√

log d/d), then this implies that r(TP3, n) = Θ(n2/ log n).

The problem forK3−
4 is interesting in the sense that it is the smallest hypergraph whose off-diagonal Ram-

sey number is at least exponential: Erdős and Hajnal [7] proved r(K3−
4 , n) = nO(n) and Rödl (unpublished)

proved r(K3−
4 , n) ≥ 2Ω(n). More recently, Fox and He [9] showed that r(K3−

4 , n) = nΘ(n).

The problem for F5, however, is not very well studied: a result of Kostochka, the second author and the

fourth author [14] implies that r(F5, n) ≤ c1n
3/ log n, and the standard probabilistic deletion method shows

that r(F5, n) ≥ c2n
2/ log n. In this paper, we fill this gap by showing that r(F5, n) = n3/polylog(n). This is

a consequence of a more general theorem that we will prove.

Building upon techniques in [16], we prove lower bounds for the off-diagonal Ramsey numbers of a large
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family of hypergraphs. A k-graph F is slowly growing if its edges can be ordered as e1, . . . , et such that

∀ i ∈ {2, . . . , t},
∣∣∣ei \ i−1⋃

j=1

ej

∣∣∣ ≤ 1.

We use this terminology to describe the fact that at most one new vertex is added when we add a new edge

in the ordering. Further, F is k-partite, or degenerate, if its vertices can be partitioned into k sets V1, . . . , Vk

such that each edge intersects each Vi, 1 ≤ i ≤ k, in exactly one vertex. Otherwise, H is non-degenerate.

The three hypergraphs TP3, F5 and K3−
4 in Figure 1 are slowly growing, whereas the first is not. The last

two are non-degenerate.

In this paper, we obtain the following result for non-degenerate slowly growing hypergraphs.

Theorem 1.2. For every k ≥ 3, there exists a constant c > 0 such that for every slowly growing non-

degenerate k-graph F and all integers n ≥ 2

r(F, n) ≥ cnk

(log n)2k−2
.

The constant c here is independent of F because our construction simultaneously avoids all non-degenerate

slowly growing F .

Theorem 1.2 is tight up to a logarithmic factor for the following family of hypergraphs which includes

F5. For k ≥ 3, let F2k−1 be the k-graph on 2k − 1 vertices v1, . . . , vk−1, w1, . . . , wk with k edges

{v1, . . . , vk−1, wi}, 1 ≤ i ≤ k − 1, and {w1, . . . , wk}. Further, let Tk be the k-graph obtained from

F2k−1 by adding the edge {v1, . . . , vk−1, wk}. See Figure 2 for an illustration of F7 and T4. Note that T2 is

a (graph) triangle.

Figure 2: F7 and T4

The order of magnitude of r(Tk, n) for k ≥ 3 is determined by the upper bound result of Kostochka, the

second author and the fourth author [14] together with the lower bound result of Bohman, the second author

and Picollelli [5]. For k = 2, this theorem restates the known result [1, 4, 8, 12] that r(K3, n) has order of

magnitude n2/ log n.

Theorem 1.3 (Theorem 2, [14]; Theorem 1, [5]). Let k ≥ 2. Then there exist constants c1, c2 > 0 such

that for all integers n ≥ 2,
c1n

k

log n
≤ r(Tk, n) ≤

c2n
k

log n
.

Thus we have r(F2k−1, n) ≤ r(Tk, n) ≤ O(nk/log n). On the other hand, it is easy to check that F2k−1

is a slowly growing non-degenerate k-graph. Hence Theorem 1.2 together with Theorem 1.3 implies the

following theorem.

Theorem 1.4. Let k ≥ 3. There exist constants c1, c2 > 0 such that for all integers n ≥ 2,

c1n
k

(log n)2k−2
≤ r(F2k−1, n) ≤

c2n
k

log n
.
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Theorem 1.4 determines r(F2k−1, n) up to a logarithmic factor. In particular, this determines r(F5, n)

up to a polylogarithmic factor, and F5 is the only 3-uniform Berge triangle for which the polynomial power

of the off-diagonal Ramsey number was not previously known.

It would be interesting to determine its order of magnitude. We believe the current upper bounds are

closer to the truth:

Conjecture 1. There exists a constant c > 0 such that for n ≥ 2,

r(F5, n) ≥
cn3

log n
.

2 The Construction

The proof of Theorem 1.2 uses the so-called random block construction, which first requires a pseudorandom

bipartite graph. We build our construction using the following bipartite graph.

Definition 2.1. For every prime power q and integer m ≥ 2, let Γq,m be the bipartite graph with two parts

X = F2
q and Y = Fm

q , where two vertices x = (x0, x1) ∈ X and y = (y0, . . . , ym−1) ∈ Y form an edge if and

only if

x1 =

m−1∑
i=0

yix
i
0

One can view X as points on F2
q, and Y as one-variable polynomials defined on Fq of degree at most

m − 1. Now Γq,m is simply the incidence bipartite graph of the points and the polynomials where a point

P ∈ X and a polynomial F ∈ Y form an edge if and only if P = (w,F (w)) for some w ∈ Fq.

For any vertex x of a graph G, we use d(x) to denote the degree of x, that is, the number of neighbors

of x in G. Further, for any set U of vertices, we use d(U) to denote the number of common neighbors of

vertices in U . When U = {x, y}, we use d(x, y) = d({x, y}) for short. The following proposition collects

some useful properties of Γq,m.

Proposition 2.2. For every prime power q and integer m ≥ 2, Γq,m has the following properties:

(i) ∀x ∈ X, d(x) = qm−1.

(ii) ∀ y ∈ Y , d(y) = q.

(iii) ∀ y, y′ ∈ Y , if y ̸= y′, then d(y, y′) ≤ m− 1.

(iv) ∀x, x′ ∈ X, let x = (x0, x1) and x′ = (x′
0, x

′
1). If x0 ̸= x′

0, then d(x, x′) = qm−2. If x0 = x′
0 and

x1 ̸= x′
1, then d(x, x′) = 0.

(v) Let U ⊆ X such that 1 ≤ |U | ≤ m, then d(U) ≤ qm−|U |.

Proof. (i) For every x = (x0, x1) ∈ X, to find a neighbor y = (y0, . . . , ym−1) of x, one can choose yi for

1 ≤ i ≤ m− 1 freely and then let y0 = x1 −
∑m−1

i=1 yix
i. Thus d(x) = qm−1.

(ii) For every y = (y0, . . . , ym−1), to find a neighbor x = (x0, x1) of y, one can choose x0 freely, and then

let x1 =
∑m−1

i=0 yix
i
0. Thus d(y) = q.

(iii) For every y = (y0, . . . , ym−1), y
′ = (y′0, . . . , y

′
m−1) ∈ Y , if x = (x0, x1) is a common neighbor of y and

y′, then x0 is a solution to the equation
∑m−1

i=0 (yi − y′i)x
i = 0 where x is the only variable. By the

Fundamental Theorem of Algebra for finite fields, such an equation has at most m− 1 solutions. Since

x1 is determined by x0, we conclude that d(y, y′) ≤ m− 1.
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(iv) For every x = (x0, x1), x
′ = (x′

0, x
′
1) ∈ X, if x0 ̸= x′

0, then every common neighbor y = (y0, . . . , ym−1)

corresponds to a solution to a collection of two linear equations that are linearly independent. The

solution space of such a collection of linear equations has rank m− 2, which implies that the number

of solutions is qm−2. Thus in this case d(x, x′) = qm−2. On the other hand, if x0 = x′
0 and x1 ̸= x′

1,

then for every y = (y0, . . . , yn) ∈ Y , x1 −
∑m−1

i=0 yix
i
0 ̸= x′

1 −
∑m−1

i=0 yix
′i
0 , which implies that the two

equations cannot equal 0 at the same time. Thus d(x, x′) = 0.

(v) Let |U | = k, and let x(1) = (x
(1)
0 , x

(1)
1 ), . . . , x(k) = (x

(k)
0 , x

(k)
1 ) be the vertices in U . Then each

common neighbor y = (y0, . . . , ym−1) corresponds to a solution to the collection of k linear equations∑m−1
i=0 yix

(t) i
0 = x

(t)
1 , 1 ≤ t ≤ k. If there exists 1 ≤ t1 < t2 ≤ k such that x

(t1)
0 = x

(t2)
0 , then we must

have x
(t1)
1 ̸= x

(t2)
1 since x(t1) and x(t2) are different. Then by the same argument as in (iv) we know

that d(U) = 0. On the other hand, if all x
(t)
0 are distinct, then the solution space of the collection of

linear equations has rank m−k, which implies that the number of solutions is qm−k. Thus in this case

d(x, x′) = qm−k.

For all k ≥ 3, let Hq,k be a k-uniform hypergraph on X = X(Γq,k−1) whose edges are all k-sets

{x1, . . . , xk} ⊆ X such that there exists an element y ∈ Y = Y (Γq,k−1) such that {x1, . . . , xk} ⊆ N(y).

By Proposition 2.2, Hq,k is the union of qk−1 k-uniform cliques on q vertices such that each vertex is con-

tained in qk−2 cliques and the vertex sets of every two cliques intersect in at most k − 2 vertices. Let H∗
q,k

be the k-uniform hypergraph obtained by replacing each maximal clique of Hq,k with a random complete

k-partite k-graph on the same vertex set. More formally, for each y ∈ Y , we color the vertices in N(y) with k

colors {1, . . . , k} uniformly at random, and for each 1 ≤ i ≤ k we let Xy,i ⊆ N(y) be the set of vertices with

color i, and then we replace the clique on N(y) with a complete k-partite k-graph on N(y) with k-partition

Xy,1 ⊔ · · · ⊔Xy,k. It is easy to check the following proposition.

Proposition 2.3. If F is a non-degenerate slowly growing k-graph, then H∗
q,k is F -free.

Proof. Consider an ordering e1, . . . , et of the edges of F such that

∀ i ∈ {2, . . . , t},
∣∣∣ei \ i−1⋃

j=1

ej

∣∣∣ ≤ 1.

Equivalently, we have

∀ i ∈ {2, . . . , t},
∣∣∣ei ∩ i−1⋃

j=1

ej

∣∣∣ ≥ k − 1.

We claim that every copy of F in Hq,k must be fully contained in one of the qk−1 k-uniform cliques of

size q. Indeed, suppose that we want to build a copy of F in Hq,k by consecutively picking the edges in

the order given above. Then the fact that every two cliques of Hq,k intersect in at most k − 2 vertices

shows that we must pick every edge in the clique containing the previous edges. Since H∗
q,k is obtained from

Hq,k by replacing every clique by a complete k-partite k-graph and F itself is not k-partite, this proves the

statement.

We will fix an instance of H∗
q,k with good Balanced Supersaturation, which means that each induced

subgraph of H∗
q,k on q1+o(1) vertices contains many edges that are evenly distributed. Using Balanced

Supersaturation together with the Hypergraph Container Lemma [2, 20], we can find upper bounds on the

number of independent sets in H∗
q,k of size t = (log q)2q

1
k−1 .

We then take a random subset W of V (H∗
q,k) where each vertex is sampled independently with proba-

bility p = Θ( tq ) as in [18]. Finally, our construction is obtained by arbitrarily deleting a vertex from each

independent set of size t in H∗
q,k[W ].

We will give the details in the following sections.
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3 Pseudorandomness of Γq,k−1

In this section we show the pseudorandomness of Γq,k−1, which will be useful later in showing balanced

supersaturation of H∗
q,k.

Given an n-vertex graph G, let AG be the adjacency matrix of G, which is the n× n symmetric matrix

where

AG(i, j) :=

{
1, if {i, j} ∈ E(G),

0, otherwise.

Let λ1(G) ≥ · · · ≥ λn(G) denote the eigenvalues of AG. If G is a bipartite graph with bipartition V1⊔V2,

we say G is (d1, d2)-regular if d(v) = d1 for all v ∈ V1 and d(v) = d2 for all v ∈ V2.

The seminal expander mixing lemma is an important tool that relates edge distribution to the second

eigenvalue of a graph. Here we make use of the bipartite version.

Lemma 3.1 (Theorem 5.1, [10]). Suppose that G is a (d1, d2)-regular bipartite graph with bipartition V1⊔V2.

Then for every S ⊂ V1 and T ⊂ V2, the number of edges between S and T , denoted by e(S, T ), satisfies∣∣∣∣e(S, T )− d2
|V1|

|S||T |
∣∣∣∣ ≤ λ2(G)

√
|S||T |.

By Proposition 2.2, we know Γq,k−1 is (qk−2, q)-regular. For convenience, from now on we let n =

|V (Γq,k−1)| = q2 + qk−1, A = AΓq,k−1
, λi = λi(Γq,k−1) for all 1 ≤ i ≤ n, and let d1 = qk−2, d2 = q.

Lemma 3.2. λ2 = q
k
2−1.

Proof. Define the matrix

M =

[
0 J

J t 0

]
,

where J is the |X| × |Y | all-one matrix. We will show that

A3 = (q − 1)qk−3M + qk−2A. (1)

By definition, for any x ∈ X and y ∈ Y , A3(x, y) is the number of walks of length three of the form xy′x′y

in Γq,k−1. There are two cases.

Case 1: xy ∈ E(Γq,k−1). When x′ = x, the number of choices for y′ is qk−2. When x′ ̸= x, the number

of choices for x′ is q − 1 and for each such x′, by Proposition 2.2 (iv), the number of choices for y′ is qk−3.

Thus in this case the number of walks xy′x′y is qk−2 + (q − 1)qk−3.

Case 2: xy ̸∈ E(Γq,k−1). Suppose x = (x0, x1) and x′ = (x′
0, x

′
1). If x0 = x′

0, then x1 ̸= x′
1, and hence, by

Proposition 2.2 (iv), x and x′ have no common neighbor. When x0 ̸= x′
0 the number of choices for x′ is q−1

and for each such x′, the number of choices for y′ is qk−3, again by Proposition 2.2 (iv). Thus in this case

the number of walks xy′x′y is (q − 1)qk−3.

Combining the two cases above we obtain Equation (1). Next, let uX be the characteristic vector of X,

that is, uX(v) = 1 for each v ∈ X and uX(v) = 0 otherwise. Similarly, let uY be the characteristic vector of

Y . Let a1 =
√
d1uX +

√
d2uY and let an =

√
d1uX −

√
d2uY . It is easy to check that λ1 = −λn =

√
d1d2 and

that a1, an are eigenvectors corresponding to λ1 and λn. Since A is symmetric, the spectral theorem implies

that A has an orthornormal basis of eigenvectors. Hence, for each 1 < i < n, there exists an eigenvector ai
corresponding to λi such that ai is orthogonal to both a1 and an. Thus ai is orthogonal to uX and uY , which

implies that M · ai = 0. Multiplying both sides of Equation (1) by ai, we obtain λ3
i = qk−2λi. Because the

rank of A is larger than 2, there exists at least one λi ̸= 0, and hence λi = ±q
k
2−1. Note that since Γq,k−1

is bipartite, we have λi = λn−i+1. Therefore, λ2 = q
k
2−1.
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Let S be a subset of X with size |S| = rq. If we pick y ∈ Y uniformly at random, then the expectation

of |N(y) ∩ S| is r. Thus intuitively, the vertex set of a “typical” clique in Hq,k intersects S in Θ(r) vertices.

The following lemma shows that a substantial portion of all cliques are “typical”.

Lemma 3.3. Let S be a subset of X with size |S| = rq. For 0 < δ < 1, let

Yδ =
{
y ∈ Y

∣∣ (1− δ)r ≤ |N(y) ∩ S| ≤ (1 + δ)r
}
.

Then |Yδ| ≥
(
1− 2

δ2r

)
qk−1.

Proof. Let

Y+ =
{
y ∈ Y

∣∣ |N(y) ∩ S| > (1 + δ)r
}

and Y− =
{
y ∈ Y

∣∣ |N(y) ∩ S| < (1− δ)r
}
.

Apply Lemma 3.1 with G = Γq,k−1 and T = Y+. Together with Lemma 3.2, we have

|e(S, Y+)−
q

q2
rq|Y+|| ≤ q

k
2−1
√

rq|Y+|.

By definition, e(S, Y+) ≥ |Y+|(1 + δ)r. Thus δr|Y+| ≤ q
k−1
2

√
r|Y+|, which implies |Y+| ≤ qk−1

δ2r . Similarly,

we can show that |Y−| ≤ qk−1

δ2r . Therefore,

|Yδ| = |Y | − |Y+| − |Y−| ≥
(
1− 2

δ2r

)
qk−1.

4 Balanced Supersaturation

In this section, we show that H∗
q,k has balanced supersaturation with positive probability. We need to use

the following concentration inequality.

Proposition 4.1 (Corollary 2.27, [11]). Let Z1, . . . , Zt be independent random variables, with Zi taking

values in a set Λi. Assume that a function f : Λ1 × · · · × Λt → R satisfies the following Lipschitz condition

for some numbers ci:

(L) If two vectors z, z′ ∈ Λ× · · · × Λt differ only in the ith coordinate, then |f(z)− f(z′)| ≤ ci.

Then, the random variable X = f(Z1, . . . , Zt) satisfies, for any λ ≥ 0,

Pr(X ≤ E(X)− λ) ≤ exp

(
− λ2

2
∑t

i=1 c
2
i

)

Recall that H∗
q,k is the k-uniform hypergraph obtained by replacing each maximal clique of Hq,k with a

random complete k-partite k-graph on the same vertex set. Concretely, for each y ∈ Y , we color the vertices

in N(y) with k colors {1, . . . , k} uniformly at random, and for each 1 ≤ i ≤ k we let Xy,i ⊆ N(y) be the set

of vertices with color i, and then we replace the clique on N(y) with a complete k-partite k-graph on N(y)

with k-partition Xy,1 ⊔ · · · ⊔Xy,k. Note that the colorings for different cliques are independent.

Given a k-graph H, let ∆i(H) denote the maximum integer such that there exists S ⊆ V (H) such that

|S| = i and the number of edges containing S is ∆i(H).
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Lemma 4.2. For q sufficiently large in terms of k, with positive probability, every S ⊆ X with |S| ≥ 4kq

satisfies the following. There exists a subgraph H ⊂ H∗
q,k[S] such that, for all 1 ≤ i ≤ k,

∆i(H) ≤ 6(16k)2k|E(H)|
|S|

(
q

1
k−1

|S|

)i−1

.

Proof. For a fixed S ⊆ X with |S| ≥ 4kq, let r = |S|/q ≥ 4k ≥ 12 and let

Y1/2 =
{
y ∈ Y

∣∣ r/2 ≤ |NΓq,k−1
(y) ∩ S| ≤ 3r/2

}
.

By Lemma 3.3 we have |Y1/2| ≥ qk−1/3.

Let H be a subgraph of H∗
q,k[S] with edge set

E(H) =
{
e ∈ E(H∗

q,k[S])
∣∣ ∃y ∈ Y1/2 such that e ∈ N(y)

}
.

In other words, H contains only edges that are in the “typical” cliques. Define the random variable Z =

|E(H)|. For all y ∈ Y1/2 and v ∈ NΓq,k−1
(y), let Ay,v be the random variable with values in {1, . . . , k} such

that Ay,v = i if vertex v receives color i in the clique on NΓq,k−1
(y). Let B1, . . . , Bt be an arbitrary order

of Ay,v for y ∈ Y1/2 and v ∈ NΓq,k−1
(v). Clearly, Z is determined by B1, . . . , Bt, i.e., there exists a function

f : [k]t → N such that Z = f(B1, . . . , Bt). Observe that changing the color of a vertex v in a typical clique

will only affect the number of edges containing v in that clique, which is at most
(
3r/2−1
k−1

)
≤ (2r)k−1, since a

typical clique has size at most 3r/2. In other words, if two vectors b, b′ ∈ [k]t differ in only one coordinate,

then

|f(b)− f(b′)| ≤ (2r)k−1.

Note that for any k vertices in a typical clique, the probability that they form an edge in H is k !
kk . Hence,

by linearity of expectation and the fact that a typical clique has size at least r/2 and that r/2 − k ≥ r/4 ,

we have

E(Z) ≥ |Y1/2|
(
r/2

k

)
k !

kk
≥ qk−1

3

(r/2− k)k

kk
≥ rkqk−1

3(4k)k
.

Thus by Proposition 4.1 with λ = rkqk−1

6(4k)k
, ci = (2r)k−1, and the fact that t ≤ |Y1/2|(3r/2) ≤ |Y |(3r/2) ≤

3rqk−1/2, we have

Pr

(
Z ≤ rkqk−1

6(4k)k

)
≤ exp

−
( r

kqk−1

6(4k)k
)2

2(3rqk−1/2)((2r)k−1)2

 ≤ exp

(
− rqk−1

500(8k)2k

)
.

Using the union bound, the probability that there exists an S ⊆ X with |S| = s = rq ≥ 4kq such that

Z ≤ rkqk−1

6(4k)k
is at most

q2∑
s=4kq

(
q2

s

)
exp

(
− sqk−2

500(8k)2k

)
≤

q2∑
s=1

exp

(
− sqk−2

1000(8k)2k

)
< 1

given that q is sufficiently large in terms of k.

Hence with positive probability, for every S ⊆ X with |S| = rq ≥ 4kq, the corresponding H satisfies

|E(H)| ≥ rkqk−1

6(8k)2k
. Let J ⊆ S be such that |J | = i and 1 ≤ i ≤ k − 1. Note that, by Proposition 2.2 (v), the

number of y such that J ⊆ NΓq,k−1
(y) is at most qk−1−i, and for each such y ∈ Y1/2 the number of edges in

NΓq,k−1
(y) ∩ S containing J is at most

(
3r/2−i
k−i

)
≤ (2r)k−i. Hence we have

∆i(H) ≤ (2r)k−iqk−1−i.
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In addition, we know that ∆k(H) ≤ 1. By |E(H)| ≥ rkqk−1

6(8k)2k
and |S| = rq, we have

6(16k)2k|E(H)|
|S|

(
q

1
k−1

|S|

)i−1

≥ 22krk−iqk−1+ i−1
k−1−i.

Note that when 1 ≤ i ≤ k − 1, given that q is sufficiently large, we have

22krk−iqk−1+ i−1
k−1−i ≥ (2r)k−iqk−1−i ≥ ∆i(H),

and when i = k,

22krk−iqk−1+ i−1
k−1−i = 22k ≥ ∆k(H).

Combining the inequalities above we have for all 1 ≤ i ≤ k,

∆i(H) ≤ 6(16k)2k|E(H)|
|S|

(
q

1
k−1

|S|

)i−1

,

concluding the proof. Note that a stronger bound actually holds for all i ≤ k − 1, and the claimed bound

only arises from the case i = k.

5 Counting independent sets

We make use of the hypergraph container method developed independently by Balogh, Morris and Samotij [2]

and Saxton and Thomason [20]. Here we make use of the following simplified version of Theorem 1.5 in [17]:

Theorem 5.1 (Theorem 1.5, [17]). For every integer k ≥ 2, there exists a constant ϵ > 0 such that the

following holds. Let B,L ≥ 1 be positive integers and let H be a k-graph satisfying

∆i(H) ≤ |E(H)|
L

(
B

|V (H)|

)i−1

, ∀1 ≤ i ≤ k. (2)

Then there exists a collection C of subsets of V (H) such that:

(i) For every independent set I of H, there exists C ∈ C such that I ⊂ C;

(ii) For every C ∈ C, |C| ≤ |V (H)| − ϵL;

(iii) We have

|C| ≤ exp

 log
(

|V (H)|
B

)
B

ϵ

 .

Next, we use Theorem 5.1 together with Lemma 4.2 to count the number of independent sets of size

q
1

k−1 (log q)2 in H∗
q,k.

Theorem 5.2. For every k ≥ 3, there exists a constant c′ > 0 such that, when q is sufficiently large, we can

fix an instance of H∗
q,k such that the number of independent sets of size t = q

1
k−1 (log q)2 of H∗

q,k is at most(
c′q

t

)t

.

Proof. By Lemma 4.2, we can fix an instance of H∗
q,k such that for every S ⊂ V (H∗

q,k) with |S| ≥ 4kq there
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exists a subgraph H of H∗
q,k[S] such that for all 1 ≤ i ≤ k,

∆i(H) ≤ 6(16k)2k|E(H)|
|S|

(
q

1
k−1

|S|

)i−1

. (3)

We will first prove the following claim.

Claim 5.3. There exists a constant ϵ > 0 such that for every S ⊂ V (H∗
q,k) with |S| > 4kq, there exists a

collection CS of at most

exp

(
log q · q

1
k−1

ϵ

)
subsets of S such that:

(i) For every independent set I of H∗
q,k[S], there exists C ∈ CS such that I ⊂ C;

(ii) For every C ∈ CS, |C| ≤ (1− ϵ)|S|.

Proof. Fix an arbitrary S ⊂ V (H∗
q,k) with |S| ≥ 4kq. By Lemma 4.2 there exists a subgraph H of H∗

q,k[S]

satisfying Equation (3). By Equation (3), it is easy to check that equation (2) holds for H, with L = |S|
6(16k)2k

and B = q
1

k−1 . Hence by Theorem 5.1, there exist a constant ϵ′ (not depending on S) and a collection CS of

subsets of S such that

(i) For every independent set I of H, there exists C ∈ CS such that I ⊂ C;

(ii) For every C ∈ CS , |C| ≤ |V (H)| − ϵ′L ≤
(
1− ϵ′

6(16k)2k

)
|S|;

(iii) We have

|CS | ≤ exp

 log
(

|V (H)|
B

)
B

ϵ′

 ≤ exp

(
log(q2)q

1
k−1

ϵ′

)
.

Since H is a subgraph of H∗
q,k[S], every independent set of H∗

q,k[S] is also an independent set of H. Therefore,

by taking ϵ sufficiently small with respect to ϵ′ and k, we conclude that CS has the desired properties.

Now we apply Claim 5.3 iteratively as follows. Fix the constant ϵ guaranteed by Claim 5.3. Let C0 =

{V (H∗
q,k)}. Let t0 = |V (H∗

q,k)| = q2 and let ti = (1 − ϵ)ti−1 for all i ≥ 1. Let m be the smallest integer

such that tm ≤ 4kq. Clearly m = O(log q). Given a set of containers Ci such that every C ∈ Ci satisfies

|C| ≤ ti, we construct Ci+1 as follows: for every C ∈ Ci, if |C| ≤ ti+1, then we put it into Ci+1; otherwise,

if |C| > ti+1, by Claim 5.3, there exists a collection C′ of containers for H∗
q,k[C] such that every C ′ ∈ C′

satisfies |C ′| < (1− ϵ)|C| ≤ ti+1 — now we put every element of C′ into Ci+1. Let C = Cm. Note that

|Ci|
|Ci−1|

≤ exp

(
log q · q

1
k−1

ϵ

)
.

Thus

|Cm| =
m∏
i=1

|Ci|
|Ci−1|

≤ exp

(
m
log q · q

1
k−1

ϵ

)
.

As m = O(log q), we conclude that there exists a constant c′′ > 0 such that

|C| = |Cm| ≤ exp
(
c′′(log q)2q

1
k−1

)
.

Also, by definition, we have |C| ≤ 4kq for every C ∈ C.
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Recall that t = (log q)2q
1

k−1 and let Nt be the number of independent set of H of size t. Since every

independent set of H of size t is contained in some C ∈ C, we have, for some constant c′ > 0,

Nt ≤ |C|
(
4kq

t

)
≤
(
c′q

t

)t

.

6 Proof of Theorem 1.2

Proof of Theorem 1.2. For every sufficiently large prime power q, we let t = (log q)2q
1

k−1 . By Theorem 5.2

we can fix an instance of H∗
q,k such that the number of independent sets of H∗

q,k of size t is at most(
c′q

t

)t

.

for some constant c′ > 0. Let W be a random subset of V (H∗
q,k) where each vertex is sampled independently

with probability p = t
c′q . Note that p < 1 as q is sufficiently large. Then the expected number of independent

set of size t in H∗
q,k[W ] is at most (

c′q

t

)t

pt ≤ 1.

Let W ′ ⊆ W be obtained by arbitrarily deleting one vertex in each independent set of size t. Thus the

expectation of |W ′| is at least

pq2 − 1 =
(log q)2

c′
q

k
k−1 − 1.

Hence there exists a choice W ′ with at least this many vertices. Let H ′ = H∗
q,k[W

′]. By definition of W ′,

we have α(H ′) < t. Moreover, by Proposition 2.3 we know that H ′ is F -free. Thus, we have

r(F, t) ≥ (log q)2

c′
q

k
k−1 .

Recall that t = (log q)2q
1

k−1 . It is well-known that for every integer n there exists a prime q such that

n/2 ≤ q ≤ n. Thus for every n sufficiently large, it is easy to find a prime q such that

(log q)2q
1

k−1 ≤ n ≤ 2(log q)2q
1

k−1 .

Therefore we conclude that there exists a constant c > 0 such that for all n sufficiently large,

r(F, n) ≥ cnk

(log n)2k−2
.
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