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Abstract

A k-uniform hypergraph with n vertices is an (n, k, `)-omitting system if it has no
two edges with intersection size `. If in addition it has no two edges with intersection
size greater than `, then it is an (n, k, `)-system. Rödl and Šiňajová proved a sharp
lower bound for the independence number of (n, k, `)-systems. We consider the same
question for (n, k, `)-omitting systems. Our proofs use adaptations of the random
greedy independent set algorithm, and pseudorandom graphs. We also prove related
results where we forbid more than two edges with a prescribed common intersection
size leading to some applications in Ramsey theory. For example, we obtain good
bounds for the Ramsey number rk(F, t), where F is the k-uniform Fan. The behavior
is quite different than the case k = 2 which is the classical Ramsey number r(3, t).

1 Introduction

For a finite set V and k ≥ 2 denote by
(
V
k

)
the collection of all k-subsets of V . A k-uniform

hypergraph (k-graph) H is a family of k-subsets of finite set which is called the vertex
set of H and is denoted by V (H). A set I ⊂ V (H) is independent in H if it contains no
edge of H. The independence number of H, denoted by α(H), is the maximum size of
an independent set in H. For every v ∈ V (H) the degree dH(v) of v in H is the number
of edges in H that contain v. Denote by d(H) and ∆(H) the average degree and the
maximum degree of H, respectively.

An old result of Turán [25] implies that α(G) ≥ n/(d+ 1) for every graph G on n vertices
with average degree d. Later, Spencer [23] extended Turán’s result and proved that for all
k ≥ 3 every n-vertex k-graph H with average degree d satisfies

α(H) ≥ ck
n

d1/(k−1)
(1)

for some constant ck > 0.

The bound for α(H) can be improved if we forbid some family F of hypergraphs in H. For
` ≥ 2 a (Berge) cycle of length ` in H is a collection of ` edges E1, . . . , E` ∈ H such that
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there exists ` distinct vertices v1, . . . , v` with vi ∈ Ei∩Ei+1 for i ∈ [`−1] and v` ∈ E`∩E1.
A seminal result of Ajtai, Komlós, Pintz, Spencer, and Szemerédi [2] states that for every
n-vertex k-graph H with average degree d that contains no cycles of length 2, 3, and 4,
there exists a constant c′k > 0 such that

α(H) ≥ c′k
n

d1/(k−1)
(log d)1/(k−1). (2)

Moreover, this is tight apart from c′k.

Spencer [20] conjectured and Duke, Lefmann, and Rödl [9] proved that the same conclusion
holds even if H just contains no cycles of length 2. Their result was further extended by
Rödl and Šiňajová [21] to the larger family of (n, k, `)-systems defined in the following
section.

1.1 (n, k, `)-systems and (n, k, `)-omitting systems

Let k > ` ≥ 1. An n-vertex k-graph H is an (n, k, `)-system if the intersection of every
pair of edges in H has size less than `, and H is an (n, k, `)-omitting system if it has no two
edges whose intersection has size exactly `. It is clear from the definition that an (n, k, `)-
system is an (n, k, `)-omitting system, but not vice versa, since an (n, k, `)-omitting system
may have pairwise intersection sizes greater than `.

Define

f(n, k, `) = min {α(H) : H is an (n, k, `)-system} , and

g(n, k, `) = min {α(H) : H is an (n, k, `)-omitting system} .

We will use the standard asymptotic notations O,Ω,Θ, o to simplify the formulas used
in the present paper. Recall that given two positive functions f(n) and g(n) we write
f(n) = O (g(n)), or equivalently, g(n) = Ω (f(n)) if there exists a constant C > 0 such that
f(n) ≤ Cg(n) for all sufficiently large n, we write f(n) = o (g(n)) if limn→∞ f(n)/g(n) = 0,
and we write f(n) = Θ (g(n)) if both f(n) = O (g(n)) and f(n) = Ω (g(n)) hold.

The study of f(n, k, `) has a long history (e.g. [21, 16, 10, 24]) and, in particular, Rödl
and Šiňajová [21] proved that

f(n, k, `) = Θ
(
n
k−`
k−1 (log n)

1
k−1

)
for all fixed k > ` ≥ 2. (3)

It follows that

g(n, k, `) ≤ f(n, k, `) = O
(
n
k−`
k−1 (log n)

1
k−1

)
. (4)

One important difference between (n, k, `)-systems and (n, k, `)-omitting systems is their
maximum sizes. By definition, every set of ` vertices in an (n, k, `)-system is contained in
at most one edge, thus every (n, k, `)-system has size at most

(
n
`

)
/
(
k
`

)
= O

(
n`
)
. However,

this is not true for (n, k, `)-omitting systems. Indeed, the following result of Frankl and
Füredi [11] shows that the maximum size of an (n, k, `)-omitting system can be much
larger than that of an (n, k, `)-system when k > 2`+ 1.

Let k > ` ≥ 1 and λ ≥ 1 be integers. The k-graph Skλ(`) consists of λ edges E1, . . . , Eλ
such that Ei ∩Ej = S for 1 ≤ i < j ≤ λ and some fixed set S (called the center) of size `.
When ` = 1 we just write Skλ, and we will omit the superscript k in Skλ(`) if it is obvious.
It is easy to see that an n-vertex k-graph is an (n, k, `)-omitting system iff it is S2(`)-free,
and is an (n, k, `)-system iff it is {S2(`), . . . , S2(k − 1)}-free.
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Theorem 1.1 (Frankl–Füredi [11]). Let k > ` ≥ 1 and λ > 1 be fixed integers and H be
an Sλ(`)-free k-graph on n vertices. Then |H| = O

(
nmax{`,k−`−1}). Moreover, the bound

is tight up to a constant multiplicative factor.

Theorem 1.1 together with (1) imply that for fixed k, `,

g(n, k, `) =

Ω
(
n
k−`
k−1

)
k ≤ 2`+ 1,

Ω
(
n
`+1
k−1

)
k > 2`+ 1.

(5)

Notice that for k ≤ 2` + 1 the bounds given by (4) and (5) match except for a factor of
(log n)1/(k−1), but for k > 2`+ 1, these two bounds have a gap in the exponent of n.

Our main goal in this paper is to extend the results of Rödl and Šiňajová to the larger
class of (n, k, `)-omitting systems and improve the bounds given by (4) and (5). In other
words, the question we focus on is the following:

What is the value of g(n, k, `)?

Our results for (n, k, `)-omitting systems are divided into two parts. For k ≤ 2` + 1, we
believe that the behavior is similar to that of (n, k, `)-systems and prove a nontrivial lower
bound for the first open case ` = k − 2. For k > 2` + 1 we give new lower and upper
bounds which show that the minimum independence number of (n, k, `)-omitting systems
has a very different behavior than for (n, k, `)-systems.

1.2 k ≤ 2`+ 1

As mentioned above, for this range of ` and k, the issue at hand is only the polylogarithmic
factor in g(n, k, `). It follows from the definition that an (n, k, k − 1)-omitting system is
also an (n, k, k − 1)-system, thus Rödl and Šiňajová’s result (3) implies that

g(n, k, k − 1) = f(n, k, k − 1) = Θ
(
n

1
k−1 (log n)

1
k−1

)
.

So, the first open case in the range of k ≤ 2`+ 1 is ` = k − 2, and for this case we prove
the following nontrivial lower bound for g(n, k, k − 2), which improves (5).

Theorem 1.2. Suppose that k ≥ 4. Then every (n, k, k − 2)-omitting system has an

independent set of size Ω
(
n2/(k−1) (log log n)1/(k−1)

)
. In other words,

g(n, k, k − 2) = Ω
(
n

2
k−1 (log log n)

1
k−1

)
.

Unfortunately, our method for proving Theorem 1.2 cannot be extended to the entire
range of k ≤ 2`+ 1, but we make the following conjecture.

Conjecture 1.3. For all fixed integers k > ` ≥ 2 that satisfy k ≤ 2` + 1 there exists a

function ω(n)→∞ as n→∞ such that g(n, k, `) = Ω
(
n
k−`
k−1ω(n)

)
.

Theorem 1.2 shows that Conjecture 1.3 is true for ` = k − 2. The smallest open case is
k = 5 and ` = 2.
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1.3 k > 2`+ 1

Recall that in the range of k > 2`+ 1 the bounds given by (4) and (5) leave a gap in the
exponent of n. The following result shows that for a wide range of k and ` neither of them
gives the correct order of magnitude.

Theorem 1.4. Let ` ≥ 2 and k > 2`+ 1 be fixed. Then

Ω
(

max
{
n
`+1
3`−1 , n

`+1
k−1

})
= g(n, k, `) = O

(
n
`+1
2` (log n)

1
`

)
.

Remark.

(a) The lower bound n
`+1
3`−1 can be improved to n

3−
√
5

2
+o`(1) ∼ n0.38196+o`(1). See the

remark in the end of Section 3 for details.

(b) It is clear that Theorem 1.4 improves the bound given by (5) for k > 3`, and it also

improves the bound given by (4) for k > 2`+ 1 as k−`
k−1 −

`+1
2` = (`−1)(k−2`−1)

2`(k−1) > 0 for
k > 2`+ 1.

It would be interesting to determine g(n, k, `) for k > 2` + 1. Here, we are not able to
offer a conjecture for the exponent of n.

Problem 1.5. Determine the order of magnitude of g(n, k, `) for k > 2`+ 1.

For the first open case (k, `) = (6, 2) Theorem 1.4 gives Ω
(
n3/5

)
= g(n, 6, 2) = O

(
n3/4+o(1)

)
.

Similar to Remark (a) above the lower bound for g(n, 6, 2) can be improved to Ω
(
n2/3

)
.

See the remark in the end of Section 3 for details.

1.4 (n, k, `, λ)-systems and (n, k, `, λ)-omitting systems

We consider the following generalization of (n, k, `)-omitting systems and (n, k, `)-systems
in this section.

An n-vertex k-graph H is an (n, k, `, λ)-system if every set of ` vertices is contained in at
most λ edges, and H is an (n, k, `, λ)-omitting system if it does not contain Sλ+1(`) as a
subgraph.

Define

f(n, k, `, λ) = min {α(H) : H is an (n, k, `, λ)-system} , and

g(n, k, `, λ) = min {α(H) : H is an (n, k, `, λ)-omitting system} .

When λ is a fixed constant, the value of f(n, k, `, λ) is essentially the same as f(n, k, `)
(e.g. see [21]), i.e. f(n, k, `, λ) = Θ (f(n, k, `)). Similarly, the same conclusions as in
Theorems 1.2 and 1.4 also hold for g(n, k, `, λ), since Theorem 1.1 holds for all Sλ(`)-free
hypergraphs and using it one can easily extend the proof for the case λ = 1 to the case
λ > 1. For the sake of simplicity, we will prove Theorem 1.2 only for the case λ = 1.

When λ is not a constant, even the value of f(n, k, `, λ) is not known in general. Here is
a summary of the known results.

4



• ` = 1: An (n, k, 1, λ)-system is just a k-graph with maximum degree λ and here
complete k-graphs and (1) yield

f(n, k, 1, λ) = Θ
( n

λ1/(k−1)

)
.

On the other hand a result of Loh [17] implies

g(n, k, 1, λ) =
n

λ+ 1
whenever (λ+ 1)(k − 1) | n.

If the divisibility condition fails then we have a small error term above.

• ` = k − 1: Kostochka, Mubayi, and Verstraëte [16] proved that

f(n, k, k − 1, λ) = Θ

((n
λ

) 1
k−1
(

log
n

λ

) 1
k−1

)
for 1 ≤ λ ≤ n

(log n)3(k−1)2
.

• 2 ≤ ` ≤ k − 2: Tian and Liu [24] proved that

f(n, k, `, λ) = Ω

((n
λ

log
n

λ

)1/`)
for k ≥ 5,

2k + 4

5
< ` ≤ k − 2, λ = o

(
n

5`−2k−4
3k−9

)
.

They also gave a construction which implies that

f(n, k, `, λ) = O

((
nk−`

λ

) 1
k−1 (

log
n

λ

) 1
k−1

)
for 2 ≤ ` ≤ k − 1, log n� λ� n.

Since for every λ > 0 an (n, k, `, λ)-system has size O
(
λn`
)
, it follows from (1) that

f(n, k, `, λ) = Ω

((
nk−`

λ

) 1
k−1

)
,

which, by Tian and Liu’s upper bound, is tight up to a factor of (log n)1/(k−1) when
log n� λ� n.

Using a result of Duke, Lefmann, and Rödl [9] we are able to improve the lower bound for
f(n, k, `, λ) to match the upper bound obtained by Tian and Liu for a wide range of λ.

Theorem 1.6. Let k > ` ≥ 2 be fixed. If there exists a constant δ > 0 such that

0 < λ < n
`−1
k−2
−δ, then

f(n, k, `, λ) = Ω

((
nk−`

λ

) 1
k−1

(log n)
1

k−1

)
.

Remark. It remains open to determine f(n, k, `, λ) for Ω
(
n
`−1
k−2
−o(1)

)
= λ = O

(
nk−`

)
.

Since Theorem 1.1 does not hold when λ is not a constant, our method of proving Theo-
rems 1.2 and 1.4 cannot be extended to this case.
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1.5 Applications in Ramsey theory

For a k-graph F the Ramsey number rk(F , t) is the smallest integer n such that every
F-free k-graph on n vertices has an independent set of size at least t. Determining the
minimum independence number of an F-free k-graph on n vertices is essentially the same
as determining the value of rk(F , t). So, our results above can be applied to determine
the Ramsey number of some hypergraphs.

First, Theorem 1.2 and (4) imply the following corollary.

Corollary 1.7. Let k ≥ 4 and λ ≥ 2 be fixed integers. Then

Ω

(
t(k−1)/2

(log t)1/2

)
= rk(Sλ(k − 2), t) = O

(
t(k−1)/2

(log log t)1/2

)
.

Similarly, Theorem 1.4 gives the following corollary.

Corollary 1.8. Let ` ≥ 2, k > 2`+ 1, and λ ≥ 2 be fixed integers. Then

Ω

(
t2`/(`+1)

(log t)2/(`+1)

)
= rk(Sλ(`), t) = O

(
min

{
t
3`−1
`+1 , t

k−1
`+1

})
.

Remark. According to Remark (a) after Theorem 1.4, the upper bound t
3`−1
`+1 above can

be improved to t
3+
√
5

2
+o`(1) ∼ t2.61803+o`(1).

The following result about rk(S
k
λ, t) follows from a more general result of Loh [17].

Theorem 1.9 (Loh [17]). Let t ≥ k ≥ 2, t − 1 = q(k − 1) + r for some q, r ∈ N with
0 ≤ r ≤ k − 2. Then for every λ ≥ 2

λq(k − 1) + r + 1 ≤ rk(Skλ, t) ≤ λq(k − 1) + λr + 1.

In particular, rk(S
k
λ, t) = λ(t− 1) + 1 whenever (k − 1) | (t− 1).

The k-Fan, denoted by F k, is the k-graph consisting of k+1 edges E1, . . . , Ek, E such that
Ei ∩ Ej = v for all 1 ≤ i < j ≤ k, where v 6∈ E, and |Ei ∩ E| = 1 for 1 ≤ i ≤ k. In other
words, F k is obtained from Skk by adding an edge omitting v that intersects each edge of
Skk . It is easy to see that F 2 is just the triangle K3. The k-graph F k was first introduced
by Mubayi and Pikhurko [19] in order to extend Mantel’s theorem to hypergraphs. Unlike
the case k = 2, where it is well known that r2(K3, t) = Θ

(
t2/log t

)
(e.g. see [3, 14]), the

following result shows that rk(F
k, t) = Θ(t2) for all k ≥ 3.

Theorem 1.10. Suppose that t ≥ k ≥ 3. Then⌊
t

2

⌋⌊
t− 1

2(k − 2)

⌋
< rk(F

k, t) ≤ t(t− 1) + 1.

As t→∞, it remains open to determine lim rk(F
k, t)/t2.

In Section 2, we prove Theorem 1.2. In Section 3, we prove Theorem 1.4. In Section 4,
we prove Theorem 1.6. In Section 5, we prove Theorem 1.10. Throughout the paper we
will omit floors and ceilings when they do not affect the proofs.
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2 Proof of Theorem 1.2

In this section we prove Theorem 1.2. Let us show some preliminary results first.

2.1 Preliminaries

For a k-graph H and i ∈ [k − 1] the i-th shadow of H is

∂iH =

{
A ∈

(
V (H)

k − i

)
: ∃E ∈ H such that A ⊂ E

}
.

The shadow of H is ∂H = ∂1H. For a set S ⊂ V (H) the neighborhood of S in H is

NH(S) = {v ∈ V (H) \ S : ∃E ∈ H such that S ∪ {v} ⊂ E} ,

the link of S in H is

LH(S) = {E \ S : E ∈ H and S ⊂ E} ,

and dH(S) = |LH(S)| is the degree of S in H. For i ∈ [k − 1] the maximum i-degree of H
is

∆i(H) = max

{
dH(A) : A ∈

(
V (H)

i

)}
,

and note that ∆(H) = ∆1(H).

For a pair of distinct vertices u, v ∈ V (H) the (k − 1)-codegree of u and v is the number
of (k − 1)-sets S ⊂ V (H) such that S ∪ {u} ∈ H and S ∪ {v} ∈ H. Denoted by Γ(H) the
maximum (k − 1)-codegree of H.

The random greedy independent set algorithm. We begin with H(0) = H, V (0) =
V (H) and I(0) = ∅. Given independent set I(i) and hypergraph H(i) on vertex set V (i),
a vertex v ∈ V (i) is chosen uniformly at random and added to I(i) to form I(i+ 1). The
vertex set V (i+ 1) is set equal to V (i) less v and all vertices u such that {u, v} is an edge
in H(i). The hypergraph H(i+ 1) is formed form Hi by

1. removing v from all edges of size at least three in H(i) that contain v, and

2. removing every edge that contains a vertex u such that the pair {u, v} is an edge of
H(i).

The process terminates when V (i) = ∅. At this point I(i) is a maximal independent set
in H. Let imax denote the step where the algorithm terminates.

In [5], Bennett and Bohman analyzed the random greedy independent set algorithm using
the differential equation method, and they proved that if a k-graph satisfies certain degree
and codegree conditions, then the random greedy independent set algorithm produces a
large independent set with high probability.

Theorem 2.1 (Bennett–Bohman [5]). Let k and ε > 0 be fixed. Let H be a D-regular
k-graph on n vertices such that D > nε. If

∆i(H) < D
k−i
k−1
−ε for 2 ≤ i ≤ k − 1, and Γ(H) < D1−ε,

then the random greedy independent set algorithm produces an independent set I in H of

size Ω
(

(log n)1/(k−1) · n/D1/(k−1)
)

with probability 1− o(1).
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The lower bound on independence number in Theorem 2.1 can easily be proved by applying
a theorem of Duke-Lefmann-Rödl [9] (see Theorem 2.3), so the main novelty of Theorem 2.1
is the fact that the random greedy independent set algorithm produces an independent
set of this size with high probability.

Let S ⊂ V (H) be a set of bounded size s such that S contains no edge in H. A nice
property of the random greedy independent set algorithm is that S is contained in the set
I(i) with probability (1 + o(1)) (i/n)s, which is almost the probability that S is contained
in a random i-subset of V (H).

Using this property we can easily control the size of the induced subgraph of G on I(i),
where G is a hypergraph that has the same vertex set with H.

Proposition 2.2 (Bennett–Bohman [5]). Let H be a hypergraph that satisfies the condi-
tions in Theorem 2.1 and G be a k′-graph on V (H) (i.e. G and H are on the same vertex
set). If i ≤ imax is fixed, then the expected number of edges of G contained in I(i) is at

most (1 + o(1)) (i/n)k
′
· |G|.

For 2 ≤ j ≤ k − 1 and two edges E,E′ in a k-graph H we say {E,E′} is a (2, j)-cycle if
|E ∩ E′| = j. Denote by CH(2, j) the number of (2, j)-cycles in H. Duke, Lefmann, and
Rödl [9] proved the following result for hypergraphs with few (2, j)-cycles.

Theorem 2.3 (Duke–Lefmann–Rödl [9]). Let H be a k-graph on n vertices satisfying
∆(H) ≤ tk−1, where t� k. If CH(2, j) ≤ nt2k−j−1−ε for 2 ≤ j ≤ k− 1 and some constant

ε > 0, then α(H) ≥ c(k, ε) (log t)1/(k−1) · n/t.

Recall that a hypergraph is linear if every pair of edges has at most one vertex in common.
It is easy to see that H is linear iff CH(2, j) = 0 for 2 ≤ j ≤ k − 1. The following easy
corollary of Theorem 2.3 will be handy for proofs in the next section.

Corollary 2.4 (see e.g. [13]). Suppose that H is a linear k-graph with n vertices and

average degree d. Then α(H) = Ω
(

(log d)1/(k−1) · n/d1/(k−1)
)

.

For a (not necessarily uniform) hypergraph H on n vertices (assuming that V (H) = [n])
and a family F = {G1, . . . ,Gn} of m-vertex k-graphs with V (G1) = · · · = V (Gn) = VF the
Cartesian product of H and F , denoted by H�F , is a hypergraph on V (H)× VF and

H�F = {(E, v) : E ∈ H and v ∈ VF} ∪ {(i, F ) : i ∈ [n] and F ∈ Gi} .

Since the hypergraphs we considered here are not necessarily regular, Theorem 2.1 cannot
be applied directly to our situations. To overcome this issue we use an adaption of a trick
used by Shearer in [22], that is, for every nonregular hypergraph H we take the Cartesian
product of H and a family of linear hypergraphs to get a new hypergraph Ĥ that is regular.
Then we apply Theorem 2.1 to Ĥ to get a large independent set, and by the Pigeonhole
principle, this ensures that H has a large independent set.

First, we need the following theorem to show the existence of sparse regular linear hyper-
graphs.

Given two k-graphs H1 and H2 with the same number of vertices a packing of H1 and H2

is a bijection φ : V (H1)→ V (H2) such that φ(E) 6∈ H2 for all E ∈ H1.
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Theorem 2.5 (Lu–Székely [18]). Let H1 and H2 be two k-graphs on n vertices. If

∆(H1)|H2|+ ∆(H2)|H1| <
1

ek

(
n

k

)
,

then there is a packing of H1 and H2.

Theorem 2.5 enables us to construct sparse regular linear hypergraphs inductively.

Lemma 2.6. For every positive integer n that satisfies k | n and every positive integer d
that satisfies

d ≤ (n− k + 2)(n− k + 1)

ek2(k − 1)2n
+ 1,

there exists a d-regular linear k-graph with n vertices.

Proof of Lemma 2.6. We proceed by induction on d and note that the case d = 1 is trivial
since a perfect matching on n vertices is a 1-regular linear k-graph. Now suppose that
d ≥ 2. By the induction hypothesis, there exists a (d − 1)-regular linear k-graph on n
vertices, and let Hd−1 be such a k-graph. Let H1 be a perfect matching on n vertices.
Define the extended k-graph Ĥ1 of H1 as

Ĥ1 =

{
{u, v} ∪A : {u, v} ∈ ∂k−2H1 and A ∈

(
V (H1) \ {u, v}

k − 2

)}
.

It is clear from the definition that H1 ⊂ Ĥ1, |Ĥ1| < n
k

(
k
2

)(
n
k−2
)
, and Ĥ1 is regular. So,

∆(Ĥ1) =
k|Ĥ1|
n

<
k

n

n

k

(
k

2

)(
n

k − 2

)
=

(
k

2

)(
n

k − 2

)
.

By assumption

∆(Hd−1)|Ĥ1|+ ∆(Ĥ1)|Hd−1| < (d− 1)
n

k

(
k

2

)(
n

k − 2

)
+

(d− 1)n

k

(
k

2

)(
n

k − 2

)
= 2(d− 1)

n

k

(
k

2

)(
n

k − 2

)
≤ 1

ek

(
n

k

)
.

Therefore, by Theorem 2.5, there exist a bijection φ : V (Hd−1) → V (H1) such that
|φ(E)∩E′| ≤ k−1 for all E ∈ Hd−1 and all E′ ∈ Ĥ1, and this implies that |φ(E)∩E′′| ≤ 1
for all E ∈ Hd−1 and all E′′ ∈ H1. Therefore, H1 ∪ φ (Hd−1) is a d-regular linear k-graph
on n vertices.

2.2 Proofs

First we use Theorem 2.1 and Proposition 2.2 to prove a result about the common inde-
pendent set of two hypergraphs on the same vertex set.

Theorem 2.7. Let k1, k2 ≥ 2 be integers, ε > 0, n,D ∈ N, and d > 0. Suppose that

(a) H is an n-vertex k1-graph, G is an n-vertex k2-graph, and V (H) = V (G) = V ,

(b) D > nε and d (log n/D)
k2−1
k1−1 � 1,

9



(c) H satisfies that ∆(H) ≤ D,

∆i(H) < D
k1−i
k1−1

−ε
for 2 ≤ i ≤ k1 − 1, and Γ(H) < D1−ε,

(d) G satisfies that d(G) ≤ d and

CG(2, i)� n (D/log n)
2k2−i−1
k1−1 for 2 ≤ i ≤ k2 − 1.

Then, α (H ∪ G) = Ω
(
ω · n/d1/(k2−1)

)
, where

ω = ω(n,D, d, k1, k2) =

(
log

(
(log n/D)

k2−1
k1−1 d

))1/(k2−1)
.

Remarks.

• Although Theorem 2.7 imposes no condition on k1 and k2, we will only apply the
result in the case k2 = k1 + 1.

• Spencer’s bound (1) implies that α(G) = Ω
(
n/d1/(k2−1)

)
. Theorem 2.7 improves it in

two ways: first it improves the bound by a factor of ω, second it is a lower bound for
the independence number of G ∪H. Ajtai, Komlós, Pintz, Spencer, and Szemerédi’s
result (2) implies that the upper bound for ω is (log n)1/(k2−1). However, we are not
able to show that ω = Ω

(
(log n)1/(k2−1)

)
in general, and it would be interesting to

determine the optimal value of ω.

• If H and G satisfy conditions (a) and (c) in Theorem 2.7 and also satisfy

(b′) D > nε and d (log n/D)
k2−1
k1−1 � 1,

then α (H ∪ G) = Ω
(
(log n)1/(k1−1) · n/D1/(k1−1)

)
. Moreover, if G = ∅, then α(H) =

Ω
(
(log n)1/(k1−1) · n/D1/(k1−1)

)
which is the bound in Theorem 2.1. The proof is

similar to the proof of Theorem 2.7.

Proof of Theorem 2.7. For 2 ≤ i ≤ k2 − 1 define

Gi =

{
S ∈

(
V

2k2 − i

)
: G[S] contains a (2, i)-cycle

}
.

Fix m ∈ N such that D � m = O(nk1), and k1 | m. Notice that D has a trivial upper
bound nk1−1, so such an integer m exists. For every v ∈ V let Dv = D − dH(v). Since
m� D and k1 | m, by Lemma 2.6, there exists a Dv-regular linear k1-graph F(v) on [m]
for every v ∈ V . Let

H′ = H ∪ G ∪

 ⋃
2≤i≤k2−1

Gi
 , F = {F(v) : v ∈ V }, and Ĥ′ = H′�F .

Note that Ĥ′ is consisting of

1. the k1-graph Ĥ = H�F ,

2. the k2-graph Ĝ that is the union of m pairwise vertex-disjoint copies of G, and

10



3. the (2k2− i)-graph Ĝi that is the union of m pairwise vertex-disjoint copies of Gi for
2 ≤ i ≤ k2 − 1.

For every v ∈ V (Ĥ) we have dĤ(v) = dH(v) +Dv = D. Moreover,

∆i(Ĥ) = ∆i(H) < D
k1−i
k1−1

−ε
for 2 ≤ i ≤ k1 − 1, and Γ(Ĥ) = Γ(H) < D1−ε,

Applying the random greedy independent set algorithm and Theorem 2.1 to Ĥ , we obtain
an independent set Î of size at least c (log nm)1/(k1−1) · nm/D1/(k1−1) for some constant

c > 0 with probability 1− o(1). Let p = c ((log nm)/D)1/(k1−1) and we may assume that
|Î| = pnm since otherwise we can take the set of the first pnm vertices generated by the
random greedy independent set algorithm instead.

Applying Proposition 2.2 to Ĝ, Ĝ2, . . . , Ĝk2−1 and by assumption (d) we obtain

E
[∣∣∣Ĝ[Î]

∣∣∣] ≤ (1 + o(1))pk2 |Ĝ| < 2dnmpk2 ,

and for 2 ≤ i ≤ k2 − 1

E
[∣∣∣Ĝi[Î]

∣∣∣] = (1 + o(1))p2k2−i ·m · CG(2, i) = o(pnm).

So, by Markov’s inequality and the union bound, with probability at least 1/2 both∣∣∣Ĝ[Î]
∣∣∣ ≤ 10dnmpk2 and

∣∣∣Ĝi[Î]
∣∣∣ = o(pnm) ∀ 2 ≤ i ≤ k2 − 1

hold.

Fix a set Î such that |Î| = pnm and the events above hold. Then by removing o(pnm)
vertices we obtain a subset Î ′ ⊂ Î such that∣∣∣Ĝi[Î]

∣∣∣ = 0 for 2 ≤ i ≤ k2 − 1.

In other words, the k2-graph Ĝ[Î ′] is linear. Since

d
(
Ĝ[Î ′]

)
≤ k2 · 10dnmpk2

(1− o(1))pnm
≤ 20k2dp

k2−1,

by Corollary 2.4, it has an independent set I ′ of size at least

Ω

(
pnm

(20k2dpk2−1)1/(k2−1)

(
log 20dpk2−1

) 1
k2−1

)
= Ω

(
m

n

d1/(k2−1)

(
log pk2−1d

) 1
k2−1

)
= Ω

(
m

n

d1/(k2−1)
ω
)
.

Here we used assumption (b) to ensure that 20k2dp
k2−1 ≥ 1.

By the Pigeonhole principle, there exists j ∈ [m] such that I = I ′ ∩ (V × {j}) has size at
least |Î|/m = Ω

(
ω · n/d1/(k2−1)

)
, and it is clear that I is an independent set in both H

and G.

Next we use Theorem 2.7 to prove Theorem 1.2. The idea is to first decompose an
(n, k, k − 2)-omitting system H into two parts: Hk−1 ⊂ ∂H and Hk ⊂ H, and then apply
Theorem 2.7 to Hk−1 and Hk to find a large set I ⊂ V that is independent in both of
them. It will be easy to see that the set I is independent in H.

11



Proof of Theorem 1.2. Let H be an (n, k, k − 2)-omitting system and let V = V (H). By
Theorem 1.1, there exists a constant C1 such that |H| ≤ C1n

k−2. Let β = β(k) > 0 be a
constant such that k

2(k−1) < β < 1, for example, take β = 4/5. Define

Hk−1 =

{
A ∈ ∂H : dH(A) ≥ n

k−3
k−1

(log n)β

}
and Hk =

{
E ∈ H :

(
E

k − 1

)
∩Hk−1 = ∅

}
.

Let k1 = k − 1, k2 = k, D = nk−4+2/(k−1)(log n)β, d = C1n
k−3, and ε be a constant such

that 0 < ε < 1/(k − 1). Then D > nε and

d

(
log n

D

) k2−1
k1−1

= C1n
k−3

(
log n

nk−4+
2

k−1 (log n)β

) k−1
k−2

= C1 (log n)(1−β)
k−1
k−2 � 1.

Therefore, condition (b) in Theorem 2.7 is satisfied. Next we show that Hk−1 and Hk
satisfy (c) and (d) in Theorem 2.7 with our choice of k1, k2, D, d, ε.

Claim 2.8. The (k − 1)-graph Hk−1 is an (n, k − 1, k − 2)-system with ∆k−3(Hk−1) ≤
n2/(k−1)(log n)β.

Proof of Claim 2.8. First we prove thatHk−1 is an (n, k−1, k−2)-system. Indeed, suppose
to the contrary that there exist e1, e2 ∈ Hk−1 such that S = e1 ∩ e2 has size k − 2.

By the definition of Hk−1, |NH(ei)| ≥ n
k−3
k−1 /(log n)β > 2k for i = 1, 2. So there exist

v1, v2 ∈ V \ (e1 ∪ e2) such that Ei = ei ∪ {vi} ∈ H for i = 1, 2. However, E1 ∩ E2 = S
has size k − 2, contradicting the assumption that H is an (n, k, k − 2)-omitting system.
Therefore, Hk−1 is an (n, k − 1, k − 2)-system.

Now suppose to the contrary that there exists a set A ⊂ V of size k − 3 with dHk−1
(A) =

m > n2/(k−1)(log n)β. Since Hk−1 is an (n, k − 1, k − 2)-system, LHk−1
(A) is a matching

consisting of m edges. Suppose that LHk−1
(A) = {e1, . . . , em}, and let Bi = A ∪ ei for

1 ≤ i ≤ m. Since Bi ∈ Hk−1, by definition, there exists a set Ni ⊂ V of size at least

n
k−3
k−1 /(log n)β such that Bi ∪ {u} ∈ H for all u ∈ Ni.

Suppose that there exists v ∈ Ni ∩ Nj for some distinct i, j ∈ [m]. Then the two sets
A ∪ ei ∪ {v} and A ∪ ej ∪ {v} are edges in H and have an intersection of size k − 2, a
contradiction. Therefore, Ni ∩Nj = ∅ for all distinct i, j ∈ [m]. It follows that

n = |V | ≥
∑
i∈[m]

|Ni| ≥ mn
k−3
k−1 /(log n)β > n

2
k (log n)βn

k−3
k−1 /(log n)β > n,

a contradiction. Therefore, ∆k−3(Hk−1) ≤ n2/(k−1)(log n)β.

Since ∆k−3(Hk−1) ≤ n2/(k−1)(log n)β, for every set S ⊂ V of size i with i ∈ [k−4] the link
LHk−1

(S) is an
(
n, k − 1− i, k − 3− i, n2/(k−1)(log n)β

)
-system. Therefore, for i ∈ [k − 4]

∆i(Hk−1) ≤ n
2

k−1 (log n)β
(

n

k − 3− i

)
/

(
k − 1− i
k − 3− i

)
< nk−3−i+

2
k−1 (log n)β.

Since (
k − 4 +

2

k − 1

)
k − 1− i
k − 2

−
(
k − 3− i+

2

k − 1

)
=

2(i− 1)

k − 1
> ε,
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we obtain

∆i(Hk−1) < nk−3−i+
2

k−1 (log n)β < D
k−1−i
k−1−1

−ε for 2 ≤ i ≤ k − 3.

On the other hand, since H is an (n, k−1, k−2)-system, ∆k−2(Hk−1) ≤ 1 < D
k−1−(k−2)
k−1−1

−ε

and Γ(Hk−1) = 0 < D1−ε. Therefore, Hk−1 satisfies condition (c) in Theorem 2.7.

Claim 2.9. The k-graph Hk satisfies d(Hk) ≤ C1kn
k−2,

CHk(2, i) = O
(
n2k−4−i

)
for 2 ≤ i ≤ k − 3,

CHk(2, k − 2) = 0, and CHk(2, k − 1) = O
(
nk−2+

k−3
k−1 /(log n)β

)
.

Proof of Claim 2.9. First, it is clear that CHk(2, k− 2) = 0 since there is no pair of edges
in Hk with an intersection of size k − 2.

Let 2 ≤ i ≤ k − 3 and S ⊂ V be a set of size i. Since Hk is an (n, k, k − 2)-omitting
system, the link LHk(S) is an (n, k − i, k − 2 − i)-omitting system. So, by Theorem 1.1,
|LHk(S)| = O

(
nk−2−i

)
, which implies that

CHk(2, i) ≤ |Hk| ·
(
k

i

)
·O
(
nk−2−i

)
= O

(
n2k−4−i

)
for 2 ≤ i ≤ k − 3.

Now let S ⊂ V be a set of size k− 1. By the definition of Hk, dHk(S) ≤ n2/(k−1)/(log n)β.
Therefore,

CHk(2, k − 1) ≤ |Hk| ·
(

k

k − 1

)
· n

k−3
k−1 /(log n)β = O

(
nk−2+

k−3
k−1 /(log n)β

)
.

Since

1 +

(
k − 4 +

2

k − 1

)
2k − 1− i
k − 2

− (2k − 4− i) =
2(i− 1)

k − 1
> ε,

by Claim 2.9,

CHk(2, i) = O
(
n2k−4−i

)
= o

(
n (D/log n)

2k−i−1
k−1−1

)
for 2 ≤ i ≤ k − 3.

Moreover, CHk(2, k − 2) = 0� n (D/log n)
2k−(k−2)−1
k−1−1 , and

CHk(2, k − 1) = O

(
nk−2+

k−3
k−1

(log n)β

)
� nk−2+

k−3
k−1

(log n)(1−β)
k
k−2

= n

(
D

log n

) 2k−(k−1)−1
k−1−1

,

where the inequality follows from the assumption that β > k
2(k−1) . Therefore, Hk satisfies

condition (d) in Theorem 2.7.

So, by Theorem 2.7, there exists a set I ⊂ V of size Ω
(
ω · n/n

k−3
k−1

)
= Ω

(
n2/(k−1)ω

)
such

that I is independent in both Hk−1 and Hk. Here

ω =

(
log

(
((log n)/D)

k2−1
k1−1 d

))1/(k2−1)
=
(

log (log n)(1−β)
k−1
k−2

)1/(k−1)
= Ω

(
(log log n)1/(k−1)

)
.
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3 Proof of Theorem 1.4

3.1 Lower bound

We prove the lower bound in Theorem 1.4 in this section. The proof idea is similar to that
used in the proof of Theorem 1.2, that is, we decompose an (n, k, `)-omitting system into
many different hypergraphs so that each hypergraph contains the information of a certain
subset of edges in the original hypergraph. Then we use a probabilistic argument to show
that there exists a large common independent set of these hypergraphs.

Recall that an n-vertex k-graph H is an (n, k, `, λ)-omitting system iff it is Sλ+1(`)-
free. While Theorem 1.4 as stated provides a lower bound on the independence number
of (n, k, `)-omitting systems, the result holds in the more general setting of (n, k, `, λ)-
omitting systems. We present the proof in this more general setting.

Let k ≥ k0 > ` ≥ 1, λ ≥ 2, and H be an Sλ(`)-free k-graph. We say H is (k0, λ)-
indecomposable if

• k = k0, or

• k > k0 andH is {Sλ1(k−1), . . . , Sλk−k0 (k0)}-free, where λi = (kλ)2
i−1

for i ∈ [k−k0].

Otherwise, we say H is (k0, λ)-decomposable.

Call a family F of hypergraphs (k0, λ)-indecomposable if every member in it is (k0, λ)-
indecomposable. Otherwise, we say F is (k0, λ)-decomposable.

The decomposition algorithm.
Input: An Sλ(`)-free k-graph H and a threshold k0 with k ≥ k0 > `.
Output: A family F of Sλ(`)-free (k0, λ)-indecomposable hypergraphs.
Operation: We start with the family F = {H}. If F is (k0, λ)-indecomposable, then we
terminate this algorithm. Otherwise, let G ∈ F be a (k0, λ)-decomposable hypergraph and
let k′ denote the size of each edge in G. Let i0 ∈ {1, . . . , k′ − k0} be the smallest integer

such that G contains a copy of Sλi0 (k′ − i0), where λi0 = (kλ)2
i0−1

. Define

Gk′−i0 =

{
A ∈

(
V (H)

k′ − i0

)
: dG(A) ≥ λi0

}
and Gk′ =

{
B ∈ G :

(
B

k′ − i0

)
∩ Gk′−i0 = ∅

}
.

Update F by removing G and adding Gk′−i0 and Gk′ . Repeat this operation until F is
(k0, λ)-indecomposable.

We need the following lemmas to show that the algorithm defined above always terminates.
Write ν(H) for the size of a maximum matching in H.

Lemma 3.1. Let H be an
{
Sλ1(k − 1), . . . , Sλk−1

(1)
}

-free k-graph with m edges. Then

ν(H) ≥ m∏k−1
i=1 (i+ 1)λi

.

Proof of Lemma 3.1. For j ∈ [k − 1] let Λj =
∏j
i=1(i + 1)λi. We prove this lemma by

induction on k. Suppose that k = 2. Since H is Sλ1(1)-free, dH(v) ≤ λ1 − 1 for all
v ∈ V (H). Therefore, by greedily choosing an edge e and removing all edges that have
nonempty intersection with e, we obtain at least m/(2λ1) pairwise disjoint edges in H.
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Now suppose that k ≥ 3. We claim that dH(v) ≤ (λk−1−1)Λk−2 for all v ∈ V (H). Indeed,
suppose to the contrary that there exists v0 ∈ V (H) with dH(v0) ≥ (λk−1 − 1)Λk−2 + 1.
Since H is

{
Sλ1(k − 1), . . . , Sλk−2

(2)
}

-free, the link LH(v0) is
{
Sλ1(k − 2), . . . , Sλk−2

(1)
}

-
free. By the induction hypothesis,

ν(LH(v0)) ≥
(λk−1 − 1)Λk−2 + 1

Λk−2
> λk−1 − 1,

but this contradicts the assumption that H is Sλk−1
(1)-free. Therefore, dH(v) ≤ (λk−1 −

1)Λk−2 for all v ∈ V (H). Then, similar to the case of k = 2, by greedily choosing an edge
e and removing all edges that have nonempty intersection with e, we obtain

ν(H) ≥ m

k(λk−1 − 1)Λk−2 + 1
>

m

Λk−1

completing the proof.

Let H be an Sλ(`)-free k-graph. Define

Hk−1 =

{
A ∈

(
V (H)

k − 1

)
: dH(A) ≥ kλ

}
.

If H is
{
Sλ′1(k − 1), . . . , Sλ′

k−k′−1
(k′ + 1), Sλ(`)

}
-free for some ` < k′ ≤ k − 2, then also

define

Hk′ =

{
A ∈

(
V

k′

)
: dH(A) ≥ kλ

k−k′−1∏
i=1

(i+ 1)λ′i

}
.

Lemma 3.2. The hypergraphs Hk′ and Hk−1 defined above are Sλ(`)-free.

Proof of Lemma 3.2. We may only prove that Hk′ is Sλ(`)-free, since the proof for Hk−1 is
basically the same. Suppose to the contrary that there exists {A1, . . . , Aλ} ⊂ Hk′ forming
a copy of Sλ(`). Since H is {Sλ′1(k − 1), . . . , Sλ′

k−k′−1
(k′ + 1)}-free, the link LH(Ai) is

{Sλ′1(k − k′ − 1), . . . , Sλ′
k−k′−1

(1)}-free for i ∈ [λ]. Let Λ′ =
∏k−k′−1
i=1 (i + 1)λ′i. It follows

from the definition of Hk′ that |LH(Ai)| ≥ kλΛ′ for i ∈ [λ]. So, by Lemma 3.1, there
are at least kλΛ′/Λ′ ≥ kλ pairwise disjoint edges in LH(Ai) for i ∈ [λ]. Therefore,

there exist λ pairwise disjoint (k − k′)-sets B1, . . . , Bλ such that Bi ⊂ V \
(⋃λ

i=1Ai

)
and

Ei = Ai ∪ Bi ∈ H for i ∈ [λ]. It is clear that {E1, . . . , Eλ} is a copy of Sλ(`) in H, a
contradiction.

Recall that in the decomposition algorithm we defined

Gk′−i0 =

{
A ∈

(
V (H)

k′ − i0

)
: dG(A) ≥ λi0

}
, and Gk′ =

{
B ∈ G :

(
B

k′ − i0

)
∩ Gk′−i0 = ∅

}
,

where i0 ∈ {1, . . . , k′−k0} is the smallest integer such that G contains a copy of Sλi0 (k′−i0)
and λi0 = (kλ)2

i0−1

. It is clear from the definition that Gk′ is Sλi0 (k′ − i0)-free. On the
other hand, Lemma 3.2 implies that both Gk′ and Gk′−i0 are Sλ(`)-free. Therefore, the
new hypergraphs Gk′−i0 and Gk′ we added into F either have a smaller edge size (the case
Gk′−i0) or forbid one more hypergraph (the case Gk′). So the algorithm must terminate
after finite many steps, and it is easy to see that the outputted family F has size at most
2k−k0 . Indeed, the latter statement can be proved by associating a binary tree TH to the
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algorithm: the vertex set of TH is the collection of all hypergraphs (including H) generated
in each operation of the algorithm, the root of TH is H, and the children of a vertex G
are Gk′−i0 and Gk′ (if they are defined). It is easy to see that the height of TH is at most
k − k0 and the outputted family F is the collection of hypergraphs that are leaf vertices
of TH. Therefore, |F| ≤ 2k−k0 .

The following lemma shows that in order to find a large independent set in H it suffices
to find a large common independent set of all hypergraphs in F .

Lemma 3.3. Let H be an Sλ(`)-free k-graph and F be the outputted family after applying
the decomposition algorithm to H. Then

α(H) ≥ α

(⋃
G∈F
G

)
.

Proof of Lemma 3.3. Suppose that F = {H1, . . . ,Hm} and I ⊂ V (H) is independent in
Hi for i ∈ [m]. It is clear from the definition that for every E ∈ H there is a subset E′ ⊂ E
such that E′ ∈ Hi for some i ∈ [m]. Since I is independent Hi, E′ 6⊂ I and it follows that
E 6⊂ I. Therefore, I is independent in H.

We also need the following lemma which gives an upper bound for the size of an indecom-
posable hypergraph.

Theorem 3.4 (Deza–Erdős–Frankl [8]). Let r ≥ 1, t ≥ 2 be integers and L = {`1, . . . , `r}
be a set of integers with 0 ≤ `1 < · · · < `r < k. If an n-vertex k-graph H is St(`)-free for
every ` ∈ [k] \ L, then |H| = O(nr−1) unless (`2 − `1) | · · · | (`r − `r−1) | (k − `r).

Lemma 3.5. Let k ≥ k0 > ` ≥ 1, λ ≥ 2 be integers, k > 2` + 1, k0 ≥ ` + 3, and H be
a Sλ(`)-free (k0, λ)-indecomposable k-graph with n vertices. Then there exists a constant
Ck,`,λ such that |H| ≤ Ck,`,λnmin{k0−2,k−`−1}.

Proof of Lemma 3.5. Since H is Sλ(`)-free and k > 2` + 1, by the results in [11], |H| =
O
(
nk−`−1

)
. On the other hand, since H is {Sλ1(k − 1), . . . , Sλk−k0 (k0), Sλ(`)}-free, ap-

plying Theorem 3.4 to H with t = max{λ1, . . . , λk−k0 , λ} and L = {0, 1, . . . , ` − 1, ` +
1, . . . , k0 − 1} we obtain |H| = O

(
nk0−2

)
.

Now we are ready to prove the lower bound in Theorem 1.4.

Proof of the lower bound in Theorem 1.4. We may assume that k > 3` since otherwise by
(5) we are done. Let H be an Sλ(`)-free k-graph on n vertices and V = V (H). Apply
the decomposition algorithm to H with the threshold k0 = 2` + 1, and let F denote the
outputted family. Suppose that F = {H1, . . . ,Hm} for some integer m. For i ∈ [m]
let ki denote the size of each edge in Hi and note from the definition of the algorithm
that 2` + 1 ≤ ki ≤ k. Let C = max{Cki,`,λ : 2` + 1 ≤ ki ≤ k}, where Cki,`,λ is the
constant given by Lemma 3.5. Choose a set I ⊂ V such that every vertex is included in I

independently with probability p = δn−
2`−2
3`−1 , where δ > 0 is a small constant that satisfies
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Cmδ3`−2 ≤ 1/4. Then by Lemma 3.5,

E

[
|I| −

m∑
i=1

|Hi[I]|

]
= E[|I|]−

m∑
i=1

E[|Hi[I]|]

≥ pn−
m∑
i=1

Cpkinmin{2`−1,ki−`−1}

= pn− C

 ∑
i∈[m]:ki≥3`

pkin2`−1 +
∑

i∈[m]:ki≤3`−1

pkinki−`−1


≥ δn

`+1
3`−1 − Cmδ3`n

`+1
3`−1 − Cmδ3`−1n

`+1
3`−1 ≥ δn

`+1
3`−1 /2.

Therefore, there exists a set I of size Ω
(
n
`+1
3`−1

)
such that Hi[I] = ∅ for i ∈ [m], and it

follow from Lemma 3.3 that α(H) ≥ |I| = Ω
(
n
`+1
3`−1

)
.

Remark. The lower bound n
`+1
3`−1 can be improved by optimizing the choice of k0. Indeed,

suppose that ` is sufficiently large. Let

k0 =

(√
5 + 1

2
+ o`(1)

)
`, s =

(√
5 + 3

2
+ o`(1)

)
`, and p = δn

−
(√

5−1
2

+o`(1)
)
,

where δ > 0 is a sufficiently small constant. Repeating the argument above we obtain

E

[
|I| −

m∑
i=1

|Hi[I]|

]
= E[|I|]−

m∑
i=1

E[|Hi[I]|]

= pn−

∑
ki≥s

E[|Hi[I]|] +
∑

2`+1≤ki≤s
E[|Hi[I]|] +

∑
k0<ki≤2`

E[|Hi[I]|]

 .

By Lemma 3.5, we have ∑
ki≥s

E[|Hi[I]|] ≤ C
∑
ki≥s

pkink0−2.

By Theorem 1.1, we have∑
2`+1≤ki≤s

E[|Hi[I]|] ≤ C
∑

2`+1≤ki<s
pkinki−`−1 and

∑
k0<ki≤2`

E[|Hi[I]|] ≤ C
∑

k0≤ki≤2`
pkin`.

Therefore,

E

[
|I| −

m∑
i=1

|Hi[I]|

]
≥ pn− C

∑
ki≥s

pkink0−2 +
∑

2`+1≤ki<s
pkinki−`−1 +

∑
k0≤ki≤2`

pkin`


≥ pn− Cm

(
psnk0−2 + ps−1ns−`−2 + pk0n`

)
≥ δn

(
3−
√
5

2
+o`(1)

)
/2,

which implies that H contains an independent set I of size Ω

(
n

(
3−
√
5

2
+o`(1)

))
.

Similarly, the lower bound for g(n, 6, 2) can be improved from Ω
(
n3/5

)
to Ω

(
n2/3

)
by

letting k0 = 4. Indeed, it is easy to see that when applying the decomposition algorithm
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to an n-vertex Sλ(2)-free 6-graph H with the threshold k0 = 4, the outputted family F
consists of three hypergraphs: an Sλ(2)-free (4, λ)-indecomposable 6-graph H1, an Sλ(2)-
free (4, λ)-indecomposable 5-graphH2, and an Sλ(2)-free 4-graphH3. By Theorem 1.1 (the
stronger version in [11]), |H2| = O

(
n2
)

and |H3| = O
(
n2
)
. By Theorem 3.4, H1 = O

(
n2
)
.

So, it follows from a similar probabilistic argument as above that α(H) ≥ α(H1∪H2∪H3) =
Ω
(
n2/3

)
.

3.2 Pseudorandom bipartite graphs

Our construction for the upper bound in Theorem 1.4 is related to some pseudorandom
bipartite graphs, so it will be convenient to introduce some definitions and results related
to pseudorandom bipartite graphs.

For a graph G on n vertices (assuming that V (G) = [n]) the adjacency matrix AG of G is
an n× n matrix whose (i, j)-th entry is

AG(i, j) =

{
1, if {i, j} ∈ E(G),

0, otherwise.

Denote by G(V1, V2) a bipartite graph with two parts V1 and V2, and that say G(V1, V2)
is (d1, d2)-regular if dG(v) = di for all v ∈ Vi and i = 1, 2.

For a bipartite G = G(V1, V2) denote by λ(G) the second largest eigenvalue of AG. Suppose
that G is (d1, d2)-regular. Then we say G is pseudorandom if λ(G) = O

(
max{

√
d1,
√
d2}
)
.

The Zarankiewicz number z(m,n, s, t) is the maximum number of edges in a bipartite
graph G(V1, V2) with |V1| = m, |V2| = n such that G contains no complete bipartite graph
with s vertices in V1 and t vertices in V2.

Our construction of (n, k, `)-systems is related to the lower bound (construction) for
z(m,n, s, t). More specifically, it is related to a construction defined by Alon, Mellinger,
Mubayi and Verstraëte in [4], which was used to show that z(n`/2, n, 2, `) = Ω

(
n(`+1)/2

)
.

Let q be a prime power and F = GF (q) be the finite field of size q. Denote by F[X] the
collection of all polynomials over F. The graph G(q`, q2, 2, `) is a bipartite graph with two
parts V1 and V2, where

V1 = {P (x) : P (x) ∈ F[X], deg(P (x)) ≤ `− 1} , and V2 = F× F,

and for every P (x) ∈ V1 and every (x, y) ∈ V2, the pair {P (x), (x, y)} is an edge in
G(q`, q2, 2, `) iff y = P (x).

It is clear that G(q`, q2, 2, `) does not contain a complete bipartite graph with two vertices
in V1 and ` vertices in V2 since two distinct polynomials of degree at most ` − 1 over F
can have the same value in at most ` − 1 points. It is also easy to see that G(q`, q2, 2, `)
is (q, q`−1)-regular.

The proof of the following result concerning the eigenvalues of G(q`, q2, 2, `) can be found
in [10].

Lemma 3.6 ([10]). The eigenvalues of the adjacency matrix of G(q`, q2, 2, `) are

q`/2, q(`−1)/2, . . . , q(`−1)/2︸ ︷︷ ︸
q2−q times

, 0, . . . , 0,−q(`−1)/2, . . . ,−q(`−1)/2︸ ︷︷ ︸
q2−q times

,−q`/2.

In particular, G(q`, q2, 2, `) is pseudorandom.
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3.3 Upper bound

In this section we prove the existence of (n, k, `)-systems with independence number

O
(
n
`+1
2` (log n)

1
`

)
. Our construction is obtained from a random subgraph of the bipartite

graph G(q`, q2, 2, `) defined in the last section, and the method we used here is similar to
that used in [15, 10].

First let us summarize the constructions used in [15] and [10] into a more general form.

Since we cannot ensure the random subgraph chosen from G(q`, q2, 2, `) is exactly (d1, d2)-
regular for some d1, d2 ∈ N, it will be useful to consider the following more general setting.

Let C, d1, d2 ≥ 1 be real numbers. A hypergraph H is

(a) (C, d1)-uniform if d1/C ≤ |E| ≤ Cd1 for all E ∈ H, and

(b) (C, d2)-regular if d2/C ≤ dH(v) ≤ Cd2 for all v ∈ V (H).

The edge density of a k-graph H with n vertices is ρ(H) = |H|/
(
n
k

)
. The bipartite incidence

graph GH of H is a bipartite graph with two parts V1 = E(H) and V2 = V (H), and for
every E ∈ E(H) and v ∈ V (H) the pair {E, v} is an edge in GH iff v ∈ E. Denote by AH
the adjacency matrix of GH.

Let n = |V (H)|, m = |H| and labelling the edges in H with E1, . . . , Em We say a family F
of hypergraphs fits H if F = {Gi : 1 ≤ i ≤ m} and Gi is a hypergraph with |V (Gi)| = |Ei|
for i ∈ [m].

Given a hypergraph H and a family F that fits H we let H(F) be the random hypergraph
obtained from H by taking independently for every i ∈ [m] a bijection ψi : Ei → V (Gi)
and letting a set S ⊂ Ei be an edge in H(F) if ψi(S) ∈ Gi.

Let τ ≥ 1 be an integer and denote by Bτ (G) the collection of τ -subsets of V (G) that are
not independent in G. Let bτ (G) = |Bτ (G)| and pτ (G) = bτ (G)/

(
v(G)
τ

)
. In other words,

pτ (G) is the probability that a random τ -subset of V (G) is not independent in G. For a
family F of hypergraphs define

pτ (F) = min {pτ (G) : G ∈ F} .

We extend the definition of CG(2, j) in Section 2 by letting CG(2, j) denote the number of
pairs of edges {E,E′} in a k-graph G with |E ∩ E′| = j for all 0 ≤ j ≤ k − 1.

The following lemma gives an upper bound for the independence number of H(F).

Lemma 3.7. Let C, d1, d2 ≥ 1 be real numbers and k ≥ 2 be an integer. Suppose that
H is a hypergraph with n vertices, m edges, and is (C, d1)-uniform, (C, d2)-regular. Let
F = {Gi : i ∈ [m]} be a family of k-graphs that fits H. Suppose there exists λ ≥ 0 such
that the bipartite graph GH satisfies∣∣∣∣eGH(X,Y )− d1

n
|X||Y |

∣∣∣∣ ≤ λ√|X||Y | (6)

for all X ⊂ V (H) and Y ⊂ E(H). Then, w.h.p. α (H(F)) ≤ 2τn/d1, if τ satisfies

pτ (F)

τ
≥ 8C2 log n

d2
and τ ≥ 8C2λ2

d2
. (7)
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Proof of Lemma 3.7. Let τ be a real number that satisfies (7), V = V (H), and I ⊂ V be
a set of size 2τn/d1.

Let m = |H| and label the edges in H by {E1, . . . , Em}. Let mi = |Ei| for i ∈ [m]. Since
H is (C, d1)-uniform and (C, d2)-regular, we obtain d1|H|/C ≤

∑
v∈V dH(v) ≤ Cd1|H|,

and consequently,

md1/C
2 ≤ nd2 ≤ C2md1. (8)

Define

E1 = {E ∈ H : |E ∩ I| < τ} , and E2 = {E ∈ H : |E ∩ I| > 3τ} .

Claim 3.8. |Ei| ≤ 2C2λ2m/d2τ ≤ m/4 for i = 1, 2.

Proof of Claim 3.8. It follows from (6) that∑
E∈E1

|E ∩ I| = eGH(I, E1) ≥ d1|I||E1|/n− λ (|I||E1|)1/2 ,

and by definition,
∑

E∈E1 |E ∩ I| < τ |E1|. Therefore,

τ |E1| > d1|I||E1|/n− λ (|I||E1|)1/2 .

Since |I| = 2τn/d1, we obtain

|E1| <

(
λ|I|1/2

d1|I|/n− τ

)2

=

(
λ|I|1/2

d1|I|/2n

)2

=
2λ2n

τd1
,

which together with (8) implies |E1| < 2C2λ2m/d2τ . Notice that (7) implies that C2λ2/d2τ ≤
1/8, so |E1| < m/4.

Now consider E2. Similarly, By (6),∑
E∈E2

|E ∩ I| = eGH(I, E2) ≤ d1|I||E1|/n+ λ (|I||E1|)1/2 ,

and by definition,
∑

E∈E2 |E ∩ I| > 3τ |E2|. Therefore,

3τ |E2| < d1|I||E2|/n+ λ (|I||E2|)1/2 ,

Since |I| = 2τn/d1, we obtain

|E2| <

(
λ|I|1/2

3τ − d1|I|/n

)2

=

(
λ|I|1/2

d1|I|/2n

)2

=
2λ2n

τd1
≤ 2C2λ2m

τd2
≤ m

4
.

For i ∈ [m] let Ii = I ∩ Ei. By Claim 3.8 the number of set Ii that satisfies τ ≤ |Ii| ≤ 3τ
(in fact, |Ii| ≥ τ is sufficient for the proof) is at least m− 2m/4 = m/2. By the definition
of pτ (F), for every Ii that satisfies τ ≤ |Ii| ≤ 3τ we have

P (ψi(Ii) is independent in Gi) ≤ 1− pτ (F).
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Since, by definition, the bijections {ψi : i ∈ [m]} are mutually independent, the events

{ψi(Ii) is independent in Gi : i ∈ [m]}

are mutually independent. Therefore,

P (I is independent in H(F)) ≤ P

 ∧
i∈[m]

ψi(Ii) is independent in Gi


=
∏
i∈[m]

P (ψi(Ii) is independent in Gi) ≤ (1− pτ (F))m/2 .

So the expected number of independent 2nτ/d1-sets in H(G) is at most

(1− pτ (F))m/2
(

n

2nτ/d1

)
< exp

(
−pτ (F)

m

2
+

2τn

d1
log

(
en

2nτ/d1

))
< exp

(
−pτ (F)

m

2
+

2C2τm

d2
log n

)
< exp

(
−pτ (F)

m

4

)
→ 0 as m→∞.

Therefore, α(H(F)) ≤ 2τn/d1 holds with high probability.

The following corollary may be a simpler form to use Lemma 3.7.

Corollary 3.9. Let C, d1, d2 ≥ 1 be real numbers and k ≥ 2 be an integer. Suppose that
H is a hypergraph with n vertices, m edges, and is (C, d1)-uniform, (C, d2)-regular. Let
F = {Gi : i ∈ [m]} be a family of k-graphs that fits H. Suppose there exists λ ≥ 0 such that
the bipartite graph GH satisfies (6) for all X ⊂ V (H) and Y ⊂ E(H). Suppose further
that

• there exists ρ > 0 such that ρ(Gi) ≥ ρ for i ∈ [m], and

• λ < (d2τ/8C
2)1/2, where τ = 2

(
16k!C2 log n/ρd2

)1/(k−1) � 1, and

• CGi(2, j) ≤ |Gi| (v(Gi)/3τ)k−j for 0 ≤ j ≤ k − 1 and i ∈ [m].

Then, w.h.p. α (H(F)) ≤ 2τn/d1.

Proof of Corollary 3.9. It suffices to show that τ = 2
(
16k!C2 log n/ρd2

)1/(k−1)
satisfies

(7). First let us calculate pτ (F). Fix i ∈ [m] and for every edge set E ⊂ Gi let TE denote
the collection of τ -sets in V (Gi) containing the vertex set

⋃
E∈E E. By the definition of

Bτ (Gi), we have

Bτ (Gi) =
⋃
E∈Gi

T{E}.

It follows from the Bonferroni inequalities [6] that

bτ (Gi) =

∣∣∣∣∣∣
⋃
E∈Gi

T{E}

∣∣∣∣∣∣ ≥
∑
E∈Gi

|T{E}| −
∑

{E,E′}∈(Gi2 )

|T{E,E′}|

= |Gi|
(
v(Gi)− k
τ − k

)
−
k−1∑
j=0

CGi(2, j) ·
(
v(Gi)− 2k + j

τ − 2k + j

)
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Since CGi(2, j) ≤ |Gi| (v(Gi)/τ)k−j for 0 ≤ j ≤ k − 1, we obtain

k−1∑
j=0

CGi(2, j) ·
(
v(Gi)− 2k + j

τ − 2k + j

)
≤

k−1∑
j=0

|Gi|
(
v(Gi)

3τ

)k−j (v(Gi)− 2k + j

τ − 2k + j

)

=

k−1∑
j=0

|Gi|
(
v(Gi)

3τ

)k−j (τ − k)k−j
(v(Gi)− k)k−j

(
v(Gi)− k
τ − k

)

≤
k−1∑
j=0

|Gi|
(
v(Gi)

3τ

)k−j ( τ

v(Gi)

)k−j (v(Gi)− k
τ − k

)

≤ 1

2
|Gi|
(
v(Gi)− k
τ − k

)
.

Therefore, bτ (Gi) ≥ 1
2 |Gi|

(v(Gi)−k
τ−k

)
. Consequently,

pτ (Gi) =
bτ (Gi)(
v(Gi)
τ

) ≥ 1

2

|Gi|
(v(Gi)−k

τ−k
)(

v(Gi)
τ

) =
1

2

|Gi|(v(Gi)
k

) (τ)k
k!

=
ρ(Gi)

2

(τ)k
k!
≥ ρ

2k!
(τ)k.

So we obtain

pτ (F)

τ
≥ ρ

2k!
(τ − 1)k−1 ≥

ρ

2k!

(τ
2

)k−1
≥ 8C2 log n

d2
.

On the other hand, our assumption on λ clearly implies τ ≥ 8C2λ/d2. Therefore, by
Lemma 3.7, w.h.p. α (H(F)) ≤ 2τn/d1.

We will also need the following result in our proof.

Lemma 3.10 ([15]). Let H be a d1-uniform d2-regular hypergraph on n vertices. Then
for every V ′ ⊂ V (H) and E ⊂ E(H),∣∣∣∣∣∑

E∈E
|E ∩ V ′| − d1

n
|V ′||E|

∣∣∣∣∣ ≤ λ(GH)
√
|V ′||E|.

We also need the following Chernoff’s inequality (e.g. see Theorem 22.6 in [12]).

Theorem 3.11 (Chernoff’s inequality). Suppose that Sn = X1+· · ·+Xn where 0 ≤ Xi ≤ 1
for i ∈ [n] are independent random variables. Let µ = E[X1]+ · · ·+E[Xn]. Then for every
0 ≤ t ≤ µ,

P (|Sn − µ| ≥ t) ≤ e−
t2

3µ .

Now we are ready to prove the upper bound in Theorem 1.4.

Proof of the upper bound in Theorem 1.4. Let q be a prime power and G = G(q`, q2, 2, `)
be the bipartite graph on V1∪V2 with |V1| = q` and |V2| = q2. Let G denote the hypergraph
on q2 vertices whose bipartite incident graph is G. Note that G is a q`−1-regular q-graph,
and by Lemmas 3.6 and 3.10,∣∣∣∣∣∑

E∈E
|E ∩ V ′| − 1

q
|V ′||E|

∣∣∣∣∣ ≤ q(`−1)/2√|V ′||E| (9)
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holds for all V ′ ⊂ V (G) and E ⊂ G.

Let U ⊂ V (G) be a random set such that every vertex in V (G) is included in U inde-

pendently with probability p = q−
2
`+1 . Then E[|U |] = pq2 = q

2`
`+1 , and by the Chernoff

inequality,

P
(∣∣|U | − pq2∣∣ > pq2/2

)
< e
−(pq2/2)

2

3pq2 = e−pq
2/12 → 0 as q →∞.

For every E ∈ G we have E[|E ∩ U |] = pq = q
`−1
`+1 , and by the Chernoff inequality,

P (||E ∩ U | − pq| > pq/2) < e
− (pq/2)2

3pd1 = e−pq/12.

Let B denote the collection of edges E ∈ G such that ||E ∩ U | − pq| > pq/2. Then

E[|B|] ≤ q`e−pq/12 = q`e−q
`−1
`+1 /12 → 0 as q →∞.

Therefore, w.h.p. the set U satisfies that q
2`
`+1 /2 ≤ |U | ≤ 3q

2`
`+1 /2 and q

`−1
`+1 /2 ≤ |E ∩U | ≤

3q
`−1
`+1 /2 for all E ∈ G.

Fix such a set U that satisfies the conclusion above, and let c ∈ [1/2, 3/2] be the real

number such that |U | = cq
2`
`+1 . Let n = |U | = cq

2`
`+1 , m = |G| = q`, d1 = q

`−1
`+1 , and

d2 = q`−1. Let H be the hypergraph on U with

H = {E ∩ U : E ∈ G}.

Since d1/2 ≤ |E ∩ U | ≤ 3d1/2 for all E ∈ G, the hypergraph H is a (2, d1)-uniform.
Moreover, for every pair of edges E,E′ ∈ G, since |E ∩ E′| < ` < d1/2, we have E ∩ U 6=
E′ ∩ U . So, dH(u) = dG(u) = d2 for all u ∈ U . In addition, (9) also holds for all V ′ ⊂ U
and E ⊂ G.

Label the edges in H with {E1, . . . , Em} and let mi = |Ei| for i ∈ [m]. Let F =
{Si : i ∈ [m]}, where Si is the k-graph on [mi] whose edge set is the collection of all
k-subsets of [mi] that contain [`+ 1]. Our construction of the (n, k, `)-omitting system is
simply H(k, `) = H(F), and indeed, one can easily check that |e′ ∩ e′| 6= ` for all distinct
edges e, e′ ∈ H(k, `).

Let τ = 100 (log n)1/`.

Claim 3.12. pτ (F) ≥
(

τ
3d1/2

)`+1
/2.

Proof of Claim 3.12. Fix i ∈ [m] and let I be a random τ -subset of [mi]. It is easy to see
that I is not independent in Si iff [`+ 1] ⊂ I. Since

P ([`+ 1] ⊂ I) =

(
mi−`−1
τ−`−1

)(
mi
τ

) =
τ · · · (τ − `)
mi · · · (mi − `)

≥ (1− o(1))

(
τ

mi

)`+1

>
1

2

(
τ

3di/2

)`+1

,

we obtain

pτ (F) >
1

2

(
τ

3di/2

)`+1

.
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Observe that τ satisfies

pτ (F)

τ
>

(
τ

3d1/2

)`+1
/2

τ
=

100` log n

2(3/2)`+1d`+1
1

=
100`

2(3/2)`+1

log n

d2
>

32 log n

d2

(here we used the fact that d2 = d`+1
1 ) and

τ = 100(log n)1/` >
32
(
q(`−1)/2

)2
q`−1

.

We may therefore apply Lemma 3.7 with C = 2 to obtain

α (H(k, `)) ≤ 2τn/d1 ≤ 400n
`+1
2` (log n)1/`.

4 Independent sets in (n, k, `, λ)-systems

In this section we prove Theorem 1.6. Our proof is a direct application of Theorem 2.3.

Proof of Theorem 1.6. Fix δ > 0, and let ε > 0 be sufficiently small such that `−1
k−2 − δ <

(`−1)(1−ε)
k−2+ε holds. Let t = λ

1
k−1n

`−1
k−1 and H be a (n, k, `, λ)-system, where 0 < λ < n

`−1
k−2
−δ.

Let j ∈ [` − 1] and S ⊂ V (H) be a set of size j. Since H is an (n, k, `, λ)-system, LH(S)
is an (n, k − j, `− j, λ)-system. Therefore,

∆(H) ≤ λ
(

n

`− 1

)
/

(
k − 1

`− 1

)
< tk−1, and

|∆j(H)| ≤ λ
(

n

`− j

)
/

(
k − j
`− j

)
= O(λn`−j) for 2 ≤ j ≤ `− 1.

It follows that

CH(2, j) = O
(
λn`−j |H|

)
= O

(
λ2n2`−j

)
≤ nt2k−j−1−ε for 2 ≤ j ≤ `− 1.

On the other hand, for ` ≤ j′ ≤ k − 1 and a set S ⊂ V (H) of size j′ the link LH(S) has
size at most λ. Therefore,

CH(2, j′) = O (λ|H|) = O
(
λ2n`

)
≤ nt2k−j′−1−ε for ` ≤ j′ ≤ k − 1.

Therefore, by Theorem 2.3, α(H) = Ω
(

(log t)1/(k−1) n/t
)

= Ω
(
λ−

1
k−1n

k−`
k−1 (log n)

1
k−1

)
.

5 The Ramsey number of the k-Fan

In this section we prove Theorem 1.10. The lower bound (construction) is given by the so
called L-constructions. These were introduced in [7], where they were used to answer an
old Ramsey-type question of Ajtai–Erdős–Komlós–Szemerédi [1].

Let m,n ≥ 2 and let Lm,n be the k-graph with vertex set [m]× [n] and edge set

{{(x1, y1), (x1, y2), . . . , (xk−1, y2)} : x1 < · · · < xk−1, y1 > y2} .
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Proposition 5.1. For every m,n ≥ 2 the hypergraph Lm,n is F k-free.

Proof of Proposition 5.1. Suppose that Lm,n contains a copy of F k = {E1, . . . , Ek, E}.
Let v =

⋂k
i=1Ei and assume that v = (x0, y0), E = {(x1, y1), (x1, y2), . . . , (xk−1, y2)},

where x1 < · · · < xk−1 and y1 > y2.

By the definition of F k, for every vertex u ∈ E, there exists an edge Ei that contains
both u and v. It is easy to see that if x′1 < x′2 and y′1 < y′2, then there is no edge in Lm,n
containing both (x′1, y

′
1) and (x′2, y

′
2). Therefore, we must have (see Figure 1)

(1) x0 ≤ x1 and y0 ≥ y1, or

(2) x0 ≥ xk−1 and y0 ≤ y2, or

(3) x0 = x1 and y2 < y0 < y1, or

(4) y0 = y2 and x1 < x0 < xk−1.

If x0 ≤ x1 and y0 ≥ y1, then by the definition of Lm,n, there is a (k − 1)-set J ⊂ [k] such
that

⋂
j∈J Ej = (x0, y2), a contradiction. If x0 ≥ xk−1 and y0 ≤ y2, then by the definition

of Lm,n, there exist {i, j} ⊂ [k] such that Ei ∩ Ej = (x1, y0), a contradiction. Similarly, if
Case (3) or Case (4) happens, then there exist {i, j} ⊂ [k] such that Ei ∩Ej = (x1, y2), a
contradiction.

x

y

E

(x1, y1)

(x1, y2)

(xk−1, y2)

[m]

[n]

Figure 1: Only vertices that lie in these two shaded areas and the L-shaped path that
connects these two areas can be adjacent to all vertices in E.

The following result gives an upper bound for the independence number of Lm,n.

Proposition 5.2. The hypergraph Lm,n satisfies α(Lm,n) < m+ (k − 2)n.

Proof of Proposition 5.2. Let I be an independent in Lm,n. Remove the topmost vertex
of each column and the k− 2 rightmost vertices of each row in I. It is easy to see that we
removed at most m+ (k − 2)n vertices from I, and I has no vertex left since otherwise I
would contain an edge in Lm,n. Therefore, α(Lm,n) < m+ (k − 2)n.

Now we finish the proof of Theorem 1.10.
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Proof of Theorem 1.10. First we prove the lower bound. Let m = b t2c and n = b t−1
2(k−2)c.

By Propositions 5.1 and 5.2, the k-graph Lm,n is F k-free and α(Lm,n) ≤ m+ (k−2)n < t.
So,

rk(F
k, t) > mn =

⌊
t

2

⌋⌊
t− 1

2(k − 2)

⌋
.

To prove the upper bound, let us show that rk(F
k, t) ≤ rk(S

k
t , t) first. Indeed, let H be

a k-graph on rk(S
k
t , t) vertices. We may assume that H does not contain an independent

set of size t. Then, there exist t distinct edges E1, . . . , Et and a vertex v in H such that
Ei∩Ej = {v} for 1 ≤ i < j ≤ t. Let S be a set that contains exactly one vertex from each
Ei \ {v} for i ∈ [t]. Then S has size t and hence contains an edge in H, and it implies that
H contains a copy of F k. Therefore, rk(F

k, t) ≤ rk(Skt , t), and it follows from Theorem 1.9
that rk(F

k, t) ≤ t(t− 1) + 1.
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