On ill-posedness of truncated series models for water waves

David M. Ambrose, Jerry L. Bona and David P. Nicholls

On ill-posedness of truncated series models for water waves

David M. Ambrose\(^1\), Jerry L. Bona\(^2\) and David P. Nicholls\(^2\)

\(^1\)Department of Mathematics, Drexel University, Philadelphia, PA 19104, USA
\(^2\)Department of Mathematics, Statistics and Computer Science, University of Illinois at Chicago, Chicago, IL 60607, USA

The evolution of surface gravity waves on a large body of water, such as an ocean, is reasonably well approximated by the Euler system for ideal, free-surface flow under the influence of gravity. The well-posedness theory for initial-value problems for these equations, which has a long and distinguished history, reveals that solutions exist, are unique, and depend continuously upon initial data in various function–space contexts. This theory is subtle, and the design of stable, accurate, numerical schemes is likewise challenging. Depending upon the wave regime in question, there are many different approximate models that can be formally derived from the Euler equations. As the Euler system is known to be well-posed, it seems appropriate that associated approximate models should also have this property. This study is directed to this issue. Evidence is presented calling into question the well-posedness of a well-known class of model equations which are widely used in simulations. A simplified version of these models is shown explicitly to be ill-posed and numerical simulations of quadratic- and cubic-order water-wave models, initiated with initial data predicted by the explicit analysis of the simplified model, lends credence to the general contention that these models are ill-posed.

1. Introduction

The Euler equations for ideal free-surface fluid mechanics (the water wave problem) are a standard model for the motion of large bodies of water (e.g. a lake or ocean) under the influence of gravity. With applications ranging
from tsunami propagation to sand bar formation to the interaction of ocean waves with oil rigs, these equations are of central importance for engineers, scientists and mathematicians alike.

Independently of the perspective one brings to their study, the question of the well-posedness of the Euler system is fundamental, viz. do solutions exist, are they unique, and do they depend continuously upon initial and boundary conditions? The pure initial-value problem for the full Euler system for free surface water wave propagation is known to be well-posed. Indeed, there is a long history associated with this problem which can be found reviewed in the recent works of Lannes [1] and Strauss [2]. Without going into details, the upshot of a very substantial development is that the water-wave problem is indeed well-posed in a variety of physically reasonable function classes.

When real applications are in view, it has been the case since the mid-nineteenth century that approximate models have come to the fore. Not only they are easier to deal with theoretically, but they also admit more robust numerical approximations which are important for their use in applications. One widely used family of model systems was introduced by Craig & Sulem [3]. Craig and Sulem started by writing the water wave evolution equations in the Zakharov formulation [4], which involves the Dirichlet-to-Neumann operator for the fluid domain. Using a theorem of Coifman & Meyer [5], one is able to expand the Dirichlet-to-Neumann operator as a series. Craig and Sulem make such an expansion, truncate the relevant series and use the resulting equations for simulations of the water wave problem.

Ambrose et al. [6] considered a class of weakly nonlinear, quadratic approximations of the Euler equations supplemented with an artificial viscosity. These models combine two primary ingredients: the method of operator expansions of Craig and Sulem and the artificial viscosity ideas put forward by Dias et al. [7]. In reference [6], it was established that if artificial viscosity effects are included, then the resulting model system is indeed well-posed in a reasonable range of function classes. However, the constants in the a priori energy-type estimates on which the theory depends vary in an unfortunate way upon the viscosity parameter. This is not surprising. What did cause pause was that more detailed analysis did not yield bounds which can be controlled as the viscosity vanishes. We then considered the possibility that inviscid models, constructed in the spirit of Craig and Sulem, may not actually be well posed.

Further investigation with a change of perspective has thrown up evidence that in fact, these inviscid models are ill-posed. This evidence is as follows: first, it is shown that a reduced version of the quadratic model is ill-posed, because it does not feature continuous dependence of solutions upon initial data. Indeed, it is shown, for the reduced model, that there is a sequence of initial data (indexed by integers $J \to \infty$) of size $C/J$ (in an appropriate function space) that produce solutions which blow-up at a time proportional to $1/J$. Once this ill-posedness result is in hand, we return to the full truncated quadratic and cubic models and initiate them with the data that produced singularity formation for the reduced model. This family of initial data is uniformly bounded in the Sobolev space $H^s$, and goes to zero in $H^s$ for any $s < 1$. Our numerical experiments in this circumstance display blow-up in a time proportional to $1/J$, suggesting that the same mechanism for ill-posedness holds for the quadratic and cubic models as it does for the reduced model. To forestall the idea that the ill-posedness is connected solely with the roughness of the initial data, further simulations were performed using two other families of initial data: one of which is uniformly bounded in $H^{3/2}$ and goes to zero in $H^s$ for any $s < 3/2$, and another which is uniformly bounded in $H^{3/2}$, and which goes to zero in $H^s$ for any $s < 5/2$. We again found numerical evidence of ill-posedness.

The conclusion drawn from these machinations is that one must take care using operator expansions and truncation to produce models for water wave propagation. It is not necessarily the case that this technique preserves the structure of the original equations that allow for a well-posedness theory (see [8,9] for instances of this phenomenon in a shallow-water setting). In future work, we will endeavour to redesign such truncated series models, taking into account the well-posedness theory for water waves, with the goal of arriving at systems which are well-posed, but which also maintain the attractive features of the truncated series models, such as ease of numerical simulation (see again [8,9] in the shallow-water context).
The rest of the paper is organized as follows: in §2, the quadratic and cubic models considered here are reviewed. In §3, a reduced model is introduced which focuses on two terms in the quadratic model that appear to be connected to ill-posedness. This reduced model is shown directly to be ill-posed. In §4, numerical evidence is presented of the ill-posedness for the full quadratic and cubic-truncated models, using the information gleaned from the analysis of the reduced model. We close in §5 with a summary and a discussion. A brief sketch of the derivation of the truncated models from the full Euler system is shown in appendix.

2. Water wave models

We consider the problem of gravity waves for an ideal, irrotational fluid satisfying the incompressible Euler equations. The wave motion is assumed to be long-crested, so that a two-dimensional description is appropriate. The spatial coordinates \((x,y)\) are chosen, so that \(y\) increases in the direction opposite to which gravity acts, and \(\{(x,y): y = 0\}\) corresponds to the rest position of the fluid. At time \(t\), the fluid domain is \(\{(x,y) \in \mathbb{R}^2 : y < \eta(x,t)\}\), which is to say, the function \(\eta(x,t)\) is the deviation of the free fluid surface from its rest position, and the fluid is infinitely deep. Of course, this presumes that the deviation \(\eta\) of the fluid surface is a single-valued function of \(x\), an assumption that we make throughout. Because the flow is irrotational and incompressible, there is a velocity potential, \(\varphi(x,y,t)\), which satisfies \(\Delta \varphi(x,y,t) = 0\), for all \((x,y)\) in the fluid domain. Using the Dirichlet-to-Neumann operator for the fluid domain (with normal vector \(N\)),

\[ G := \nabla \varphi(x, \eta) \cdot N = \partial_y \varphi(x, \eta) - (\partial_x \varphi) \partial_x \varphi(x, \eta), \]

the Euler system can be described entirely in terms of the surface quantities \(\eta(x,t)\) and \(\xi(x,t) = \varphi(x,\eta(x,t),t)\). The motion is taken to be periodic of period \(2\pi\) in the \(x\)-direction, so that \(\eta(x+2\pi,t) = \eta(x,t)\) and \(\xi(x+2\pi,t) = \xi(x,t)\), for all \(x\) and \(t\). The full Euler system for the motion in these circumstances appears in appendix. As mentioned in §1, the full water-wave problem is theoretically and numerically recalcitrant. It is very often the case that truncated models are used when applications are in view.

Interest is focused on the question of well-posedness or ill-posedness of the truncated system

\[ \eta_t = \Lambda \xi - \partial_x [\{H, \eta\} \Lambda \xi] \quad (2.1a) \]

and

\[ \xi_t = -g \eta + \frac{1}{2} (\Lambda \xi)^2 - \frac{1}{2} (\xi_x)^2, \quad (2.1b) \]

which is here referred to as the WW2 model. (Read this as ‘water-wave 2’ model, where the 2 refers to the fact that terms in the operator expansion of at most quadratic order are being kept; details of the derivation of this model are included in appendix.) The constant \(g\) is the acceleration owing to gravity, and the operator \(\Lambda\) is \(\Lambda = H \partial_x\), where \(H\) connotes the periodic Hilbert transform.

The Fourier symbol \(\hat{\Lambda}(k)\) of \(\Lambda\) is \(|k|\). The operator \([H, \eta]\) is a commutator: given a function \(f\), we have \([H, \eta] f = H(\eta f) - \eta H(f)\).

Also treated in our numerical simulations is the third-order approximation

\[ \partial_t \eta = \Lambda \xi - \partial_x [\{H, \eta\} \Lambda \xi] - \partial_x \left[ \left( \frac{\eta^2}{2} \right) \partial_x \Lambda \xi \right] - \Lambda \left[ \left( \frac{\eta^2}{2} \right) \Lambda^2 \xi \right] - G_1(\eta) \{\eta \Lambda \xi\} \quad (2.2a) \]

and

\[ \partial_t \xi = -g \eta - \left( \frac{1}{2} \right) \{ (\partial_x \xi)^2 - (\Lambda [\xi])^2 \} + (\Lambda \xi) \{ \partial_x [\eta \partial_x \xi] - \Lambda [\eta \Lambda \xi] \} + (\partial_x \xi) (\partial_x \eta) \}. \quad (2.2b) \]

to the water-wave problem, obtained by keeping one more order in the operator expansion (see again appendix). This system is referred to as WW3.
It is conjectured that the periodic initial-value problems for both of the above systems are ill-posed. Evidence in the direction of this conjecture begins with a study of the reduced model

\[ v_t = (Av)^2 - (v_x)^2. \quad (2.3) \]

The right-hand side of the reduced model appears on the right-hand side of (2.1b) and (2.2b), and we suspect that these are the terms leading to ill-posedness of the initial-value problems for both WW2 and WW3. To be more precise, the term \((\Lambda \xi)^2\), which can be viewed as a parabolic term of indefinite sign, appears to be the cause of the trouble. Incidentally, we are not proposing (2.3) as a new model of water-waves, but are simply using it to help understand the dynamics of solutions of (2.1) and (2.2).

3. Ill-posedness of the reduced model

The analysis begins by writing the Fourier series representation

\[ v(x, t) = \sum_{k=-\infty}^{\infty} v_k(t) e^{ikx} \quad (3.1) \]

of the solution, assuming that it lies in \( L^2 \) as a function of \( x \) on a period domain, for almost every \( t \). Combining (2.3) with (3.1) yields the evolution equations

\[ \frac{d}{dt} v_k = \sum_{\ell=-\infty}^{\infty} \left[ |(k - \ell)\ell| + (k - \ell)\ell \right] v_{k-\ell} v_{\ell} \quad (3.2) \]

for the Fourier coefficients \( v_k \). Note that the factor \(|(k - \ell)\ell| + (k - \ell)\ell\) appearing in brackets is non-negative. This suggests using the idea put forth in reference [10] in the study of blow-up solutions for the periodic complex Korteweg–de Vries (KdV) equation. Consider coefficients \( v_k \) which are such that \( v_k = v_{-k} \) and \( v_k \geq 0 \) for all \( k \). It is clear from (3.2) that if \( v_k(0) \geq 0 \) and \( v_k = v_{-k} \) for all \( k \), then these properties will continue to hold for \( t > 0 \). (This amounts to considering cosine series with non-negative coefficients in the representation (3.1).) For \( s > 0 \), take the norm in the Sobolev space \( H^s = H^s([0, 2\pi]) \) to be

\[ \|v\|_{H^s} = \left( \sum_{k=0}^{\infty} (1 + k^{2s}) v_k^2 \right)^{1/2}. \]

This is equivalent to the usual \( H^s \)-norm for functions with even, real Fourier coefficients.

Note that for a given value of \( k \), for all but finitely many values of \( \ell \), the quantity in brackets in (3.2) will be zero. More precisely, the sum on the right-hand side of (3.2) can be rewritten as

\[ \frac{d}{dt} v_k = v_{k,t} = \sum_{\ell=1}^{k-1} \left[ |(k - \ell)\ell| + (k - \ell)\ell \right] v_{k-\ell} v_{\ell} = \sum_{\ell=1}^{k-1} [2(k - \ell)\ell] v_{k-\ell} v_{\ell}. \quad (3.3) \]

In more detail, we have the following for small values of \( k \):

\[
\begin{align*}
v_{0,t} &= 0, & v_{1,t} &= 2v_1^2, & v_{2,t} &= 8v_1 v_2, \\
v_{3,t} &= 12v_1 v_3 + 8v_2^2, & v_{4,t} &= 16v_1 v_4 + 24v_2 v_3, & \ldots
\end{align*}
\]

The stage is set to show that solutions of the reduced model can blow up arbitrarily quickly for arbitrarily small initial data. This is the content of theorem 3.1.

**Theorem 3.1.** For any \( s \in [0, 2) \), the initial-value problem for the reduced model (2.3) is ill-posed in the Sobolev space \( H^s \). Specifically, there is a family of initial data \( v_0^{(j)} \in H^s \) with \( \left\| v_0^{(j)} \right\|_{H^s} \to 0 \) as \( J \to \infty \), such that the corresponding solutions of the initial-value problem blow up in \( H^s \) by time \( T_J \), where \( T_J \to 0 \) as \( J \to \infty \).
Proof. For fixed $s \in [0, 2)$ and $J \in \mathbb{N}$, define the initial condition $v_0 = v_0^{(j)}$ via its Fourier coefficients, viz.

$$v_0^{(j)} = v_{0,-j} = c > 0, \quad v_0^{(j)} = 0, \quad \text{for all } k \neq \pm j.$$ 

Let $v = v^j$ connote the solution of (3.2) emanating from the initial data $v_0^{(j)}$ and denote the Fourier coefficients of $v = v^j$ by $v_k = v_k^{(j)}$ for $k \in \mathbb{Z}$. (As $J$ is fixed for the moment, the superscript $j$ is suppressed for ease of reading in the next few paragraphs.)

The temporal dependence of the Fourier coefficients of $v$ is now estimated. Because, for all $k$, $(d/dt)v_k = v_{k,t} \geq 0$, it follows that $v_{j}(t) = v_{j,-j}(t) \geq c$ for all $t > 0$ for which the solution exists. Focusing upon $k = 2j$ and $\ell = J$ in (3.3), it is seen immediately that $v_{2J,t} \geq 2J^2(v_J)^2$, whence $v_{2J,t} \geq 2J^2 c^2 t$. Next, using again the non-negativity of the Fourier coefficients and considering the case $k = qJ$, $\ell = J$ and $\ell = qJ - J$ in (3.3), it is readily deduced that

$$\frac{d}{dt} v_{qJ} \geq 4J^2(q - 1)v_{qJ} v_{(q-1)J}, \quad \text{for all } q \geq 2. \quad (3.4)$$

We claim that for all $k \geq 2$, $v_{kJ}(t) \geq 2(4^{k-2})2^{(k-1)}c k^{-1}$. This will be proved by induction, the case $k = 2$ being in hand. Assume that the claim is true for $k = m$, which is to say, $v_{mJ}(t) \geq 2(4^{m-2})2^{(m-1)}c m^{-1} m^{-1}$. Use (3.4) with $q = m + 1$ together with the induction hypothesis about $v_{mJ}$ to find that

$$\frac{d}{dt} v_{(m+1)J} \geq 4J^2(m) v_{mJ} v_{mJ} \geq 2(4^{m-1})m^{2m-1} m^{-1}.$$

Integrating this inequality over $[0, t]$ reveals that $v_{(m+1)J}(t) \geq 2(4^{m-1})m^{2m-1} m^{-1}$, thereby validating the claim.

In consequence of the these lower bounds, it must be the case that for all $k \geq 2$,

$$v_{kJ}(t) \geq 2(4^{k-2})2^{(k-1)}c k^{-1} = \frac{c}{2} (4^2 t)^{k-1}.$$

This implies that by time $t = 1/4J^2 c$, $v$ fails to be in $L^2$ since by that time, infinitely many of its Fourier coefficients are greater than or equal to the positive constant $c/2$. The solution $v$ is thus seen to remain in $L^2$ on a maximal time interval $[0, T_*)$ with $T_* \leq 1/4J^2 c$.

The constant $c$ is now chosen in a helpful way. Let $\alpha$ and $\beta$ be positive constants and choose $c = c J^2(1 + J^2)^{1/2}$. The norm of the initial data is then $\|v(0)\|_{H^\beta} = \|v_0^{(J)}\|_{H^\beta} = \alpha(1 + J^2)^{1/2}$, and the solution must blow up in $L^2$ before time $1/4\alpha t^{2-\beta}$. Choosing $\alpha$ and $\beta$, so that $\alpha > 0$ and $s < \beta < 2$, we conclude that arbitrarily small data yield solutions which blow up arbitrarily quickly. This establishes lack of continuous dependence on the initial data for the initial-value problem. \hfill \blacksquare

Remark 3.2. At the end of the above proof, if $\alpha = 1/2$ and $\beta = 1$, then the solution of the initial-value problem with data $v(x, 0) = (1/J) \cos(Jx)$ is seen to blow up in time proportional to $1/J$. In §4, numerical simulations of the full WW2- and WW3-truncated models are run using three families of initial data; one of these families corresponds to this choice, $v(x, 0) = (1/J) \cos(Jx)$. Specifically, we will report the results of simulations of the WW2 and WW3 models using the data

$$\eta(x, 0) = 0, \quad \xi(x, 0) = \frac{1}{J} \cos(Jx). \quad (3.5)$$

The second family of data corresponds to $\alpha = 1/2$ and $\beta = 3/2$, which is to say, to $v(x, 0) = (1/J^{3/2}) \cos(Jx)$. For the WW2 and WW3 models, this means that the second family of initial data used in the simulations is

$$\eta(x, 0) = 0, \quad \xi(x, 0) = \frac{1}{J^{3/2}} \cos(Jx). \quad (3.6)$$

The same type of blow-up behaviour seen for the reduced model is evident in these simulations of the WW2 and WW3 systems. Note that for both of these choices of data, $\eta(x, 0)$ is obviously analytic. With the choice (3.5), $\xi(., 0)$ is bounded in $H^1$, and goes to zero in $H^s$ for any $s < 1$ as $J \to \infty$. With the choice (3.6), $\xi(., 0)$ is uniformly bounded in $H^{3/2}$, and goes to zero in $H^s$ for any $s < 3/2$ as $J \to \infty$. 
The reduced model is certainly ill-posed in all Sobolev spaces, but the above proof demonstrates ill-posedness in $H^s$ only for $s < 2$. The proof takes one pair of Fourier modes to be initially non-zero. The result can improved by making different choices of the non-zero Fourier modes of the initial data. To get an idea of what is possible, another choice of initial data is made that provides ill-posedness of the reduced model in $H^s$ for $s < 3$.

**Theorem 3.3.** For any $s \in [0, 3)$, the initial-value problem for the reduced model (2.3) is ill-posed in the Sobolev space $H^s$. Specifically, there is a sequence $(v^{(j)}_0)_{j=1}^\infty$ of initial data with $v^{(j)}_0 \to 0$ in $H^s$ as $j \to \infty$, having the property that the corresponding solutions of the initial-value problem blow up in $H^s$ by time $T_j$, where $T_j \to 0$ as $j \to \infty$.

**Proof.** Fix $s \in [0, 3)$ and $j \in \mathbb{N}$ and define initial data $v^{(j)}_0$ via its Fourier coefficients, viz.

$$v_{0,1} = v_{0,-1} = b > 0, \quad v_{0,j} = v_{0,-j} = c > 0, \quad v_{0,k} = 0, \text{ otherwise.}$$

As noted previously, if $(v_k)_{k \in \mathbb{Z}}$ are the Fourier coefficients of the solution $v$ starting at $v^{(j)}_0$, then $(d/dt)v_1 = 0$ and $(d/dt)v_j \geq 0$. It is therefore concluded that $v_1(t) = b$ and $v_j(t) \geq c$ for all $t$ in the time interval of existence of the solution. Considering $k = J + 1$ and $\ell = 1$ in (3.3) yields the inequality

$$\frac{d}{dt}v_{j+1} \geq 2|j|v_1 \geq 2|bc|.$$  

Integrating this inequality in time gives $v_{j+1}(t) \geq 2|bc|t$ for all $t$. Next, consider $k = 2J + 1$ and $\ell = J$ in (3.3) to find the inequality

$$\frac{d}{dt}v_{2j+1} \geq 2(J + 1)|v_{j+1}|v_j \geq 4|bc|^2t,$$

which implies immediately that

$$v_{2j+1} \geq 2|bc|^2t^2.$$  

Consider $k = (q + 1)J + q$ with $q = 1, 2, \ldots$ and seek to prove by induction that

$$v_{(q+1)J+q} \geq c(2|bc|^2)^q.$$  

Note that (3.7) serves to establish the base case $q = 1$ for the induction. Given $m > 1$, assume that $v_{(m+1)J+m} \geq c(2|bc|^2)^m$. Choose $k = (m + 2)J + (m + 1)$ and $\ell = J + 1$ and use (3.3) to conclude that

$$\frac{d}{dt}v_{(m+2)J+(m+1)} \geq 2((m + 1)J + m)(J + 1)v_{(m+1)J+m}v_{j+1} \geq 2(m + 1)^2v_{(m+1)J+m}v_{j+1}.$$  

Substituting from the lower bounds on $v_{(m+1)J+m}$ and $v_{j+1}$ allows the latter inequality to be extended thusly

$$\frac{d}{dt}v_{(m+2)J+(m+1)} \geq 2(m + 1)^2(2Jbc)(c(2|bc|^2)^m = 2m+1(2m + 2)^m3m+3(2|bc|^2)^m1^2m+1.$$  

Integrating with respect to $t$ provides the lower bound

$$v_{(m+2)J+(m+1)} \geq 2m+13m+3(2|bc|^2)^m1^2m+1 = c(2|bc|^2)^m1,$$

thereby completing the induction and establishing the inequality (3.8) for all $q \geq 1$.

From (3.8), it follows that the solution $v$ has certainly blown up in $L^2$ (just as in the previous proof) if the quantity in parentheses on the right-hand side of (3.8) is equal to one. This means the solution exists on the time interval $[0, T^*_s)$ with $T^*_s \geq 1/2|bc|$. The $H^s$-norm of the initial data is $(2b^2 + (1 + b^2)^{1/2})^{1/2}$. Take $b = a^{1/2}$ and $c = c(1+b)^{1/2}$ with $a, b, c$ all positive. Choose $a = \gamma = 1/2$ and seek $\beta$ and $\delta$ such that $s - \beta < 0$ and $3 - \beta - \delta > 0$. The condition on $3 - \beta - \delta$ ensures that $T^*_s \to 0$ as $J \to \infty$, whereas $s - \beta < 0$ ensures that the $H^s$-norm of the initial data goes to zero as $J \to \infty$. Because $s < 3$, the choice $\delta = (3 + s)/2$ and $\beta = (3 - s)/4$ meets all the criteria. The proof is complete.  

\[\boxed{\text{\texttt{\textbf{\textcopyright}}} 20130849}\]
Remark 3.4. As we mentioned in remark 3.2, three families of initial data are used in the simulations of the WW2 and WW3 models in §4. The third family of initial data is related to the data arising in the proof of theorem 2 with the choices $\alpha = 1/2, \beta = 1/10, \gamma = 1$ and $\delta = 5/2$. More specifically, we will compute using the initial data

$$\eta(x,0) = 0, \quad \xi(x,0) = \frac{1}{J^{1/10}} \cos(x) + \frac{2}{J^{5/2}} \cos(Jx). \quad (3.10)$$

The prediction from the reduced model is that the corresponding solution will blow up in time proportional to $J^{-1/5}$ (or faster). Note that with this choice, $\xi(\cdot,0)$ is uniformly bounded in $H^{5/2}$ and goes to zero in $H^s$, for all $s < 5/2$, as $J \to \infty$.

We expect similar ill-posedness results hold for the reduced system in higher-regularity spaces. This point has not been pursued, however. We were content with the results of ill-posedness in hand together with the numerically obtained evidence reported in §4.

4. Ill-posedness for the water-wave models

To bolster the conjecture that the quadratic WW2, (2.1) and cubic WW3, (2.2), truncated series models for water waves feature ill-posed initial-value problems, the results of some numerical simulations are presented. These are initiated with initial conditions inspired by our calculations showing that the reduced model (2.3) is ill-posed. The simulations are accomplished using a Fourier collocation method for the spatial discretization with a standard fourth-order Runge–Kutta scheme for the time-stepping [11].

In more detail, for the $2\pi$-periodic problem, solutions $\{\eta(x,t), \xi(x,t)\}$ of (2.1) and (2.2) are approximated by their truncated Fourier series, viz.

$$\eta_{N_x}^N(x) = \sum_{k=-N_x/2}^{N_x/2-1} \hat{\eta}_k^N e^{i k x} \quad \text{and} \quad \xi_{N_x}^N(x) = \sum_{k=-N_x/2}^{N_x/2-1} \hat{\xi}_k^N e^{i k x}.$$ 

These approximations are inserted into (2.1) and (2.2) and equality enforced at the equally spaced gridpoints $x_j = 2\pi j / N_x$. This leads to a coupled system of $2N_x$ ordinary differential equations which are supplemented with $2N_x$ initial conditions obtained by demanding that the value of the discrete initial data matches that of the continuous initial values at the grid points $x_j, -N_x/2 \leq j \leq N_x/2 - 1$. This system of ordinary differential equations is solved with a classical fourth-order, Runge–Kutta temporal integration.

Two aspects of this fully discrete approximation deserve further comment. First, in solving (2.1) and (2.2), one must simulate the Fourier multiplier $\Lambda = H \partial_x$. This is straightforward for a Fourier collocation method, because in the Fourier transformed variables, $\Lambda$ is simply multiplication by $|k|$ for all wavenumbers $k$. Consequently, we set

$$\Lambda \eta_{N_x}^N(x) = \sum_{k=-N_x/2}^{N_x/2-1} |k| \hat{\eta}_k^N e^{i k x}.$$ 

Second, as we are expecting singularity formation, experience indicates that it is important to filter the solution sufficiently, so that it is clear that any observed growth is due to the mechanisms of the model system rather than the artificial amplification of discretization errors. This is accomplished with a standard ‘low-pass filter’ of the form

$$S_P[\eta_{N_x}^N(x)] = \sum_{k=-P}^{P} \hat{\eta}_k^N e^{i k x},$$

which is applied to the approximations of the dependent variables after every timestep. The parameter $P$ is determined by experience, but variations of the approximations with variations in $P$ are investigated and reported below.
(a) Convergence studies

To provide confidence in the numerical results outlined below, a straightforward convergence study is conducted. As we do not know any helpful exact solution of the systems (2.1) or (2.2), the convergence analysis is based upon the small, smooth initial conditions

\[ \eta(x,0) = A \cos(kx), \quad \xi(x,0) = -\frac{A \omega_k}{|k|} \sin(kx), \quad \omega_k := \sqrt{g|k|}. \]

For integer \( k \), these initial conditions generate \( 2\pi \)-periodic, travelling-wave solutions of the linear water wave problem WW1, namely

\[ \eta_t = A\xi, \quad \xi_t = -g\eta. \]

The expectation is that this initial data should generate well-behaved solutions in the WW2 and WW3 models. In our simulations, we selected \( g = 1 \) and \( A = 1/100 \).

Consider a more or less fully resolved approximation, denoted \( (\eta_f, \xi_f) \), corresponding to these initial conditions and evolved to a final time \( T = \pi/2 \) using a very fine resolution (in this instance \( N_x = 1024 \) collocation points and \( N_t = 10^{240} \) time steps). Two experiments are reported.

1. For a fixed number of collocation points (here we choose \( N_x = 32 \)) and a selection of numbers of timesteps \( N_t = 16, 24, 32, \ldots, 512, 768 \), compute the relative difference in supremum norm between the associated solutions \( (\eta, \xi) \) and \( (\eta_f, \xi_f) \) at the final time \( T \). Here, the convergence in the temporal variable is being checked.

2. For a fixed number of timesteps (here we choose \( N_t = 4000 \)) and a selection \( N_x = 4, 6, 8, \ldots, 18, 20 \) of collocation points, determine the relative difference between the associated solutions \( (\eta, \xi) \) and \( (\eta_f, \xi_f) \) at the final time \( T \) in the supremum norm. The spatial convergence of the scheme is being tested in this experiment.

In all cases (the high fidelity run and the coarser experiments), the discretization parameters satisfied the Courant–Friedrichs–Lewy (CFL) condition for stability [11].

Figure 1 displays results derived from the first set of experiments, whereas figure 2 shows the outcome of the second. Both experiments revealed rapid convergence of the numerical simulations of these smooth solutions, with errors on the order of machine precision. (The flattening out of the error in figure 2 at about \( 10^{-14} \) is an indication of an overall condition number for our algorithm of about 100.)

A linear least-squares fit of the logarithm of the error observed in the first set of experiments versus the logarithm of \( N_t \) gives slopes of \(-3.995\) and \(-3.994\) for WW2 and WW3, respectively, suggesting the fourth-order convergence one expects of the classical Runge–Kutta scheme used here. The spatial convergence results in figure 2 exhibit a linear behaviour when its logarithm is plotted versus the number of collocation points, which is consistent with the exponential rate of convergence one hopes for when using Fourier collocation.

(b) Numerical study of ill-posedness

This section is devoted to report the outcome of particular computer simulations of solutions of the periodic initial-value problems for the WW2 and WW3 models. It will be seen that the exact results regarding ill-posedness of the reduced model (2.3) apparently have counterparts for the full models.

The \( 2\pi \)-periodic auxiliary data featured in remarks 3.2 and 3.4 (see (3.5), (3.6) and (3.10)) are used to initiate the numerical simulations. The growth of the \( L^\infty \)-norms of the resulting approximate solutions under the evolutions WW2 and WW3 is then studied. The simulations were run out to time \( T = \pi \) (though in the event, none of the simulations continued this long). We
Figure 1. Plots of the relative error (supremum norm) at the final time $T = \pi/2$ versus the number of timesteps $N_t$ of numerical approximations of the system of equations WW2 (a) and WW3 (b). The errors for $\eta$ and $\xi$ are nearly identical, so the data points are almost indistinguishable.

Figure 2. Plots of the relative error (supremum norm) at $T = \pi/2$ versus the number of collocation points $N_x$ of numerical approximations of the model systems WW2 (a) and WW3 (b).

considered pairs $(N_x, N_t)$ in the ranges $200 \leq N_x \leq 4000$ and, for each run we took $N_t$ so that

$$\lambda = \frac{\Delta t}{\Delta x} = \frac{T N_x}{L N_t} = \frac{1}{2} \frac{N_x}{N_t} \approx \frac{1}{2},$$

thereby satisfying the CFL condition for the linearized system. For each simulation, the $L^\infty$-norm is monitored, and the first time $t = t^*(N_x)$ for which a predetermined tolerance is exceeded is recorded. For the first set of simulations reported, this tolerance is taken to be $10^4$. The times $t^*(N_x)$ are then averaged over the values of $N_x$ selected and the result denoted $T^*$. This average time $T^*$ is referred to informally as the ‘blow-up’ time. Of course, the blow-up times depend upon the initial data.

In all of our experiments, the $L^\infty$-norm of the computed solution $(\eta, \xi)$ reached the prescribed tolerance rather quickly, certainly indicating a lack of global well-posedness. In particular, the blow-up times corresponding to smaller and smaller initial data exceeded the specified tolerance at times that were bounded above. The conclusion drawn from this state of affairs is that
arbitrarily small initial data leads to solutions that, at a fixed positive time, are bounded away from zero. This shows lack of continuity with respect to the initial data and so ill-posedness. In one spatial dimension, the $H^r$-norm controls the $L^\infty$-norm for any $r > 1/2$. Thus, if the $L^\infty$-norm is not small, then the $H^r$-norm cannot be small, either. Hence, ill-posedness in certain Sobolev norms is also inferred. In most of the simulations which follow, the blow-up times actually go to zero as the data gets smaller, just as they did for the reduced model.

A more detailed description of the outcome of our numerical simulations is now entered upon. Consider first initial data as suggested in remark 3.2, equation (3.5), namely
\[
\eta(x,0) = 0 \quad \text{and} \quad \xi(x,0) = \frac{1}{J} \cos(Jx).
\]
The initial data were run with $J = 2, 4, 8, 16$ and with values of the Fourier filtering set at $P = 60J, 70J, \ldots, 160J$. The amplitude tolerance was $10^4$, and we ran our scheme for the WW2 system with values of $N_x$ from 200 to 2000 in increments of 200 and associated values of $N_t$ satisfying (4.1) to determine the blow-up times. Figure 3a shows results of these experiments. As expected, the blow-up times $T^*$ decrease somewhat as $P$ increases. (This would likely cease to be true if $PJ$ got near to $Nx$, as aliasing would set in.) The fact that the blow-up times appear to be settling down as $P$ is increased adds confidence that what we are seeing is the real state of affairs for the differential equations and not some artefact of the numerical scheme. A linear least-squares fit to a power law of the logarithm of $J$ to the logarithm of the blow-up times $T^*$, all computed using the largest value of the filtering parameter $P$, yields
\[
T^* = C J^p,
\]
where $p = -0.955485$. A companion computation with the same initial data (3.5), but used to initiate WW3, gives results which are very similar to those for the WW2 model. These are displayed in figure 3b. The WW3 simulations use a finer discretization in the spatial variable, viz. $N_x$ ran from 2000 to 4000 in increments of 400 and different filter values, $P = 20J, \ldots, 60J$ were used. Conducting the least-squares fit of the log of the blow-up time to the log of $J$ in (4.2) yields $p = -1.00256$.

Studied also was the second family of initial conditions,
\[
\eta(x,0) = 0, \quad \xi(x,0) = \frac{1}{J^{3/2}} \cos(Jx),
\]
appearing in remark 3.2 (see formula (3.6)) for $J = 4, 8, 16, P = 60J, \ldots, 160J$. The amplitude tolerance was again set to $10^4$, and the values of $N_x$ used to determine the blow-up times were the
same as in the experiments corresponding to figure 3. The computed blow-up times are displayed in figure 4 for these initial conditions evolved in WW2 (figure 4a) and WW3 (figure 4b). Least-squares fits to the value \( p \) in (4.2) yield \( p = -0.446468 \) in WW2 and \( p = -0.498238 \) for WW3. (For the WW3 simulation, the finer discretization in the spatial variable and the filter values applied in the previous WW3 simulation were used.) Simulations were also made with the initial conditions

\[
\eta(x,0) = 0, \quad \xi(x,0) = \frac{1}{110} \cos(x) + \frac{2}{j^{5/2}} \cos(jx),
\]

put forward in remark 3.4, equation (3.10). These simulations featured \( J = 4, 8, 16 \), \( N_x \) running from 2000 to 4000 in increments of 400 and \( P = 60j, \ldots, 100j \). Here, the blow-up occurs much more slowly, no doubt because as \( J \) increases, such initial data become small in smaller Sobolev spaces than does the data in (3.5) and (3.6). Particularly in WW3, the growth of the \( L^\infty \)-norm, while inexorable, is quite slow. Consequently, the blow-up tolerance was reduced to 10. Thus, the simulation discovers when small initial data lead to more than an order of magnitude increase in size. Results are plotted in figure 5 for initial conditions evolved in WW2 (figure 5a) and WW3 (figure 5b). Least-squares fits to the value \( p \) in (4.2) yield \( p = -0.77552 \) and \( p = -0.0388835 \).
Figure 6. (a, b) Plot of solution profiles in the five timesteps before the blow-up time $T^{*}$ in the water wave models WW2 and WW3.

This section ends with two plots of the physical profile of one of these waveforms, just prior to it reaching the ‘blow-up’ tolerance. For this, we focus upon the simplest initial conditions, namely those in (3.5). Figure 6 depicts the computed approximation in the five timesteps immediately preceding $T^{*}$ in WW2 (figure 6a) and WW3 (figure 6b). In both these graphs, we have zoomed in on the right spatial endpoint where the solution is growing rapidly. Note how quickly the amplitude is increasing! This simulation was done with $N_x = N_t = 8000$ where $\lambda$ in (4.1) is 1/2. The timestep is about 0.0004, so the growth is explosive. Note also the rapid oscillations and the highly resolved nature of our numerical simulation (the spatial discretization is about 0.0008). For the simulation made using the WW3 model, not only does the final profile display oscillations, the four prior to that do as well, though their structure is too small to see on the scale used to make the plot.

5. Discussion

Considered here have been truncated series models for deep-water, free-surface waves. Our analysis, while not definitive, indicates that the initial-value problems for these models are in fact ill-posed. The evidence in favour of this proposition is two-fold. First, a reduced model is shown to be ill-posed in smooth function classes. Second, the data that reveal ill-posedness of the reduced model, when used to initiate a numerical scheme for the full truncated models at second- and third-order, reveal the same sort of ill-posedness that is obtained for the reduced model.

In the light of these results, it is natural to ask whether the inclusion of physical effects heretofore ignored in the truncated series models might remedy ill-posedness. The authors have previously shown in reference [6] that the inclusion of viscous terms does lead to WW2 becoming well-posed. While such viscous terms are artificial, they are commonly used in applications and have at least some physical motivation (see [7]). Alternatively, one may ask whether the inclusion of higher-order dispersive effects, such as surface tension, might lead to well-posed initial-value problems.

The issue of whether or not surface tension can counteract the ill-posedness we see in the WW2 and WW3 models is somewhat subtle. A study of the competition between dispersion and anti-diffusion that the first author and Wright have carried out for KdV-like equations in [12] (and see also Akhunov [13]) gives some clues to the present situation. It is found in references [12,13] that the Kato smoothing effect from the dispersive terms must be strong enough to counteract the growth inherent in the anti-diffusion. In the shallow-water KdV case, there is a loss of one derivative from the anti-diffusion (the anti-diffusion comes from a second derivative term of
indeterminate sign, leading to terms in the energy estimates with one more derivative than can be controlled through a naive estimate), but the Kato smoothing effect from the leading-order, dispersive term is also one derivative. Because the gain is as much as the loss, there is the possibility of balance, and initial-value problems can be well-posed if certain conditions are met.

The Kato smoothing effect for the full water-wave equations with surface tension has been found to provide a gain of a quarter of a derivative (see [14,15]) and the same is true for the WW2 and WW3 models. However, the term we have identified as making the primary contribution to ill-posedness is $\left(\Lambda \xi\right)^2$. In a naive energy estimate, this first-derivative term would throw up a quarter of a derivative more than can be controlled by the Kato smoothing. Because the loss of derivative is greater than the gain from Kato smoothing, it seems unlikely that the inclusion of the surface tension effect will substantially mitigate the ill-posedness described for truncated series models of water waves. In certain physical settings, such as in the case of hydro-elastic (or flexural) waves, the effect of dispersion is stronger (see, e.g. [16] or [17]). In this case, greater smoothing is likely to be available and hence a better chance of a well-posed, truncated series model.

It is worth remark, however, that on geophysical scales, if the model needs damping or surface tension for its well-posedness, then the model is suspect, independently of the theory. First, surface tension does not make a significant contribution on large spatial scales and damping is likewise not important unless the timescales are quite long. Second, we know for the full, deep water problem, the zero surface tension limit and the zero dissipation limit recover the unmodified problem (see [18,19] for the zero surface tension limit), whereas the evidence presented here points to this not being true for the truncated series models.

As mentioned already in §1, there are choices to be made when using the method of operator expansions to form a model. For example, instead of making expansions in the evolution equations, one may make expansions of the Hamiltonian, truncate this series and then derive evolution equations from the truncated Hamiltonian [20–23]. In [24], the well-posedness of some such models is considered, and it is argued that by including the effect of surface tension, a well-posed model can be formed. Again, we point out that if the model really needs to have surface tension effects included for well-posedness, then it is unlikely to be a good model on geophysical spatial and temporal scales.
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**Appendix A. Derivation of the model equations**

We recall the formulation

$$\partial_t \eta = G(\eta)\xi \quad \partial_t \xi = -g\eta - R(\eta, \xi), \quad (A\;1)$$

of the surface water wave problem, due originally to Zakharov [4]. Here, $\eta$ is the deviation of the free surface from its rest position and $\xi$ is the velocity potential evaluated at the free surface, while

$$R(\eta, \xi) = A(\eta)B(\eta, \xi) \text{ with } A(\eta) = \frac{1}{2(1 + (\partial_x \eta)^2)}$$,

$$B(\eta, \xi) = (\partial_x \xi)^2 - (G(\eta)\xi)^2 - 2(\partial_x \xi)(\partial_x \eta)(G(\eta)\xi).$$

If $0 < \varepsilon \ll 1$ and

$$\eta(x, t) = \varepsilon f(x, t), \quad \xi(x, t) = \varepsilon q(x, t),$$
then a formal expansion in powers of $\varepsilon$ is available, viz.

\[ \{G(\eta), R(\eta, \xi), A(\eta), B(\eta, \xi)\} = \{G(\varepsilon f), R(\varepsilon f, \varepsilon q), A(\varepsilon f), B(\varepsilon f, \varepsilon q)\} \]

\[ = \sum_{n=0}^{\infty} \{G_{n}(f), R_{n}(f, q), A_{n}(f), B_{n}(f, q)\} \varepsilon^{n}. \]

Approximate equations for the water-wave system (A 1) are then obtained by truncating this series at a particular order. For instance, the series expansion may be viewed as

\[ \partial_{t} \varepsilon f = G_{0}[\varepsilon q] + O(\varepsilon^{2}), \quad \partial_{t} \varepsilon q = -gf + O(\varepsilon^{2}). \]

Upon dropping the second- and higher-order terms, the WW1 model

\[ \partial_{t} \varepsilon f = G_{0}[\varepsilon q], \quad \partial_{t} \varepsilon q = -gf, \]

emerges. This system simply reflects the deep-water limit of the linear dispersion relation. If second-order terms are retained, but third-order terms dropped, the WW2 model

\[ \partial_{t} \varepsilon f = G_{0}[\varepsilon q] + G_{1}(f)[\varepsilon q], \quad \partial_{t} \varepsilon q = -gf - A_{0}B_{2}(f, q), \]

appears, while keeping the third-order terms leads to the WW3 model,

\[ \partial_{t} \varepsilon f = G_{0}[\varepsilon q] + G_{1}(f)[\varepsilon q] + G_{2}(f)[\varepsilon q], \]

\[ \partial_{t} \varepsilon q = -gf - A_{0}B_{2}(f, q) - A_{0}B_{3}(f, q). \]

Note that $B_{0} \equiv B_{1} \equiv 0$ which is why they do not appear in the above models.

To be useful, formulae for $G_{0}, G_{1}$ and $G_{2}$ are needed. These are straightforwardly seen to be (see [25]),

\[ G_{0}[\varepsilon q] = \Lambda \varepsilon q, \]

\[ G_{1}(f)[\varepsilon q] = -\partial_{x}[f \partial_{x} \varepsilon q] - \Lambda [f \varepsilon \Lambda q], \]

\[ G_{2}(f)[\varepsilon q] = -\partial_{x} \left[ \left( \frac{f^{2}}{2} \right) \partial_{x} \varepsilon \Lambda q \right] - \Lambda \left[ \left( \frac{f^{2}}{2} \right) \Lambda^{2} q \right] - G_{1}(f)[f \varepsilon \Lambda q] \]

\[ = -\partial_{x} \left[ \left( \frac{f^{2}}{2} \right) \partial_{x} \varepsilon \Lambda q \right] - \Lambda \left[ \left( \frac{f^{2}}{2} \right) \Lambda^{2} q \right] + \partial_{x}[f \partial_{x} \varepsilon \Lambda q]] + \Lambda [f \varepsilon \Lambda q], \]

where $\Lambda = H \partial_{x}$ as before. Because $A = 1/2(1 + (\varepsilon \partial_{x}f)^{2})$, it follows that $A + \varepsilon^{2}(\partial_{x}f)^{2}A = 1/2$. Expanding the left-hand side of the last formula in powers of $\varepsilon$ gives

\[ \sum_{n=0}^{\infty} A_{n} \varepsilon^{n} + \varepsilon^{2}(\partial_{x}f) \sum_{n=0}^{\infty} A_{n} \varepsilon^{n} = \frac{1}{2}. \]

Equating at orders zero, one and two yields

\[ A_{0} = \frac{1}{2}, \quad A_{1} = 0, \quad A_{2} = -\frac{1}{2}(\partial_{x}f)^{2}. \]

In a similar manner, it is seen that

\[ B(\varepsilon f, \varepsilon q) = (\partial_{x} \varepsilon q)^{2} - (G(\varepsilon f)[\varepsilon q])^{2} - 2(\partial_{x} \varepsilon q)(\partial_{x} \varepsilon f)(G(\varepsilon f)[\varepsilon q]) \]

\[ = \varepsilon^{2}(\partial_{x} q)^{2} - \left( \sum_{n=0}^{\infty} G_{n}(f)[q] \varepsilon^{n+1} \right)^{2} - 2\varepsilon^{2}(\partial_{x} q)(\partial_{x} f) \left( \sum_{n=0}^{\infty} G_{n}(f)[q] \varepsilon^{n+1} \right) \]

\[ = \varepsilon^{2}(\partial_{x} q)^{2} - \sum_{n=2}^{\infty} \sum_{m=0}^{n-2} (G_{n-m+2}(f)[q] G_{m}(f)[q]) \varepsilon^{n-2} \]

\[ - 2\varepsilon^{2}(\partial_{x} q)(\partial_{x} f) \sum_{n=2}^{\infty} G_{n-2}(f)[q] \varepsilon^{n-2}, \]
so that $B_0 \equiv B_1 \equiv 0$, as advertised,

$$B_2(f, q) = (\partial_x q)^2 - (G_0[q])^2 = (\partial_x q)^2 - (\Lambda q)^2$$

and

$$B_3(f, q) = -2G_0[q]G_1(f)[q] - 2(\partial_x q)(\partial_x f)G_0[q]$$

$$= -2(\Lambda q)[-(\partial_x f)(\partial_x q) - \Lambda[f \Lambda q] + (\partial_x q)(\partial_x f)].$$

In consequence of these formal ruminations, the WW2 model is, in detail,

$$\partial_t f = \Lambda q - \partial_x[f \partial_x q] - \Lambda[f \Lambda q]$$

$$\partial_q q = -g f - (\frac{1}{2})(\partial_x q)^2 - (\Lambda q)^2,$$

while WW3 can be written out as

$$\partial_t f = \Lambda q - \partial_x[f \partial_x q] - \Lambda[f \Lambda q] - \partial_x \left[ \left( \frac{f^2}{2} \right) \partial_x \Lambda q \right] - \Lambda \left[ \left( \frac{f^2}{2} \right) \Lambda^2 q \right] - G_1(f)[f \Lambda q]$$

$$\partial_q q = -g f - (\frac{1}{2})(\partial_x q)^2 - (G_0[q])^2 + (\Lambda q)[\partial_x[f \partial_x q] - \Lambda[f \Lambda q] + (\partial_x q)(\partial_x f)],$$

or, alternatively,

$$\partial_t f = \Lambda q - \partial_x[f \partial_x q] - \Lambda[f \Lambda q] - \partial_x \left[ \left( \frac{f^2}{2} \right) \partial_x \Lambda q \right] - \Lambda \left[ \left( \frac{f^2}{2} \right) \Lambda^2 q \right]$$

$$- \partial_x \left[ \left( \frac{f^2}{2} \right) \partial_x \Lambda q \right] - \Lambda \left[ \left( \frac{f^2}{2} \right) \Lambda^2 q \right] + \partial_x[f \partial_x[f \Lambda q]] + \Lambda[f \Lambda[f \Lambda q]]$$

$$\partial_q q = -g f - (\frac{1}{2})(\partial_x q)^2 - (G_0[q])^2 + (\Lambda q)[\partial_x[f \partial_x q] - \Lambda[f \Lambda q] + (\partial_x q)(\partial_x f)].$$
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