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Abstract. It is critically important that engineers be able to numerically simulate the scattering
of electromagnetic radiation by bounded obstacles. Additionally, that these simulations be robust
and highly accurate is necessitated by many applications of great interest. High-order spectral
algorithms applied to interfacial formulations can rapidly deliver high fidelity approximations with
a modest number of degrees of freedom. The class of high-order perturbation of surfaces methods
has proven to be particularly appropriate for these simulations, and in this contribution we consider
questions of both practical implementation and rigorous analysis. For the former we generalize our
recent results to utilize the uniformly well-defined impedance-impedance operators rather than the
Dirichlet–Neumann operators which occasionally encounter unphysical singularities. For the latter we
utilize this new formulation to establish the existence, uniqueness, and analyticity of solutions in non-
resonant configurations. We also include results of numerical simulations based on an implementation
of our new formulation which demonstrates its noteworthy accuracy and robustness.

Key words. high-order spectral methods, linear wave scattering, bounded obstacles, high-order
perturbation of surfaces methods
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1. Introduction. It is critically important that engineers be able to numerically
simulate the scattering of electromagnetic radiation by bounded obstacles. Applica-
tions abound, and solely in the field of plasmonics [38, 23] one finds surface enhanced
Raman scattering biosensing [43], imaging [22], and cancer therapy [10]. For more
details please see one of the many surveys on the topic, e.g., the volume [23] (Chapters
5, 9, and 10), the article [25], and the publications considering gold nanoparticles [26].
For many reasons, these simulations must be robust and highly accurate, e.g., due
to the very strong plasmonic effect (the field enhancement can be several orders of
magnitude) and its quite sensitive nature (the enhancement is only seen over a range
of tens of nanometers in incident radiation for gold and silver particles).

As in our previous contribution [37], we focus on localized surface plasmon res-
onances (LSPRs) which can be induced in metal (e.g., gold or silver) nanorods with
radiation in the visible range. In particular, we focus on how these change as the
shape of the cross-section of the rod is varied from perfectly circular. More specifi-
cally, consider a rod with cross-section shaped by {r = ḡ}, composed of a noble metal
with a wavelength-dependent permittivity, εm = εm(λ) ∈ C, mounted in a dielec-
tric with constant permittivity, εd ∈ R. If ḡ is sufficiently small an LSPR is excited
with incident radiation of wavelength, λF , that (nearly) satisfies the two-dimensional
“Fröhlich condition” [23]
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Re [εm(λ)] = −εd.(1.1)

It is clear, however, that if the cross-section of the rod is specified by r = ḡ + εf(θ),
where ḡ is the mean radius, for some smooth function f , then the value λF = λF (ε)
will change. The method we advocate here is well-suited to study the evolution
in ε.

Due to the importance of these models, it is not surprising that the full range
of modern numerical methods have been brought to bear upon this problem, includ-
ing finite difference methods [21], finite element methods [18], discontinous Galerkin
methods [17], spectral element methods [9], and spectral methods [13]. We have re-
cently argued [37] that such volumetric approaches are greatly disadvantaged with an
unnecessarily large number of unknowns for the piecewise homogeneous problems of
relevance here. Interfacial methods based upon integral equations (IEs) [6] deliver a
compelling class of algorithms (see, e.g., the recent work of [1, 16] in the context of
plasmonics), but, as we have pointed out, these also face difficulties. Most of these
have been addressed in recent years through the use of sophisticated quadrature rules
to deliver high-order spectral accuracy and the design of preconditioned iterative
solvers with suitable acceleration [14]. Consequently, these rules specify a method
which deserves serious consideration (see, e.g., the recent work of [20]); however, two
properties render them noncompetitive for the parameterized problems we consider
compared to the methods we outline here:

1. We parameterize our geometry by the real value ε (the deviation of the
nanorod cross-section from circular), and an IE solver will compute the scat-
tering data only for one value of ε at a time. If this value is changed, then
the solver must be run again.

2. The dense, non-symmetric positive definite systems of linear equations which
must be inverted with each simulation.

As we have previously shown [37], a “high-order perturbation of surfaces” (HOPS)
approach can mollify these concerns. In particular, we investigated an implementation
of the method of field expansions originating in the low-order calculations of Rayleigh
[39] and Rice [40]. The high-order implementation was developed by Bruno and
Reitich [4] and later enhanced and stabilized by the first author and Reitich [34],
the first author and Nigam [29], and the first author and Shen [35], resulting in the
method of transformed field expansions (TFE). We point out that with this latter
approach these methods can be shown to be convergent for real ε of arbitrarily large
size, up to topological obstruction [33, 34]. These algorithms retain the advantageous
properties of classical IE methods (e.g., surface formulation and exact enforcement of
far-field conditions) while avoiding the shortcomings listed above:

1. Since HOPS algorithms are built upon expansions in the parameter, ε, once
the Taylor coefficients are known for the scattering quantities, it is simply a
matter of summing these (rather than beginning a new simulation) for any
given choice of ε to recover the returns.

2. At every Taylor order, the method need only invert a single, sparse operator
corresponding to the cylindrical-interface, order-zero approximation of the
problem.

In this contribution we build upon the work of the authors in [37] by devis-
ing, implementing, and testing a HOPS scheme based not upon Dirichlet–Neumann
operators (DNOs) but rather upon impedance-impedance operators (IIOs). We do
this for several reasons, principally that our new approach does not suffer from the
artificial “Dirichlet eigenvalues” which plague the relevant DNOs while requiring no
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LSPRS VIA IIOS 873

Fig. 1. Plot of the cross-section of a nanorod (occupying Sw) shaped by r = ḡ + ε cos(4θ)
(ε = ḡ/5) housed in a dielectric (occupying Su) under plane-wave illumination with wavenumber
(α,−γu).

increase in computational effort. In addition, we supply for the first time a rigorous
analysis of the existence, uniqueness, and analyticity of solutions to the problem of
scattering of linear waves by a penetrable object of bounded cross-section (see also the
work of Bonnet-Ben Dhia et al. [3] who investigated a related problem with a nonper-
turbative technique). While the technique of proof is well-established [31, 33, 34, 28]
the technical details are rather involved, (cf. [15, 7, 30]) and somewhat limited by
the complication of rigorously establishing that physical configurations are “nonres-
onant.” Finally, with an implementation of this algorithm we display the efficiency,
robustness, and high-order accuracy one can achieve.

The paper is organized as follows: In section 2 we outline the governing equations
for linear waves reflected and transmitted by a cylindrical obstacle, with transparent
boundary conditions described in section 2.1. We give a boundary formulation of the
resulting problem in section 3, together with a HOPS algorithm in section 3.1 and a
study of the classical problem of scattering by a rod in section 3.2. For use with our
rigorous analysis we define our function spaces in section 4, and we deliver our proof
of analyticity of solutions in section 5. The fundamental results required in the proof
are the analyticity of the IIOs proven in section 6. Finally, in section 7 we present
numerical results followed by concluding remarks in section 8.

2. Governing equations. We consider a y-invariant obstacle of bounded cross-
section as displayed in Figure 1. Materials of refractive index nu ∈ R and nw ∈ C
fill the (unbounded) exterior and (bounded) interior, respectively. The interface be-
tween the two domains is described in polar coordinates, {x = r cos(θ), z = r sin(θ)},
by the graph r = ḡ + g(θ) so that the exterior and interior domains are specified
by Su := {r > ḡ + g(θ)} , Sw := {r < ḡ + g(θ)} , respectively. The superscripts are
chosen to conform to the notation of previous work by the authors [27, 37]. The
cylindrical geometry demands that the interface be 2π-periodic, g(θ+2π) = g(θ). We
consider monochromatic plane-wave illumination by incident radiation of frequency
ω and wavenumber ku = nuω/c0 = ω/cu (c0 is the speed of light) aligned with the
corrugations of the obstacle. We denote the reduced illuminating fields of incidence
angle φ
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Einc = Aeiαx−iγ
uz, Hinc(x, z) = Beiαx−iγ

uz,

α = ku sin(φ), γu = ku cos(φ), |A| = |B| = 1;

we have factored out time dependence of the form exp(−iωt), and we can write these
as Einc = Aeik

ur sin(φ−θ), Hinc = Beik
ur sin(φ−θ). The geometry demands that the

reduced electric and magnetic fields, {E,H}, be 2π-periodic in θ, and the scattered
radiation is “outgoing” in Su and bounded in Sw.

In this two-dimensional setting the time-harmonic Maxwell equations decouple
into two scalar Helmholtz problems which govern the transverse electric (TE) and
transverse magnetic (TM) polarizations [38]. The invariant (y) directions of the scat-
tered (electric or magnetic) fields are denoted by {u(r, θ), w(r, θ)} in Su and Sw,
respectively, and the incident radiation in the outer domain by uinc(r, θ).

These developments lead us to seek outgoing/bounded, 2π-periodic solutions of

∆u+ (ku)2u = 0, r > ḡ + g(θ),(2.1a)

∆w + (kw)2w = 0, r < ḡ + g(θ),(2.1b)

u− w = ξ, r = ḡ + g(θ),(2.1c)

τu∂Nu− τw∂Nw = τuν, r = ḡ + g(θ),(2.1d)

where kw = nwω/c0, the Dirichlet data is

ξ(θ) :=
[
−uinc

]
r=ḡ+g(θ)

= −eik
u(ḡ+g(θ)) sin(φ−θ),(2.1e)

and the Neumann data is

ν(θ) :=
[
−∂Nuinc

]
r=ḡ+g(θ)

=

{
(ḡ + g(θ))iku sin(φ− θ) +

(
g′(θ)

ḡ + g(θ)

)
cos(φ− θ)

}
ξ(θ).

In these ∂N = r̂(ḡ + g)∂r − θ̂(g′/(ḡ + g))∂θ, for unit vectors in the radial (r̂) and

angular (θ̂) directions, and

τm =

{
1, TE,

1/ε(m), TM,
m ∈ {u,w},

where γw = kw cos(φ). The case of TM polarization is of fundamental importance in
the study of LSPRs [38], and thus we concentrate our attention on the TM case from
here.

2.1. Transparent boundary conditions. Regarding the outgoing nature of u
we demand the Sommerfeld radiation condition [6], and to enforce both this and the
boundedness of w, we introduce the circles {r = R(u)} and {r = R(w)}, where

R(u) > ḡ + |g|L∞ , 0 < R(w) < ḡ − |g|L∞ .

We note that we can find periodic solutions of the relevant Helmholtz problems on
the domains {r > R(u)} and {r < R(w)}, respectively, given generic Dirichlet data,
say, u(θ) and w(θ). These read [6]

u(r, θ) =

∞∑
p=−∞

ûp
Hp(k

ur)

Hp(kuR(u))
eipθ, w(r, θ) =

∞∑
p=−∞

ŵp
Jp(k

wr)

Jp(kwR(w))
eipθ,(2.2)
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where Jp is the pth Bessel function of the first kind, and Hp is the pth Hankel function
of the first kind. We note that

u(R(u), θ) =

∞∑
p=−∞

ûpe
ipθ, w(R(w), θ) =

∞∑
p=−∞

ŵpe
ipθ.

With these formulas we can compute the outward-pointing Neumann data at the
artificial boundaries

−∂ru(R(u), θ) =

∞∑
p=−∞

(
−ku

H ′p(k
uR(u))

Hp(kuR(u))

)
ûpe

ipθ =: T (u) [u(θ)] ,

∂rw(R(w), θ) =

∞∑
p=−∞

(
kw

J ′p(k
wR(w))

Jp(kwR(w))

)
ŵpe

ipθ =: T (w) [w(θ)] .

These define the order-one Fourier multipliers {T (u), T (w)}.
With the operator T (u) it is not difficult to see that periodic, outward propagating

solutions to the Helmholtz equation

∆u+ (ku)
2
u = 0, r > ḡ + g(θ)

equivalently solve

∆u+ (ku)
2
u = 0, ḡ + g(θ) < r < R(u),(2.3a)

∂ru+ T (u) [u] = 0, r = R(u).(2.3b)

Similarly, one can show that periodic, bounded solutions to the Helmholtz equation

∆w + (kw)
2
w = 0, r < ḡ + g(θ)

equivalently solve

∆w + (kw)
2
w = 0, R(w) < r < ḡ + g(θ),

∂rw − T (w) [w] = 0, r = R(w).

3. Boundary formulation. At this point we follow the philosophy of [27, 28, 37]
and reduce our degrees of freedom to surface unknowns. However, rather than select
the Dirichlet and Neumann traces utilized in these papers, we choose impedance
traces. To motivate our particular choices we focus upon the boundary conditions
(2.1c) and (2.1d) and operate upon this pair by the linear operator

P =

(
Y −I
Z −I

)
,

where I is the identity and Y and Z are unequal operators to be specified. In the
work of Després [8] these were chosen to be ∓iη for a constant η ∈ R+; however,
other choices are also possible. The resulting boundary conditions are

[−τu∂Nu+ Y u] + [τw∂Nw − Y w] = [−τuν + Y ξ] ,

[−τu∂Nu+ Zu] + [τw∂Nw − Zw] = [−τuν + Zξ] ,

which inspire the following definitions for impedances:

U := [−τu∂Nu+ Y u]r=ḡ+g , W := [τw∂Nw − Zw]r=ḡ+g ,
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their “conjugates”

Ũ := [−τu∂Nu+ Zu]r=ḡ+g , W̃ := [τw∂Nw − Y w]r=ḡ+g ,

and the interfacial data

ζ := [−τuν + Y ξ] , ψ := [−τuν + Zξ] .

Via an integral formula these quantities can deliver the scattered field at any point
[11, 6]; thus, the governing equations reduce to the boundary conditions

U + W̃ = ζ, Ũ +W = ψ.(3.1)

Now, we have two equations for four unknowns; however, the pairs {U, Ũ} and
{W, W̃} are not independent, and we make this explicit through the introduction of
IIOs. However, care is required as a poor choice of the operators Y or Z may induce
a lack of uniqueness in the governing Helmholtz equation, i.e., (ku)2 or (kw)2 may
be an eigenvalue of the Laplacian (with the impedance boundary conditions) on the
domain in question.

As our analysis utilizes a change of variables which transforms the general inter-
face shape, {r = ḡ + g(θ)}, to the separable one, {r = ḡ}, our developments focus
on solving Helmholtz problems on the interior of the cylinder {r < ḡ} and its exte-
rior {r > ḡ}. For this reason, in Appendix A we state and briefly prove two results
on the existence, uniqueness, and regularity of solutions to the exterior and interior
Helmholtz problems on these simple domains. For now we note that in order to have
well-defined solutions (and thus IIOs) we demand the following two conditions:

Im

{∫
Γ

((
Y

τu

)
u

)
u ds

}
≤ 0,

Re

{∫
Γ

((
Y

τu

)
u

)
u ds

}
≥ 0

(3.2)

and

Im

{∫
Γ

((
Z

τw

)
w

)
w ds

}
≥ 0,

Re

{∫
Γ

((
Z

τw

)
w

)
w ds

}
≤ 0,

(3.3)

where Γ := {r = ḡ}. The first is required to invoke Rellich’s lemma [6], while the sign
on the second is necessary if the imaginary part of ε(w) is greater than or equal to
zero.

Remark 3.1. We point out that since τu ∈ R+ the choice of Després [8], Y = −iη,
where η ∈ R+, satisfies (3.2). The situation with Z is more delicate as ε(w) can be
complex. More specifically, if ε(w) = ε(w)′ + iε(w)′′ and Z = Z ′ + iZ ′′, since

Im

{
Z

τw

}
=


Z ′′, TE,

ε(w)′Z ′′, dielectric in TM,

ε(w)′Z ′′ + ε(w)′′Z ′, metal in TM,

the choice of Després [8], Z = iη, where η ∈ R+, satisfies (3.3) provided that the
interior is not a metal (ε(w)′ < 0 and ε(w)′′ > 0) in TM polarization. In this case
our choice of Z must be made specific to the material on the interior, e.g., Z ′′/Z ′ >
−ε(w)′/ε(w)′′ > 0, which, of course, can be accommodated.
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Definition 3.2. Given Y satisfying (3.2) and a sufficiently smooth and small
deformation g(θ), the unique periodic solution of

∆u+ (ku)
2
u = 0, ḡ + g(θ) < r < R(u),(3.4a)

− τu∂Nu+ Y u = U, r = ḡ + g(θ),(3.4b)

∂ru+ T (u) [u] = 0, r = R(u),(3.4c)

defines the IIO

Q [U ] := Ũ .(3.5)

Definition 3.3. Given Z satisfying (3.3) and a sufficiently smooth and small
deformation g(θ), the unique periodic solution of

∆w + (kw)
2
w = 0, R(w) < r < ḡ + g(θ),(3.6a)

τw∂Nw − Zw = W, r = ḡ + g(θ),(3.6b)

∂rw − T (w) [w] = 0, r = R(w),(3.6c)

defines the IIO

S [W ] := W̃ .(3.7)

In terms of these operators the boundary conditions, (3.1), become

U + S[W ] = ζ, Q[U ] +W = ψ,

or (
I S
Q I

)(
U
W

)
=

(
ζ
ψ

)
.(3.8)

For later use, we write this more compactly as

AV = F,(3.9)

where

A =

(
I S
Q I

)
, V =

(
U
W

)
, F =

(
ζ
ψ

)
.(3.10)

3.1. A HOPS method. Our approach to simulating solutions to (3.9) is per-
turbative in nature and based upon the assumption that g(θ) = εf(θ) where ε is
sufficiently small. However, this can be relaxed to include all ε ∈ R up to topological
obstruction via the method outlined in [33]. As we shall show in section 6, provided
that f is sufficiently smooth (which we shall make more precise later), then the IIOs,
Q and S, are analytic in the perturbation parameter ε so that the following expansions
are strongly convergent in an appropriate Sobolev space:

Q(εf) =

∞∑
n=0

Qn(f)εn, S(εf) =

∞∑
n=0

Sn(f)εn.(3.11)

Clearly, if this is the case, then the operator A will also be analytic, as will F so that

{A(εf),F(εf)} =

∞∑
n=0

{An(f),Fn(f)}εn.(3.12)

We will shortly show that, under certain circumstances, there will be a unique solution,
V, of (3.9) which is also analytic in ε:
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V(εf) =

∞∑
n=0

Vn(f)εn.(3.13)

Furthermore, it is clear that the Vn must satisfy

Vn = A−1
0

{
Fn −

n−1∑
`=0

An−`V`

}
,(3.14)

and one key in the analysis is the invertibility of the operator A0 which we now
investigate.

3.2. The trivial configuration: LSPR condition. To investigate this in-
vertibility question we show how our formulation delivers the classical solution for
plane-wave scattering by a cylindrical obstacle. For this we consider (3.8) in the case
g ≡ 0, (

I S0

Q0 I

)(
U
W

)
=

(
ζ0
ψ0

)
.(3.15)

As we shall presently see, the operators Q0 and S0 are (order-one) Fourier multipliers.
Recall that a Fourier multiplier m(D) is defined by

m(D)[ξ(x)] :=

∞∑
p=−∞

m(p)ξ̂pe
ipθ

so that, e.g., ∂x = iD. In this trivial configuration, the solutions to (3.4) and (3.6)
are (cf. (2.2)),

u(r, θ) =

∞∑
p=−∞

Ûp

−τu(kuḡ)H ′p(k
uḡ) + ŶpHp(kuḡ)

Hp(k
ur)eipθ,

w(r, θ) =

∞∑
p=−∞

Ŵp

τw(kwḡ)J ′p(k
uḡ)− ẐpJp(kwḡ)

Jp(k
wr)eipθ,

respectively. From these we find for (3.5)

Q0[U ] =

∞∑
p=−∞

(̂Q0)pÛpe
ipθ =

∞∑
p=−∞

(
−τu(kuḡ)H ′p(k

uḡ) + ẐpHp(k
uḡ)

−τu(kuḡ)H ′p(k
uḡ) + ŶpHp(kuḡ)

)
Ûpe

ipθ

=:

(
−τu(kuḡ)H ′D(kuḡ) + ZHD(kuḡ)

−τu(kuḡ)H ′D(kuḡ) + Y HD(kuḡ)

)
U,

and for (3.7)

S0[W ] =

∞∑
p=−∞

(̂S0)pŴpe
ipθ =

∞∑
p=−∞

(
τw(kwḡ)J ′p(k

wḡ)− ŶpJp(kwḡ)

τw(kwḡ)J ′p(k
wḡ)− ẐpJp(kwḡ)

)
Ŵpe

ipθ

=:

(
τw(kwḡ)J ′D(kwḡ)− Y JD(kwḡ)

τw(kwḡ)J ′D(kwḡ)− ZJD(kwḡ)

)
W,

which define the order-one Fourier multipliers

Q0 =

(
−τu(kuḡ)H ′D(kuḡ) + ZHD(kuḡ)

−τu(kuḡ)H ′D(kuḡ) + Y HD(kuḡ)

)
,(3.16a)

S0 =

(
τw(kwḡ)J ′D(kwḡ)− Y JD(kwḡ)

τw(kwḡ)J ′D(kwḡ)− ZJD(kwḡ)

)
,(3.16b)

respectively.
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Returning to (3.15) we find the solution at each wavenumber is given by(
Ûp
Ŵp

)
=

1

1− (̂S0)p(̂Q0)p

(
1 −(̂S0)p

−(̂Q0)p 1

)(
(̂ζ0)p
(̂ψ0)p

)
,(3.17)

and it is clear that unique solvability of this system hinges on the determinant function

∆p := 1− (̂S0)p(̂Q0)p.(3.18)

With the notation

J = Jp(k
wḡ), J′ = τw(kwḡ)J ′p(k

wḡ), H = Hp(k
uḡ), H′ = −τu(kuḡ)H ′p(k

uḡ),

we find

∆p =
(Y − Z)(J′H− JH′)

(H′ + YH)(J′ − ZJ)
.

The zeros of this function are the same as those we found in [37] and thus deliver the
same result in the “small radius” (quasi-static) limit [23], kuḡ � 1 and kwḡ � 1,

ε(u) = −Re
{
ε(w)

}
− iIm

{
ε(w)

}
.

If the Fröhlich condition (cf. (1.1)), ε(u) = −Re {ε(w)}, is verified, then it can “almost”
be true. Again, this is different from the three-dimensional Fröhlich condition for
nanoparticles [23], ε(u) = −2Re {ε(w)}.

Remark 3.4. At this point we might worry that the function ∆p could be zero.
However, a good deal is known about the unique solvability of the scattering problem
in this trivial configuration, (3.15). Moiola and Spence [24] provide an excellent
summary of the state of the art and a discussion of known results. Rather than
reproduce their extensive exposition, we simply restrict ourselves to a configuration

(ku, kw, ḡ, Y, Z) such that (3.15) admits a unique solution.(3.19)

4. Interfacial function spaces. We begin with a careful mathematical analysis
of (3.9) which will help justify the computational results we present in section 7.
Before describing these rigorous results we specify the interfacial function spaces we
require. For any real s ≥ 0 we recall the classical, periodic, L2-based Sobolev norm
[19]

‖U‖2Hs :=

∞∑
p=−∞

〈p〉2s
∣∣∣Ûp∣∣∣2 , 〈p〉2 := 1 + |p|2 , Ûp :=

1

2π

∫ 2π

0

U(θ)eipx dθ,(4.1)

which gives rise to the periodic Sobolev space [19]

Hs([0, 2π]) :=
{
U(x) ∈ L2([0, 2π]) | ‖U‖Hs <∞

}
.

We also require the dual space of Hs([0, 2π]) which is characterized by Theorem 8.10
of [19] and is typically denoted H−s([0, 2π]).

With this definition it is a simple matter to prove the following lemma.

Lemma 4.1. For any s ∈ R there exist constants CQ, CS > 0 such that

‖Q0U‖Hs ≤ CQ ‖U‖Hs , ‖S0W‖Hs ≤ CS ‖W‖Hs

for any U,W ∈ Hs.

D
ow

nl
oa

de
d 

06
/0

8/
21

 to
 1

28
.2

48
.1

56
.4

5.
 R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
s:

//e
pu

bs
.s

ia
m

.o
rg

/p
ag

e/
te

rm
s



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

880 DAVID P. NICHOLLS AND XIN TONG

We also recall, for any integer s ≥ 0, the space of s-times continuously differen-
tiable functions with the Hölder norm |f |Cs = max0≤`≤s

∣∣∂`xf ∣∣L∞ . For later reference
we recall the following classical result.

Lemma 4.2. For any integer s ≥ 0, any β > 0, and any set U ⊂ Rm, if f, u, g, µ :
U → C, f ∈ Cs(U), u ∈ Hs(U), g ∈ Cs+1/2+β(U), µ ∈ Hs+1/2(U), then

‖fu‖Hs ≤ M̃(m, s, U) |f |Cs ‖u‖Hs , ‖gµ‖Hs+1/2 ≤ M̃(m, s, U) |g|Cs+1/2+β ‖µ‖Hs+1/2

for some constant M̃ .

In addition, we require the analogous result valid for any real value of s [12, 30].

Lemma 4.3. For any s ∈ R and any set U ⊂ Rm, if ϕ,ψ : U → C, ϕ ∈
H |s|+m+2(U) and ψ ∈ Hs(U), then

‖ϕψ‖Hs ≤M(m, s, U) ‖ϕ‖H|s|+m+2 ‖ψ‖Hs

for some constant M .

Remark 4.4. Presently we will be required to estimate terms of the form

‖(∂θf)u‖L2(Ω) = ‖(∂θf)u‖H0(Ω) , ‖(∂θf)µ‖H−1/2([0,2π]) ,

where Ω ⊂ R2, which feature Sobolev norms too weak for the standard algebra
estimate, Lemma 4.2. For this reason we have introduced Lemma 4.3 which allows us
to compute, for m = 2,

‖(∂θf)u‖L2(Ω) = ‖(∂θf)u‖H0(Ω) ≤M ‖∂θf‖H|0|+2+2([0,2π]) ‖u‖H0(Ω)

≤M ‖f‖H5([0,2π]) ‖u‖H0(Ω) ,

while, for m = 1,

‖(∂θf)µ‖H−1/2([0,2π]) ≤M ‖∂θf‖H|−1/2|+1+2([0,2π]) ‖µ‖H−1/2([0,2π])

≤M ‖f‖H4+1/2([0,2π]) ‖µ‖H−1/2([0,2π]) .

In this way, if we require f ∈ H5([0, 2π]), then we can use the algebra property of
Lemma 4.3 throughout our developments. We note that, by Sobolev embedding, if
f ∈ H5([0, 2π]), then f ∈ C4([0, 2π]), and if f ∈ C5([0, 2π]), then f ∈ H5([0, 2π]).

5. Analyticity of solutions. We can now take up the rigorous analysis of (3.13)
for which we utilize the general theory of analyticity of solutions of linear systems of
equations. To be more specific, we follow the developments found in [28] for the
solution of (3.9). Given the expansions (3.12) we seek the solution of the form (3.13)
which satisfy (3.14). We restate the main result here for completeness.

Theorem 5.1 (Nicholls [28]). Given two Banach spaces X and Y, suppose the
following:

(H1) Fn ∈ Y for all n ≥ 0, and there exist constants CF > 0, BF > 0 such that

‖Fn‖Y ≤ CFB
n
F , n ≥ 0.

(H2) An : X → Y for all n ≥ 0, and there exists constants CA > 0, BA > 0 such
that

‖An‖X→Y ≤ CAB
n
A, n ≥ 0.
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(H3) A−1
0 : Y → X , and there exists a constant Ce > 0 such that∥∥A−1

0

∥∥
Y→X ≤ Ce.

Then (3.9) has a unique solution (3.13), and there exist constants CV > 0 and BV > 0
such that

‖Vn‖X ≤ CVB
n
V , n ≥ 0,

for any CV ≥ 2CeCR, BV ≥ max {BF , 2BA, 4CeCABA} , which implies that, for any
0 ≤ ρ < 1, (3.13) converges for all ε such that BV ε < ρ, i.e., ε < ρ/BV .

All that remains is to find the forms (3.12) and establish hypotheses (H1), (H2),
and (H3). For the former it is quite clear from (3.9) that

A0 =

(
I S0

Q0 I

)
, An =

(
0 Sn
Qn 0

)
, n ≥ 1,

Vn =

(
Un
Wn

)
, Fn =

(
ζn
ψn

)
.

For the spaces X and Y, the natural choices for the weak formulation we pursue here
are X = Y = H−1/2([0, 2π])×H−1/2([0, 2π]), so that∥∥∥∥(UW

)∥∥∥∥2

X
= ‖U‖2H−1/2 + ‖W‖2H−1/2 .

Hypothesis (H1): We begin by noting that

ζn = τuνn + Y ξn, ψn = −τuνn + Zξn,

where

ξn = −eik
uḡ sin(φ−θ) [(iku) sin(φ− θ)]n Fn, Fn :=

fn

n!
,

νn = ḡ [(iku) sin(φ− θ)] ξn + (iku) [f sin(φ− θ) + (∂θf) cos(φ− θ)] ξn−1.

Now, if Y : H1/2 → H−1/2 and Z : H1/2 → H−1/2, then

‖Rn‖2Y = ‖ζn‖2H−1/2 + ‖ψn‖2H−1/2 ≤ 2 |τu|2 ‖νn‖2H−1/2 + (CY + CZ) ‖ξn‖2H1/2 ,

and, from the explanation given in Remark 4.4, this will be bounded provided that
f ∈ H5([0, 2π]).

Hypothesis (H2): The analyticity estimates for the IIOs Q, Theorem 6.4, and S,
Theorem 6.1, show rather directly that hypothesis (H2) is verified provided that Y
and Z satisfy (3.2) and (3.3), respectively. Indeed, as we have

‖Qn[U ]‖H−1/2 ≤ CQBnQ, ‖Sn[W ]‖H−1/2 ≤ CSBnS ,

it is a straightforward matter to show that ‖An‖X→Y ≤ CABnA, for CA=max{CQ, CS}
and BA = max{BQ, BS}.

Hypothesis (H3): We now address the existence and invertibility properties of the
linearized operator A0 in the following lemma.
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Lemma 5.2. If ζ, ψ ∈ H−1/2([0, 2π]), Y satisfies (3.2), and Z satisfies (3.3), then
there exists a unique solution of(

I S0

Q0 I

)(
U
W

)
=

(
ζ
ψ

)
(cf. (3.15)) satisfying

‖U‖H−1/2 ≤ C̃e {‖ζ‖H−1/2 + ‖ψ‖H−1/2} ,
‖W‖H−1/2 ≤ C̃e {‖ζ‖H−1/2 + ‖ψ‖H−1/2}

for some universal constant C̃e > 0.

Proof. The bulk of the proof has already been worked out in section 3.2. If we
expand

ζ(θ) =
∞∑

p=−∞
ζ̂pe

ipθ, ψ(θ) =

∞∑
p=−∞

ψ̂pe
ipθ,

then we can find solutions of (3.15)

U(θ) =

∞∑
p=−∞

Ûpe
ipθ, W (θ) =

∞∑
p=−∞

Ŵpe
ipθ,

where (
Ûp
Ŵp

)
=

1

1− (̂S0)p(̂Q0)p

(
1 −(̂S0)p

−(̂Q0)p 1

)(
(̂ζ0)p
(̂ψ0)p

)

(cf. (3.17)). The key is the analysis of the operators (̂S0)p, (̂Q0)p and the determinant

function ∆p = 1 − (̂S0)p(̂Q0)p (cf. (3.18)). For these, given our hypothesis (3.19)
and their asymptotic properties, it is not difficult to show that there exist constants
K̃Q, K̃S , K̃∆ > 0 such that∣∣∣(̂Q0)p

∣∣∣ < K̃Q,
∣∣∣(̂S0)p

∣∣∣ < K̃S ,
1

|∆p|
< K̃∆.

With these we can estimate

‖U‖2H−1/2 =

∞∑
p=−∞

〈p〉−1
∣∣∣Ûp∣∣∣2 < ∞∑

p=−∞
〈p〉−1K̃2

∆

(∣∣∣ζ̂p∣∣∣2 + K̃2
S

∣∣∣ψ̂p∣∣∣2)
= K̃

(
‖ζ‖2H−1/2 + ‖ψ‖2H−1/2

)
for some K̃ > 0. Proceeding similarly for W we complete the proof.

Having established hypotheses (H1), (H2), and (H3) we can invoke Theorem 5.1
to discover our final result.

Theorem 5.3. If f ∈ H5([0, 2π]), Y satisfies (3.2), and Z satisfies (3.3), then
there exists a unique solution pair, (3.13), of the problem, (3.9), satisfying

‖Un‖H−1/2 ≤ CUDn, ‖Wn‖H−1/2 ≤ CWDn, n ≥ 0,

for any D > ‖f‖H5 , where CU and CW are universal constants.
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6. Analyticity of the IIOs. At this point the only remaining task is to establish
the analyticity of the IIOs, Q and S. In the exterior this has been accomplished for
the DNO in [30], and the results are quite similar. However, the theory for the interior
domain is quite different due to the Dirichlet eigenvalues on {r ≤ ḡ} which can render
their DNOs nonexistent. For this reason we focus on the interior domain.

Theorem 6.1. If f ∈ H5([0, 2π]), Z satisfies (3.3), and W ∈ H−1/2([0, 2π]),
then the series (3.11) converges strongly as an operator from H−1/2([0, 2π]) to
H−1/2([0, 2π]). In other words there exist constants KS > 0 and BS > 0 such that

‖Sn(f)[W ]‖H−1/2 ≤ KSB
n
S , n ≥ 0.(6.1)

We establish this result with the method of TFE [31, 32, 33] which has proven
quite successful in establishing analyticity of DNOs in similar settings [29, 30, 36].
The TFE method proceeds by effecting a domain-flattening change of variables prior
to perturbation expansion. On the interior domain the relevant change of variables is

r′ =
{(
ḡ −R(w)

)
r +R(w)g(θ)

}/{
ḡ + g(θ)−R(w)

}
, θ′ = θ,

which maps the perturbed domain {R(w) < r < ḡ + g(θ)} to the separable one
ΩR(w),ḡ = {R(w) < r′ < ḡ}. This transformation changes the field w to

v(r′, θ′) := w
({(

ḡ + g(θ′)−R(w)
)
r′ −R(w)g(θ′)

}/{
ḡ −R(w)

}
, θ′
)

and modifies (3.6) to

∆v + (kw)
2
v = F (r, θ; g), R(w) < r < ḡ,(6.2a)

τw∂Nv − Zv = W (θ) + l(θ; g), r = ḡ,(6.2b)

∂rv − T (w) [v] = h(θ; g), r = R(w),(6.2c)

where we have dropped the primed notation for clarity. The forms for F , l, and h
are not difficult to derive, and they can be deduced from their expansions which we
present in (6.5).

Upon setting g = εf and expanding

v(r, θ, ε) =

∞∑
n=0

vn(r, θ)εn,(6.3)

we can show that

∆vn + (kw)
2
vn = Fn, R(w) < r < ḡ,(6.4a)

∂rvn −
Z

τwḡ
vn = δn,0

W

τwḡ
+ ln, r = ḡ,(6.4b)

∂rvn − T (w) [vn] = hn, r = R(w),(6.4c)

where, δn,m is the Kronecker delta and

D
ow

nl
oa

de
d 

06
/0

8/
21

 to
 1

28
.2

48
.1

56
.4

5.
 R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
s:

//e
pu

bs
.s

ia
m

.o
rg

/p
ag

e/
te

rm
s



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

884 DAVID P. NICHOLLS AND XIN TONG

Fn = − 1

(ḡ −R(w))2

[
F (0)
n + ∂rF

(r)
n + ∂θF

(θ)
n

]
,(6.5a)

F (0)
n = −(ḡ −R(w))f(r −R(w))∂rvn−1 + · · · ,(6.5b)

F (r)
n = 2(ḡ −R(w))fr(r −R(w))∂rvn−1 + · · · ,(6.5c)

F (θ)
n = −ff ′(r −R(w))∂rvn−2 + · · · ,(6.5d)

ln = −(1/ḡ2)(f ′)2∂rvn−2 + · · · ,(6.5e)

hn =
f

ḡ −R(w)
T (w) [vn−1](6.5f)

are the nth order terms in the Taylor series expansions of F , l, and h, respectively.

Furthermore, F
(0)
n , F

(r)
n , and F

(θ)
n are, in order, the undifferentiated, radial derivative,

and angular derivative portions of Fn.
In addition, the IIO S, (3.7), can be stated in transformed coordinates. If we

then expand S in ε, (3.11), the nth term in the expansion can be expressed as

Sn[W ] = τw
{
− f(f ′)

ḡ(ḡ −R(w))
∂θvn−2

}
+ · · · ,(6.6)

so that, provided with estimates on the {vn}, we can control the terms, {Sn}.
Our main result is the following analyticity theorem.

Theorem 6.2. If f ∈ H5([0, 2π]), Z satisfies (3.3), and W ∈ H−1/2([0, 2π]),
then the series (6.3) converges strongly. In other words there exist constants Kv > 0
and BS > 0 such that

‖vn‖H1 ≤ KvB
n
S , n ≥ 0.(6.7)

The proof of Theorem 6.2 proceeds by applying an elliptic estimate, Theorem A.1,
to (6.4) followed by a recursive result, Lemma 6.3. To control the right-hand side of
(6.4) we prove the following.

Lemma 6.3. Suppose that f ∈ H5([0, 2π]) and Z satisfies (3.3). Assume that

‖vn‖H1(Ω
R(w),ḡ

) ≤ KvB
n
S ∀n < N,

for constants Kv > 0 and BS > 0, then there exists a constant Cv > 0 such that

max
{
‖FN‖(H1(Ω

R(w),ḡ
))′ , ‖hN‖H−1/2([0,2π]) , ‖lN‖H−1/2([0,2π])

}
≤ CvKv

(
‖f‖H5 B

N−1
S + ‖f‖2H5 B

N−2
S

)
.

Proof. Note that from (6.5) and the definition of (H1)′ [11],

‖FN‖(H1)′ ≤
∥∥∥F (0)

N

∥∥∥
L2

+
∥∥∥F (r)

N

∥∥∥
L2

+
∥∥∥F (θ)

N

∥∥∥
L2
,

and, for conciseness, we consider only one term from F
(θ)
N ,

F (θ)
N := −ff ′(r −R(w))∂rvN−2;

the rest can be treated in a similar fashion. For this we estimate, using Lemma 4.3,
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N

∥∥∥
L2
≤
∥∥∥−ff ′(r −R(w))∂rvN−2

∥∥∥
L2
≤M ‖f‖H4 M ‖f‖H5 R‖vN−2‖H1

≤M2 ‖f‖2H5 RKvB
N−2
S ,

where R is defined by ‖(r − R(w))v‖L2 ≤ R‖v‖L2 , and we are done if Cv is chosen
appropriately.

For hN we conduct the following sequence of steps:

‖hN‖H−1/2 ≤
∥∥∥∥ f

ḡ −R(w)
T (w) [vN−1]

∥∥∥∥
H−1/2

≤ M

ḡ −R(w)
‖f‖H3+1/2

∥∥∥T (w) [vN−1]
∥∥∥
H−1/2

≤ M

ḡ −R(w)
‖f‖H5 CT (w) ‖vN−1‖H1/2 ≤

MCT (w)

ḡ −R(w)
‖f‖H5 Ct ‖vN−1‖H1

≤ MCT (w)

ḡ −R(w)
‖f‖H5 CtKvB

N−1
S ,

where CT (w) is the bounding constant for the operator T (w) and Ct is the bounding
constant for the trace operator ‖v‖H1/2([0,2π]) ≤ Ct ‖v‖H1(Ω

R(w),ḡ
) . We are done if we

select Cv large enough.
Regarding the terms lN , we once again focus on a single term,

LN := −(1/ḡ2)(f ′)2∂rvN−2,

and make the estimates

‖LN‖H−1/2 =

∥∥∥∥− 1

ḡ2
(f ′)2∂rvN−2

∥∥∥∥
H−1/2

≤ M2

ḡ2
‖f‖2H4+1/2 ‖∂rvN−2‖H−1/2

≤ M2

ḡ2
‖f‖2H4+1/2 Ct ‖vN−2‖H1 ≤

M2Ct
ḡ2

‖f‖2H5 KvB
N−2
S ,

and we are done if Cv is chosen well.

We can now present the proof of Theorem 6.2.

Proof (Theorem 6.2). We work by induction and begin with n = 0. The estimate
on v0 follows directly from Theorem A.2 with F and L identically zero. We now
assume that (6.7) holds for all n < N and apply Theorem A.2 which implies that

‖vN‖H1 ≤ Ce
{
‖FN‖(H1)′ + ‖lN‖H−1/2 + ‖hN‖H−1/2

}
.

Using Lemma 6.3 we have

‖vN‖H1 ≤ Ce3CvKv

{
‖f‖H5 B

N−1
S + ‖f‖2H5 B

N−2
S

}
≤ KvB

N
S ,

provided that we choose 3CeCv ‖f‖H5 < BS/2, 3CeCv ‖f‖2H5 < B2
S/2, which can be

ensured by demanding BS > max
{

6CeCv,
√

6CeCv
}
‖f‖H5 .

Finally, we are in a position to establish Theorem 6.1.

Proof (Theorem 6.1). From (6.6) and applying Theorem 6.2, it is straightforward
to see that

‖S0(f)[W ]‖H−1/2 ≤ ‖τwḡ∂rv0 − Y v0‖H−1/2 ≤ ‖τwḡ∂rv0‖H−1/2 + ‖Y v0‖H−1/2

≤ |τw| ḡ ‖v0‖H1/2 + CY ‖v0‖H1/2 ≤ (|τw| ḡ + CY )Ct ‖v0‖H1

≤ (|τw| ḡ + CY )CtKv ≤ KS ,

if KS > 0 is chosen appropriately.
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Assuming that (6.1) holds for all n < N we now investigate an estimate of SN .
For simplicity we consider the single term

SN := τw
(

−ff ′

ḡ(ḡ −R(w))

)
∂θvN−2,

and we measure

‖SN‖H−1/2 ≤
∥∥∥∥τw ( −ff ′

ḡ(ḡ −R(w))

)
∂θvN−2

∥∥∥∥
H−1/2

≤ |τw| M2

ḡ(ḡ −R(w))
‖f‖2H4+1/2 ‖∂θvN−2‖H−1/2

≤ |τw| M2

ḡ(ḡ −R(w))
‖f‖2H5 Ct ‖vN−2‖H1

≤ |τw| M2

ḡ(ḡ −R(w))
‖f‖2H5 CtKvB

N−2
S .

We are done provided that we choose KS > |τw|M2/(ḡ(ḡ − R(w)))CtKv and BS >
‖f‖H5 .

In an analgous manner, the analyticity of Q can be established. The only signifi-
cant change is the requirement that Theorem A.1 is required rather than Theorem A.2.

Theorem 6.4. If f ∈ H5([0, 2π]), Y satisfies (3.2), and U ∈ H−1/2([0, 2π]),
then the series (3.11) converges strongly as an operator from H−1/2([0, 2π]) to H−1/2

([0, 2π]). In other words there exist constants KQ > 0 and BQ > 0 such that

‖Qn(f)[U ]‖H−1/2 ≤ KQB
n
Q, n ≥ 0.

7. Numerical results. We now present results of simulations of our imple-
mentations of the algorithms outlined above. The schemes are essentially high-order
spectral [13, 9] with nonlinearities approximated by convolutions implemented with
the fast Fourier transform algorithm.

7.1. Implementation details. The numerical approaches we describe in this
section utilize either the DNO formulation of the problem [37] or its IIO alternative
specified in (3.8). The relevant operators (DNO and IIO, respectively) are simulated
using the TFE methodology [31, 33, 34]. The TFE method is a Fourier colloca-
tion/Taylor method [32, 34] enhanced by Padé summation [2]. In more detail, for the
IIO S we approximate W by

WNθ,N (θ) :=

N∑
n=0

Nθ/2−1∑
p=−Nθ/2

Ŵn,pe
ipθεn

and insert this into (3.14) for 0 ≤ n ≤ N to determine the approximation vNθ,Nr,Nn (r, θ)
which is used in (6.6) to simulate the IIO. As has been pointed out in [32, 29, 37],
the TFE approach requires an additional discretization in the radial direction which
we achieve by a Chebyshev collocation approach. We recall that the cost of this ap-
proach will be O(Nθ log(Nθ)Nr log(Nr)N

2) where the final factor is due to the cost
of the formation of the right-hand sides, e.g., Fn, which is O(N2) at order n = N .
An important consideration is how the Taylor series in ε are summed. The classical
numerical analytic continuation technique of Padé approximation [2] has been used
very successsfully for HOPS methods (see, e.g., [4, 33]), and we will use it here.
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7.2. The method of manufactured solutions. Before proceeding to our sim-
ulation of LSPRs, we begin by demonstrating the validity of our algorithm by con-
ducting experiments using the method of manufactured solutions [5]. To be more
specific we consider the 2π-periodic, outgoing solutions of the Helmholtz equation,
(2.1a),

uq(r, θ) = AquHq(k
ur)eiqθ, q ∈ Z, Aqu ∈ C,

and their bounded counterparts for (2.1b),

wq(r, θ) = AqwJq(k
wr)eiqθ, q ∈ Z, Aqw ∈ C.

We select an analytic profile,

g(θ) = εf(θ) = εecos(θ),(7.1)

and define, for any choice of the radius of the interface ḡ, the Dirichlet and Neumann
traces

uex(θ) := uq(ḡ + g(θ), θ), ũex(θ) := (−∂Nuq)(ḡ + g(θ), θ)

and

wex(θ) := wq(ḡ + g(θ), θ), w̃ex(θ) := (∂Nw
q)(ḡ + g(θ), θ).

From these we define, for any real η > 0, the impedances

U ex(θ) := τuũex + iηuex, Ũ ex(θ) := τuũex − iηuex

and

W ex(θ) := τww̃ex + iηwex, W̃ ex(θ) := τww̃ex − iηwex.

In this case Y = iη and Z = −iη. We point out that a rather unscientific sampling of
various choices for Y and Z did not yield a clearly superior result. We were somewhat
surprised by this and will investigate further in future work. Consequently we left Y
and Z as these Després values for all subsequent computations. We select the physical
parameters

q = 2, Aqu = 2, Aqw = 1, η = 3.4, λ = 0.45, ku = 13.96, kw = 5.136(7.2)

and numerical parameters

Nθ = 64, N = 16, Nr = 32.(7.3)

To demonstrate the behavior of our scheme we studied four choices of ε =
0.005, 0.01, 0.05, 0.1. For this we supplied {uex, wex} to our HOPS algorithm to sim-
ulate DNOs producing {ũapprox, w̃approx} and computed the relative error

ErrorDNO
rel =

{∣∣∣w̃ex − w̃approx
Nθ,N

∣∣∣
L∞

}
/ {|w̃ex|L∞} .

In a similar way, we passed {U ex,W ex} to our HOPS algorithm to approximate IIOs
giving {Ũapprox, W̃ approx} and computed the relative error

ErrorIIO
rel =

{∣∣∣W̃ ex − W̃ approx
Nθ,N

∣∣∣
L∞

}/{∣∣∣W̃ ex
∣∣∣
L∞

}
.
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7.3. Robust computation: DNOs versus IIOs. To begin we chose

ḡ = 0.5, R(w) = 0.3, R(u) = 0.8,

carried out the method of manufactured solutions simulations with our IIO method,
(3.8), and report our results in Figure 2(a) and (b). We repeated this with our
DNO approach [37] and display the outcomes in Figure 3(a) and (b). We see in this
generic, non-resonant configuration that both algorithms display a spectral rate of
convergence as N is refined (up to the conditioning of the algorithm) which improves
as ε is decreased.

Before proceeding, we note that the choice of radius ḡ = 1 will induce a singularity
in the interior DNO resulting in a lack of uniqueness. To test the performance of our
methods near this scenario we selected

ḡ = 1− τ, R(w) = 0.6, R(u) = 1.6(7.4)

for two choices of τ . With the same choices of geometrical, (7.1), physical, (7.2),
and numerical, (7.3), parameters as before, we selected τ = 10−12 resulting in ḡ =
1 − 10−12. Once again, we conducted simulations with the IIO method, (3.8), and
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(a) Error in IIO formulation versus per-
turbation order, N .
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(b) Error in IIO formulation versus per-
turbation size, ε.

Fig. 2. Plot of relative error with five choices of N = 0, 4, 8, 12, 16 for a nonresonant configu-
ration using the IIO formulation.
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(a) Error in DNO formulation versus per-
turbation order, N .

10
-2

10
-1

10
-14

10
-12

10
-10

10
-8

10
-6

10
-4

10
-2

10
0

10
2

(b) Error in DNO formulation versus per-
turbation size, ε.

Fig. 3. Plot of relative error with five choices of N = 0, 4, 8, 12, 16 for a nonresonant configu-
ration using the DNO formulation.
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Fig. 4. Plot of relative error with five choices of N = 0, 4, 8, 12, 16 for a nearly resonant
configuration using the IIO formulation.
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Fig. 5. Plot of relative error with five choices of N = 0, 4, 8, 12, 16 for a nearly resonant
configuration using the DNO formulation.

display our results in Figure 4(a) and (b). We revisited these computations with our
DNO approach [37] and show our results in Figure 5(a) and (b). We see in this nearly
resonant configuration that while the IIO methodology continues to display a spectral
rate of convergence as N is refined (improving as ε is decreased), the DNO approach
does not provide results of the same quality.

To close, we chose τ = 10−16 in (7.4) resulting in ḡ = 1 − 10−16. After running
simulations with the IIO method, (3.8), we display our results in Figure 6(a) and (b).
We revisited these computations with our DNO approach [37] and show our results
in Figure 7(a) and (b). We see in this resonant (to machine precision) configuration
the IIO again displays a spectral rate of convergence as N is refined (improving as ε
is decreased), while the DNO approach delivers completely unacceptable results.

7.4. Simulation of nanorods. We close by returning to the problem of scatter-
ing of plane-wave incident radiation uinc = exp(iαx− iγuz) by a nanorod (which de-
mands the Dirichlet and Neumann conditions, (2.1c) and (2.1d), respectively). More
specifically, we considered metallic nanorods housed in a dielectric with outer inter-
face shaped by r = ḡ + g(θ) = ḡ + εf(θ). We illuminated this structure over a range
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Fig. 6. Plot of relative error with five choices of N = 0, 4, 8, 12, 16 for a resonant configuration
using the IIO formulation.
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Fig. 7. Plot of relative error with five choices of N = 0, 4, 8, 12, 16 for a resonant configuration
using the DNO formulation.

of incident wavelengths λmin ≤ λ ≤ λmax and perturbation sizes εmin ≤ ε ≤ εmax

and computed the magnitudes of the reflected and transmitted surface currents, ũ
and w̃. These we term the “reflection map” and “transmission map” in analogy with
similar quantities of interest in the study of metallic gratings [38, 23] Our study of
the Fröhlich condition, (1.1), indicates that there should be a sizable enhancement in
each at an LSPR. In the case of a nanorod with a perfectly circular cross-section we
computed the value as the λF satisfying (1.1), and in subsequent plots this is depicted
by a dashed red line.

Using the TFE approach to compute the IIOs, we studied the periodic sinusoidal
profile

f(θ) = cos(4θ);(7.5)

see Figure 8. With this we considered the following physical configuration:

ḡ = 0.025, R(w) = ḡ/10, R(u) = 10ḡ, nu = nVacuum, nw = nAg,

λmin = 0.300, λmax = 0.800, εmin = 0, εmax = ḡ/5,
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Fig. 8. Plot of the cross-section of a metallic nanorod (occupying Sw) shaped by r = ḡ+ε cos(4θ)
(ε = ḡ/5) housed in a dielectric (occupying Su) under plane-wave illumination with wavenumber
(α,−γu). The dash-dot blue line depicts the unperturbed geometry, the circle r = ḡ.

Fig. 9. Reflection Map and Transmission Map for a silver nanorod shaped by the sinusoidal
profile, (7.5), in vacuum. Here εmax = ḡ/5, ḡ = 0.025, λmin = 0.300, and λmax = 0.800.

so that a silver (Ag) nanorod sits in vacuum, with numerical parameters

Nλ = 201, Nε = 201, Nθ = 32, Nr = 16, N = 8.

Plots of the reflection map and transmission map are displayed in Figure 9. In Fig-
ure 10 we show the final slice (ε = εmax) of each of these, together with the Fröhlich
value of the LSPR, (1.1), as a dashed red line. Here we see how even a relatively mod-
erate value of the deformation parameter (one fifth of the rod radius) can produce
a sizable shift (about 40 nm from roughly 340 nm to 380 nm) in the LSPR location
which our novel approach can accurately capture.

8. Conclusion. In this paper we have investigated a HOPS algorithm for the
numerical simulation of a novel formulation of the problem of scattering of linear
waves by a nanorod in terms of IIOs. Not only does our new methodology enjoy the
same advantages of our previous implementation in terms of DNOs (e.g., surface for-
mulation, exact enforcement of Sommerfeld radiation conditions, high-order spectral
accuracy), but it is also immune to the Dirichlet eigenvalues which cause artificial
singularities in our previous approach. In addition, our new formulation enables us
to establish the existence, uniqueness, and analyticity of solutions to this problem,
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Fig. 10. Final slice of reflection and transmission maps at ε = εmax for a silver nanorod
shaped by the analytic profile, (7.5), in vacuum.

which we have taken pains to deliver. Finally, we have given a detailed description of
our algorithm and not only validated it but also demonstrated its efficiency, fidelity,
and high-order accuracy.

Appendix A. Existence, uniqueness, and regularity theory. In this
appendix we state, and briefly prove, two existence, uniqueness, and regularity results
for solutions of Helmholtz problems on simple interior and exterior domains.

A.1. The exterior problem. We begin by considering the Helmholtz problem
posed on the exterior of a cylinder. For this we define

Ω(u) := {ḡ < r < R(u)}, Γ := {r = ḡ}, Σ := {r = R(u)},

where Σ is an artificial boundary. With these we can state our result.

Theorem A.1. Given an integer s ≥ 0, if F ∈ Hs−1(Ω(u)), U ∈ Hs−1/2(Γ),
K ∈ Hs−1/2(Σ), and Y is at most an order-one Fourier multiplier, there exists a
unique solution of

∆u+ ε(u)k2
0u = F in Ω(u),(A.1a)

− τu∂ru+ Y u = U at Γ,(A.1b)

∂ru+ T (u) [u] = K at Σ,(A.1c)

where ε(u) ∈ R+, satisfying

‖u‖Hs+1 ≤ C(u)
e {‖F‖Hs−1 + ‖U‖Hs−1/2 + ‖K‖Hs−1/2} ,(A.2)

where C
(u)
e > 0 is a universal constant, provided that

Im

{∫
Γ

((
Y

τu

)
u

)
u ds

}
≤ 0,

Re

{∫
Γ

((
Y

τu

)
u

)
u ds

}
≥ 0.

(A.3)

Proof. Following [15, 7, 30] we consider the weak formulation

A(u)(u, φ) +D(u)(u, φ) + E(u)(u, φ) = L(u)(φ),
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where

A(u)(u, φ) :=

∫
Ω(u)

∇u · ∇φ+ uφ dV

− Re

{∫
Σ

(∂ru)φ ds

}
+ Re

{∫
Γ

((
Y

τu

)
u

)
φ ds

}
,

D(u)(u, φ) := −
(
ε(u)k2

0 + 1
)∫

Ω(u)

uφ dV,

E(u)(u, φ) := −Im

{∫
Σ

(∂ru)φ ds

}
+ Im

{∫
Γ

((
Y

τu

)
u

)
φ ds

}
,

L(u)(φ) := −
∫

Ω(u)

Fφ dV +

∫
Σ

Kφ ds−
∫

Γ

(
U

τu

)
φ ds.

In order to resolve the uniqueness of solutions, we study this formulation when F ≡
U ≡ K ≡ 0 and prove that u ≡ 0. For this we choose φ = u and recall that ε(u) ∈ R,
so that it is clear that the imaginary part of the weak formulation is simply E(u).
Enforcing that this be zero demands

Im

{∫
Σ

(∂ru)u ds

}
= Im

{∫
Γ

((
Y

τu

)
u

)
u ds

}
.

Rellich’s lemma [6] tells us that u ≡ 0 provided that∫
Σ

(∂ru)u ds ≤ 0, R(u) →∞,

so that a condition for uniqueness of solutions is (A.3).
Regarding existence of solutions and the estimate (A.2), we follow [15, 7, 30] and

note that, for V = H1(Ω(u)), A(u) is a continuous, sesquilinear form from V × V to
C which induces a bounded operator A : V → V ′ (see Lemma 2.1.38 of [41]). While
the first two terms are standard, the fourth requires that Y be at most a bounded,
order-one Fourier multiplier. The third can be addressed by noting that∫

Σ

(∂ru)φ ds =

∫
Σ

(
−T (u)u

)
φ̄ ds

(cf. (2.3b)) and using the fact that T (u) is an order-one Fourier multiplier [15, 7, 30].
Furthermore, A is V -elliptic [41], i.e., there is a γ > 0 such that

Re {A(u, u)} ≥ γ ‖u‖2V .

The first two terms are the V -norm, causing no problem. The second two terms
require

Re

{∫
Γ

((
Y

τu

)
u

)
ū ds

}
≥ 0, Re

{∫
Σ

(
−T (u)u

)
ū ds

}
≤ 0.

However, as T (u) = −H ′p(kuR(u))/Hp(k
uR(u)) and Shen and Wang [42] have shown

that
Re
{
−T (u)

}
≤ 0,

we have the V -ellipticity of A. By the Lax–Milgram lemma (see Lemma 2.1.51 of
[41]) the operator A satisfies ∥∥A−1

∥∥
V←V ′ ≤

1

γ
.
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It is not difficult to show that D and E induce bounded operators D and E from
L2(Ω(u)) to L2(Ω(u)) which are compact as V embeds compactly into L2(Ω(u)) [41].
Fredholm’s theory [15, 7, 30] delivers a solution with the appropriate estimates pro-
vided that the solution is unique (which we have just established).

A.2. The interior problem. The other Helmholtz problem which arises in our
developments is stated on the interior of a cylinder. Here we denote

Ω(w) := {r < ḡ}, Γ := {r = ḡ},

and we can now state our result.

Theorem A.2. Given an integer s ≥ 0, if F ∈ Hs−1(Ω(w)), W ∈ Hs−1/2(Γ), and
Z is at most an order-one Fourier multiplier, there exists a unique bounded solution of

∆w + ε(w)k2
0w = F in Ω(w),(A.4a)

τw∂rw − Zw = W at Γ,(A.4b)

where Im
{
ε(w)

}
≥ 0, satisfying

‖w‖Hs+1 ≤ C(w)
e {‖F‖Hs−1 + ‖W‖Hs−1/2} ,(A.5)

where C
(w)
e > 0 is a universal constant, provided that

Im

{∫
Γ

((
Z

τw

)
w

)
w ds

}
≥ 0,

Re

{∫
Γ

((
Z

τw

)
w

)
w ds

}
≤ 0.

(A.6)

Proof. As before, we imitate [15, 7, 30] and study the following weak formulation:

A(w)(w, φ) +D(w)
1 (w, φ) +D(w)

2 (w, φ) + E(w)(w, φ) = L(w)(φ),

where

A(w)(w, φ) :=

∫
Ω(w)

∇w · ∇φ+ wφ dV − Re

{∫
Γg

((
Z

τw

)
w

)
φ ds

}
,

D(w)
1 (w, φ) := −

(
Re
{
ε(w)

}
k2

0 + 1
)∫

Ω(w)

wφ dV,

D(w)
2 (w, φ) := −

(
Im
{
ε(w)

}
k2

0

)∫
Ω(w)

wφ dV,

E(w)(w, φ) := −Im

{∫
Γg

((
Z

τw

)
w

)
φ ds

}
,

L(w)(φ) :=

∫
Ω(w)

Gφ dV +

∫
Γ

W

τw
φ ds.

As before, to study uniqueness we consider G ≡ W ≡ 0 and establish that w ≡ 0. If
we choose φ = w, then it is clear that the imaginary part of the weak formulation is

simply portions of D(w)
2 + E(w), and enforcing that this be zero demands(

Im
{
ε(w)

}
k2

0

)∫
Ω(w)

|w|2 dV = −
∫

Γ

((
Im

{
1

τw

}
Z

)
w

)
w ds.
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If we consider Im{ε(w)} ≥ 0, then
∫

Ω(w) |w|2 dV ≤ 0 implies w ≡ 0 if (A.6) is verified.
The existence of solutions and the estimate (A.5) are proven in analogous fashion

to Theorem A.1 and we leave the details to the motivated reader.
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