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Abstract. Internal waves arise in a wide array of oceanographic problems of both the-
oretical and engineering interest. In this contribution we present a new model, valid in
the weakly nonlinear regime, for the propagation of disturbances along the interface
between two ideal fluid layers of infinite extent and different densities. Additionally,
we present a novel high-order/spectral algorithm for its accurate and stable simula-
tion. Numerical validation results and simulations of wave-packet evolution are pro-
vided.
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1 Introduction

An internal water-wave propagates along an interface between two fluids with varying
densities due to variations in temperature and salinity [18]. Internal waves are ubiq-
uitous in the world’s oceans and, as seen by satellite [15], they have been observed to
travel for hundreds of miles within the oceans. Internal waves are important both as a
significant source of energy and momentum transportation and in their interactions with
ocean dynamics and topographies. In addition to their many engineering and other prac-
tical applications, they inspire many difficult questions in both theoretical and numerical
analysis.
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The classical formulation of the internal water-wave problem uses Euler’s equations
with kinematic and dynamic boundary conditions at the free interface. Well-known ap-
proximation models include, most notably, the Korteweg-de Vries, Benjamin-Ono, Boussi-
nesq, Nonlinear Schrödinger and Intermediate Long Wave equations [4, 25]. Alterna-
tively, one could reformulate the classical system as a boundary integral equation, a
Hamiltonian system, or as evolution equations involving operators (see, e.g., [7, 13] for
recent examples).

This paper is a numerical study of time-dependent internal wave propagation and for
this we focus on two-fluid systems which Koop & Butler [16] believe are sufficient to cap-
ture the physics of the problem. For simplicity, we neglect forces other than gravity and
assume infinite extent in both the upper and lower layers, but we note that our method
can easily be extended to include additional forces (e.g., surface tension), finite layers and
rigid-lid assumptions. The model derivation is based on a perturbative approach [26] in
the weakly nonlinear regime (see also [5, 25]) and our evolution equations govern inter-
face variables involving interface integral operators, e.g., Dirichlet-Neumann operators
(DNOs). The interface variables, first introduced by Benjamin & Bridges [1, 2] and Craig
& Groves [6], are analogous to the surface variables identified by Zakharov [33] for a
Hamiltonian formulation of the classical single-fluid water-wave problem. The DNO, a
linear operator that maps Dirichlet boundary data to Neumann boundary data [27] was
introduced to the water-wave problem by Craig and Sulem [10] (see also the work of
Milder [20, 21] and Milder & Sharp [22, 23] in the setting of electromagnetic scattering)
to make Zakharov’s formulation more explicit. The interface formulation is appealing
for a number of reasons, not the least of which is that it reduces the problem dimension.
In [10] Craig and Sulem used the new formulation to numerically simulate surface grav-
ity waves. Our work is motivated by [6, 10] and can be considered both an extension of
their work to the two-fluid case and a complement to the research of [7, 11] who also use
this formulation for such simulations.

To the authors’ knowledge, this work presents, for the first time, numerical simula-
tions of truncated Dirichlet-Neumann operators which have not appeared in the litera-
ture before. We also point out that due to the interface formulation and the spectrally
accurate nature of our algorithm, our approach cannot be surpassed in terms of accuracy
and speed (though integral equation approaches will have roughly the same operation
counts).

Given our model equations, the evolution of the internal wave is simulated by a
Fourier collocation spectral method [12] in the spatial variable and a fourth-order Runge-
Kutta algorithm [3] for time-stepping. The main effort lies with the approximation of the
operators and once this is accomplished, the numerical method is fast, highly accurate
and easy to implement. The full literature of numerical schemes to simulate the mo-
tion of a free surface or interface in the Euler equations of ideal fluid motion is far too
vast to recapitulate here. For the interested reader we recommend the survey articles
of [14, 19, 30–32].

This paper is organized as follows: In Section 2.1 we outline the classical formulation



R. C. Gregory and D. P. Nicholls / Commun. Comput. Phys., 12 (2012), pp. 1461-1481 1463

of the problem and in Section 2.2 we reformulate the problem in terms of interface vari-
ables and interface integral operators. In Section 2.3 we describe a Boundary Perturbation
Method (the method of Operator Expansions-OE) to simulate the interface operators and,
after nondimensionalizing, we present our model equations in Section 2.4. In Section 3.1
we describe our numerical method and in Section 3.2 we derive exact solutions that are
used to test our code. We present numerical results in Section 4.

2 Derivation of the model equations

2.1 Equations of motion

Consider two-dimensional ideal fluid flow in the deep ocean where an interface well
below the ocean surface separates two layers of varying densities. Assume the fluids
are immiscible with densities ρ′ and ρ (ρ> ρ′) in the top and bottom layers, respectively.
Denoting the layer interface by y=η(x,t), we define the fluid domains in the upper and
lower regions by

S′ :={(x,y)∈R×R | y>η(x,t)}, S :={(x,y)∈R×R | y<η(x,t)},

see Fig. 1.

0

x

y

ρ

ρ′

y=η(x,t)

Figure 1: Domain of the internal water-wave problem.

Recall that an ideal fluid is incompressible, irrotational and inviscid [18] and that
irrotationality implies that there exists a velocity potential in each region such that

u′(x,y,t)=∇φ′(x,y,t), in S′,

u(x,y,t)=∇φ(x,y,t), in S,

where u′ and u are the velocities in the upper and lower layers, respectively. As a result
of the incompressibility condition, the potential functions satisfy Laplace’s equation in
their domains of definition:

∆φ′=0, in S′,

∆φ=0, in S.
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To specify a unique solution we require lateral and vertical boundary conditions for our
fluid flow. For the former we consider the classical λ-periodicity conditions

η(x+λ,t)=η(x,t), φ′(x+λ,y,t)=φ′(x,y,t), φ(x+λ,y,t)=φ(x,y,t), ∀x∈R.

As we have assumed fluids of infinite extent, we specify that the velocity vanishes far
from the interface:

∂yφ′→0, as y→∞,

∂yφ→0, as y→−∞.

The kinematic condition at the interface gives

∂tη=∂yφ′−(∂xη)∂xφ′,

∂tη=∂yφ−(∂xη)∂xφ.

The pressure balance, or Bernoulli’s condition, at the interface produces

ρ′
(

∂tφ
′+

1

2

∣

∣∇φ′
∣

∣

2
+gη

)

=ρ
(

∂tφ+
1

2
|∇φ|2+gη

)

,

where g is the acceleration due to gravity. Collecting all of the constraints above, the full
system of equations are given by

∆φ′=0, in S′, (2.1a)

∂yφ′→0, y→∞, (2.1b)

∂tη=∂yφ′−(∂xη)∂xφ′, at y=η, (2.1c)

∆φ=0, in S, (2.1d)

∂yφ→0, y→−∞, (2.1e)

∂tη=∂yφ−(∂xη)∂xφ, at y=η, (2.1f)

ρ′
(

∂tφ
′+

1

2

∣

∣∇φ′
∣

∣

2
+gη

)

=ρ
(

∂tφ+
1

2
|∇φ|2+gη

)

, at y=η, (2.1g)

which should be supplemented with initial conditions for η, φ and φ′.

2.2 Interface variables and Dirichlet-Neumann operators

Now we reformulate system (2.1) in terms of interfacial variables and interface opera-
tors (Dirichlet-Neumann operators). Following Benjamin & Bridges [1, 2] and Craig &
Groves [6], we define

ξ(x,t) :=ρΦ(x,t)−ρ′Φ′(x,t),

where
Φ(x,t) :=φ(x,η(x,t),t), Φ′(x,t) :=φ′(x,η(x,t),t),
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the weighted difference of the potentials on the interface. Benjamin & Bridges showed
that the variables (η,ξ) form a canonical set of variables in a Hamiltonian formulation
of this two-layer flow (c.f., [8, 33]) and we use these as evolution variables in our study.
To find evolution equations for these, we first introduce Dirichlet-Neumann Operators
(DNOs) which relate normal derivatives of the potential at the interface to these new
interface quantities.

We recall [10,20,27] that a DNO maps Dirichlet data to Neumann data at the interface
of a domain and two which are useful here are

G′(η)[Φ′] :=∇φ′ ·N=∇φ′|y=η ·(−∂xη,1)= [∂yφ′−(∂xη)∂xφ′]y=η, (2.2a)

G(η)[Φ] :=∇φ·N =∇φ|y=η ·(−∂xη,1)= [∂yφ−(∂xη)∂xφ]y=η, (2.2b)

where the normal vector N=(−∂xη,1)T is exterior to the lower fluid domain and interior
to the upper. With these definitions, (2.1c) and (2.1f) become

∂tη=G′(η)[Φ′ ], (2.3a)

∂tη=G(η)[Φ], (2.3b)

which also imply that the DNOs are equal (i.e., there can be no jump in the normal com-
ponent of velocity at the interface). Using the definition of ξ, the linear properties of the
DNO and the equality of the DNOs, we have

G(η)[ξ]=(ρG′(η)−ρ′G(η))[Φ′], (2.4a)

G′(η)[ξ]=(ρG′(η)−ρ′G(η))[Φ]. (2.4b)

If we define a new operator B(η)=ρG′(η)−ρ′G(η), then from (2.4)

Φ′=B−1(η)G(η)[ξ], (2.5a)

Φ=B−1(η)G′(η)[ξ]. (2.5b)

Plugging (2.5) into (2.3) we arrive at two possible evolution equations for η:

∂tη=G′(η)B−1(η)G(η)[ξ], (2.6a)

∂tη=G(η)B−1(η)G′(η)[ξ]. (2.6b)

Seeking an equation for the time evolution of ξ we compute

∂tξ=∂t [ρΦ−ρ′Φ′].

An application of the chain rule (and a substitution from (2.1g)) gives

∂tξ=−(ρ−ρ′)gη−
1

2
ρ|∇φ|2+

1

2
ρ′
∣

∣∇φ′
∣

∣

2
+ρ∂yφ∂tη−ρ′∂yφ′∂tη. (2.7)
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If we replace ∂tη by either of the terms in (2.6), then we simply need expressions for ∂xφ
and ∂yφ in terms of η and ξ to close our system of equations. Another application of the
chain rule delivers

∂xΦ=∂xφ+(∂xη)∂yφ,

and Eq. (2.2b) gives the system

(

1 ∂xη
−∂xη 1

)(

∂xφ
∂yφ

)

=

(

∂xΦ

G(η)[Φ]

)

.

Consequently,
(

∂xφ
∂yφ

)

=
1

1+(∂xη)2

(

∂xΦ−(∂xη)G(η)[Φ]
(∂xη)∂xΦ+G(η)[Φ]

)

(2.8)

and analogously,

(

∂xφ′

∂yφ′

)

=
1

1+(∂xη)2

(

∂xΦ′−(∂xη)G′(η)[Φ′]
(∂xη)∂xΦ′+G′(η)[Φ′]

)

. (2.9)

Substituting (2.5), (2.8) and (2.9) into (2.7) yields an evolution equation for ξ:

∂tξ=−(ρ−ρ′)gη+
1

2(1+(∂xη)2)

{

−ρ
(

∂xB−1(η)G′(η)[ξ]
)2

+ρ
(

G(η)B−1(η)G′(η)[ξ]
)2
+2ρ∂xη

(

∂xB−1(η)G′(η)[ξ]
)(

G(η)B−1(η)G′(η)[ξ]
)

+ρ′
(

∂xB−1(η)G(η)[ξ]
)2
−ρ′

(

G′(η)B−1(η)G(η)[ξ]
)2

−2ρ′∂xη
(

∂xB−1(η)G(η)[ξ]
)(

G′(η)B−1(η)G(η)[ξ]
)

}

. (2.10)

2.3 Operator expansions

The only specification remaining is the computation of the operators G(η), G′(η) and
B−1(η). For this we choose a convenient and accurate Boundary Perturbation Method:
the method of Operator Expansions (OE) [10, 20–23]. This approach is based on the
smooth dependence of the DNO upon sufficiently small boundary deformations, e.g.,

η(x,t)=ǫη̃(x,t), ǫ≪1.

More specifically, Coifman & Meyer [9] (see also Nicholls & Reitich [27]) proved that the
operators G and G′ are analytic functions of Lipschitz deformations η, so that they can be
expanded as convergent Taylor series:

G(η)[ξ]=G(ǫη̃)[ξ]=
∞

∑
n=0

Gn(η̃)[ξ]ǫ
n , G′(η)[ξ]=G′(ǫη̃)[ξ]=

∞

∑
n=0

G′
n(η̃)[ξ]ǫ

n . (2.11)
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These results can be extended to the operators B and M :=B−1 so that

M(η)[ξ]=M(ǫη̃)[ξ]=
∞

∑
n=0

Mn(η̃)[ξ]ǫ
n .

The OE method delivers high order formulas for the Taylor series terms (e.g., Gn) which
can then be used in a spectrally accurate approximation, for instance

G(η)≈GN(η) :=
N

∑
n=0

Gn(η̃)[ξ]ǫ
n .

The derivation of formulas for the Gn have been given in a number of publications [10,
20, 27], but we include them up to order one for completeness. To begin, we note that

φ′
p(x,y)= eipx−|p|y, φp(x,y)= eipx+|p|y

are λ=2π-periodic solutions of (2.1a)-(2.1b) and (2.1d)-(2.1e), respectively, for any integer
p. Inserting φp into the definition of the DNO G, (2.2b), we find

G(ǫη̃)
[

eipx+|p|ǫη̃
]

=[|p|−∂x(ǫη̃)(ip)]eipx+|p|ǫη̃.

Using the Taylor series for G, (2.11) and expanding the exponentials in a Taylor series in
ǫ, we obtain, after dropping the tildes,

( ∞

∑
n=0

Gn(η)[ξ]ǫ
n
)[

eipx
∞

∑
n=0

ηn

n!
|p|n ǫn

]

=[|p|−ǫ∂xη(ip)]eipx
[ ∞

∑
n=0

ηn

n!
|p|n ǫn

]

.

Equating at order zero,

G0(η)[e
ipx]= |p|eipx,

and at order one,

G1(η)[e
ipx]=

[

η |p|2−(∂xη)ip
]

eipx−G0(η)[η |p|e
ipx],

which, as we shall see, suffice for the purposes of this paper; higher order terms can be
easily recovered if desired and useful formulas can be found in, e.g., [27].

Similar manipulations for φ′ and G′ reveal

G′
0(η)[e

ipx]=−|p|eipx,

G′
1(η)[e

ipx]=
[

η |p|2−(∂xη)ip
]

eipx−G′
0(η)[−η |p|eipx].

If we define the Fourier multiplier D :=(1/i)∂x and write ξ as a Fourier series,

ξ(x)=
∞

∑
p=−∞

ξ̂peipx, ξ̂p =
1

2π

∫ 2π

0
ξ(x)e−ipxdx,
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then,

G0[ξ]= |D|ξ, (2.12a)

G′
0[ξ]=−|D|ξ, (2.12b)

G1(η)[ξ]=η |D|2ξ−(∂xη)(∂xξ)−|D|[η |D|ξ], (2.12c)

G′
1(η)[ξ]=η |D|2ξ−(∂xη)(∂xξ)−|D|[η |D|ξ]. (2.12d)

To find forms for the Mn we use the fact that

M(ρG′−ρ′G)= I,

which, upon expansion, can be written as

( ∞

∑
n=0

Mn(η)[ξ]ǫ
n
)[

ρ
∞

∑
n=0

G′
n(η)[ξ]ǫ

n−ρ′
∞

∑
n=0

Gn(η)[ξ]ǫ
n
]

= I.

After two convolutions in perturbation order we have

∞

∑
n=0

ǫn
[

ρ
n

∑
l=0

Ml(η)G
′
n−l(η)[ξ]−ρ′

n

∑
l=0

Ml(η)Gn−l(η)[ξ]
]

= I

and equating at order zero,

M0(η)[ξ]=
[

ρG′
0(η)−ρ′G0(η)

]−1
[ξ]=−

1

ρ+ρ′
|D|−1ξ, (2.13)

where D−1 := i
∫

dx. This integration operator is the right inverse of D, but is only the left
inverse up to a constant. To render this a well-defined operator we restrict the range to
the set of zero-mean functions. At order one,

M1(η)[ξ]=−M0(η)
{(

ρG′
1(η)−ρ′G1(η)

)[

M0(η)[ξ]
]}

=−
ρ−ρ′

(ρ+ρ′)2
|D|−1[η |D|ξ−(∂xη)(∂x |D|−1ξ)−|D|[ηξ]

]

. (2.14)

As our eventual goal is to find a weakly nonlinear model accurate to order two, the
following operator combinations (derived from (2.12), (2.13), (2.14)) will serve our pur-
poses:

G′
0M0G0[ξ]=

1

ρ+ρ′
|D|ξ,

G′
0M0G1[ξ]=

1

ρ+ρ′
[

η |D|2ξ−(∂xη)(∂xξ)−|D|[η |D|ξ]
]

,
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G′
0M1G0[ξ]=

ρ−ρ′

(ρ+ρ′)2

[

η |D|2ξ−(∂xη)(∂xξ)−|D|[η |D|ξ]
]

,

G′
1M0G0[ξ]=−

1

ρ+ρ′
[

η |D|2 ξ−(∂xη)(∂xξ)−|D|[η |D|ξ]
]

,

G0M0G′
0[ξ]=

1

ρ+ρ′
|D|ξ,

M0G′
0[ξ]=

1

ρ+ρ′
ξ,

M0G0[ξ]=−
1

ρ+ρ′
ξ.

2.4 Nondimensionalization

At this point it is convenient to nondimensionalize our nonlinear system of equations
governing (η,ξ), (2.6) and (2.10). We select (2.6a) for the evolution of η and recall that we
denoted the operator B−1 by M, so we have

∂tη=G′(η)M(η)G(η)[ξ], (2.15a)

∂tξ=−(ρ−ρ′)gη+
1

2(1+(∂xη)2)

{

−ρ(∂x M(η)G′(η)[ξ])2

+ρ(G(η)M(η)G′(η)[ξ])2+2ρ(∂xη)(∂x M(η)G′(η)[ξ])(G(η)M(η)G′(η)[ξ])

+ρ′(∂x M(η)G(η)[ξ])2−ρ′(G′(η)M(η)G(η)[ξ])2

−2ρ′(∂xη)(∂x M(η)G(η)[ξ])(G′(η)M(η)G(η)[ξ])
}

. (2.15b)

Let L = λ/2π and a be a typical length and amplitude, respectively and consider the
classical scalings [18]:

x= Lx̄, y= Lȳ, η= aη̄.

We scale time by the ratio of the linear wave speed and the length parameter,

t=Tt̄, T :=

√

(ρ+ρ′)L

(ρ−ρ′)g
=

√

(1+R)L

(1−R)g
,

where R := ρ′/ρ is the (dimensionless) density ratio (0< R< 1). The density-weighted
potential difference is scaled as

ξ= aXξ̄ , X :=
√

(ρ−ρ′)(ρ+ρ′)gL,

and we define the dimensionless steepness parameter

α :=
a

L
.
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Denoting the nonlinear terms on the right hand side of (2.15) by F and J, respectively,
where

F :=G′(η)M(η)G(η)[ξ]−G′
0 M0G0ξ,

J :=
1

2(1+(∂xη)2)

{

−ρ(∂x M(η)G′(η)[ξ])2

+ρ(G(η)M(η)G′(η)[ξ])2+2ρ(∂xη)(∂x M(η)G′(η)[ξ])(G(η)M(η)G′(η)[ξ])

+ρ′(∂x M(η)G(η)[ξ])2−ρ′(G′(η)M(η)G(η)[ξ])2

−2ρ′(∂xη)(∂x M(η)G(η)[ξ])(G′(η)M(η)G(η)[ξ])
}

,

we can expand

F(η,ξ)=F(aη̄,aXξ̄)=
∞

∑
n=1

CF
n Fn(η̄, ξ̄)αn, J(η,ξ)= J(aη̄ ,aXξ̄)=

∞

∑
n=1

C J
n Jn(η̄, ξ̄)αn,

where CF
n and C J

n are constants. With the above scalings and notation, (2.15) becomes

∂t̄η̄= |D̄| ξ̄+αF1(η̄, ξ̄)+O(α2), ∂t̄ξ̄ =−η̄+αJ1(η̄, ξ̄)+O(α2),

where

F1=
(ρ−ρ′

ρ+ρ′

)[

η̄ |D̄|
2
ξ̄−(∂x̄η̄)(∂x̄ ξ̄)−|D̄|[η̄ |D̄| ξ̄]

]

,

J1=
( ρ−ρ′

2(ρ+ρ′)

)

[

(|D̄| ξ̄)2−(∂x̄ ξ̄)2
]

.

We complete the derivation of our model by assuming that α ≪ 1, dropping the ”bar”
notation and neglecting terms of order O(α2). Thus, we arrive at our nondimensional
weakly nonlinear model:

∂tη= |D|ξ+α
( ρ−ρ′

ρ+ρ′

)[

η |D|2 ξ−(∂xη)(∂xξ)−|D|[η |D|ξ]
]

, (2.16a)

∂tξ=−η+α
( ρ−ρ′

2(ρ+ρ′)

)

[

(|D|ξ)2−(∂xξ)2
]

. (2.16b)

3 Numerical method

3.1 Numerical approximations

For a numerical approximation of solutions to (2.16) it is natural, in light of the lateral
(λ= 2π) periodicity of solutions, to utilize a Fourier collocation approach [12]. In brief,
we denote the equally spaced collocation points by

xj = j(∆x)= j
( 2π

Nx

)

, j=0,1,··· ,Nx−1
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and approximate the solution (η(x,t),ξ(x,t)) by a (truncated) Fourier series of complex
exponentials:

ηNx(x,t) :=
Nx/2−1

∑
p=−Nx/2

η̂Nx
p (t)eipx, ξNx (x,t) :=

Nx/2−1

∑
p=−Nx/2

ξ̂Nx
p (t)eipx.

In requiring that the residual vanishes at the grid points, we enforce (2.16) at the col-
location points, xj, which results in a system of (2Nx) ordinary differential equations

for the ηNx(xj,t) and ξNx(xj,t). These we approximate with a fourth-order Runge-Kutta
scheme [3] which delivers approximate solutions at the time levels

tm =m(∆t)=m
( T

Nt

)

, m=0,1,··· ,Nt.

Derivatives and Fourier multipliers are applied in Fourier space, e.g.,

|D|η≈|D|ηNx =
Nx/2−1

∑
p=−Nx/2

|p| η̂Nx
p (t)eipx.

Products are performed pointwise in physical space and the Discrete Fourier Transform
(DFT), accelerated by the Fast Fourier Transform (FFT) algorithm, is used to transform
between physical and Fourier space [12].

3.2 Exact solutions for convergence study

To test our algorithm we examine temporal and spatial convergence against exact solu-
tions of the linearized equations ((2.16) with O(α) terms eliminated) and an exact travel-
ing wave solution of the full model equations (2.16). These exact solutions are derived in
the following two sections and the convergence results are presented in Section 4.

3.2.1 Exact solutions for linear water waves

The linearization of (2.16) (where terms of order O(α) are ignored) is easily seen to be

∂tη= |D|ξ, (3.1a)

∂tξ=−η, (3.1b)

which we denote the ”Linear Model”. Using the Fourier series representations of η and
ξ leads to

∂t

(

η̂p

ξ̂p

)

=

(

0 |p|
−1 0

)(

η̂p

ξ̂p

)

,

where η̂p and ξ̂p are the p-th Fourier coefficients of η and ξ, respectively. Given initial
conditions (η0(x),ξ0(x)), it is not difficult to show that the exact solution for wavenum-
bers p>0 is

(

η̂p(t)
ξ̂p(t)

)

=





η̂p(0)cos(ωpt)+ ξ̂p(0)ωpsin(ωpt)

ξ̂p(0)cos(ωpt)− η̂p(0)
1

ωp
sin(ωpt)



 , (3.2a)
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where the dispersion relation is given by

ω2
p := |p|.

At wavenumber p=0 we have the formulas

(

η̂0(t)
ξ̂0(t)

)

=

(

η̂0(0)
ξ̂0(0)− η̂0(0)t

)

. (3.2b)

3.2.2 Traveling wave solutions

To find a class of exact solutions to the full set of model equations, (2.16), we begin by
changing to a reference frame moving uniformly with velocity c ∈ R. Seeking steady
solutions in this frame will yield traveling wave solutions which satisfy

c∂xη−|D|ξ=α
( ρ−ρ′

ρ+ρ′

)[

η |D|2 ξ−(∂xη)(∂xξ)−|D|[η |D|ξ]
]

, (3.3a)

c∂xξ+η=α
( ρ−ρ′

2(ρ+ρ′)

)

[

(|D|ξ)2−(∂xξ)2
]

. (3.3b)

To find solutions to (3.3), we expand the solution (η,ξ,c) in Taylor series in the (small)
parameter α:

η(x;α)=
∞

∑
n=0

ηn(x)αn, ξ(x;α)=
∞

∑
n=0

ξn(x)αn, c(α)=
∞

∑
n=0

cnαn. (3.4)

Inserting these expansions (3.4), which can be shown to be strongly convergent, into (3.3)
we equate at matching orders of α. At order n=0 we find

c0∂xη0−|D|ξ0=0,

c0∂xξ0+η0=0,

or, alternatively,

Ac0,pû0,p=

(

c0(ip) −|p|
1 c0(ip)

)(

η̂0,p

ξ̂0,p

)

=

(

0
0

)

, (3.5)

where

Ac,p :=

(

c(ip) −|p|
1 c(ip)

)

, ûn,p :=

(

η̂n,p

ξ̂n,p

)

.

To obtain a non-trivial solution, Ac0,p must be singular, that is, the determinant function

Λc0,p :=−(c0p)2+|p|

must vanish. To arrange this we select a non-zero wavenumber p0 and then choose

c0=

√

|p0|

p0
.
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With the pair (c0,p0), we can solve (3.5) to find a non-trivial solution:

û0,p0 =β

(

|p0|
ic0 p0

)

,

for any β ∈ C. As we wish to have real-valued solutions, at wavenumber p =−p0 we
select the complex conjugate:

û0,−p0 = ¯̂u0,p0 .

At wavenumber p=0, (3.5) reduces to

(

0 0
1 0

)(

η̂0,0

ξ̂0,0

)

=

(

0
0

)

.

For consistency, we enforce

η̂0,0=0,

which simply sets the mean water level. There are no restrictions on ξ̂0,0 so, for conve-
nience, we choose

ξ̂0,0=0.

We note that this is no great restriction as it is the gradient of the potential which is im-
portant in the evolution equations so any constant term is effectively meaningless. When
p 6=0,±p0, Ac0,p is non-singular and the unique solution is trivial:

û0,p=0.

At order n>0, (3.3) implies

c0∂xηn−|D|ξn =
(ρ−ρ′

ρ+ρ′

)[n−1

∑
l=0

ηn−1−l |D|2ξl−
n−1

∑
l=0

(∂xηn−1−l)(∂xξl)

−
n−1

∑
l=0

|D|[ηn−1−l |D|ξl ]
]

−cn∂xη0−
n−1

∑
l=1

cn−l∂xηl ,

c0∂xξn+ηn =
( ρ−ρ′

2(ρ+ρ′)

)[n−1

∑
l=0

(|D|ξn−1−l)(|D|ξl)−
n−1

∑
l=0

(∂xξn−1−l)(∂xξl)
]

−cn∂xξ0−
n−1

∑
l=1

cn−l∂xξl .

Appealing to the Fourier series for (ηn,ξn) we can express this as

Ac0,pûn,p= R̂n,p−cn(ip)û0,p, (3.6)
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where

R̂
η
n,p :=

(ρ−ρ′

ρ+ρ′

)[n−1

∑
l=0

ηn−1−l |D|2 ξl−
n−1

∑
l=0

(∂xηn−1−l)(∂xξl)−
n−1

∑
l=0

|D|[ηn−1−l |D|ξl ]
]

−
n−1

∑
l=1

cn−l∂xηl ,

R̂
ξ
n,p :=

( ρ−ρ′

2(ρ+ρ′)

)[n−1

∑
l=0

(|D|ξn−1−l)(|D|ξl)−
n−1

∑
l=0

(∂xξn−1−l)(∂xξl)
]

−
n−1

∑
l=1

cn−l∂xξl .

Given our choice of c0, the matrix Ac0,p is, of course, singular at wavenumbers p=±p0.
Additionally, Ac0,0 is also singular, so in order to solve (3.6) we consider three cases:
p=±p0, p=0 and p 6=0,±p0. In more detail:

1. [Case 1: p=±p0] As we have mentioned, Ac0,p0 is singular, however, the undeter-
mined parameter cn can be used to find a solution. To ensure consistency of the
system we pick:

cn =
R̂

η
n,p0

−ic0 p0R̂
ξ
n,p0

ip0η̂0,p0 +c0p2
0ξ̂0,p0

.

For uniqueness, we implement Stokes’ strategy (see [28,29]) by requiring that η̂n be
L2-orthogonal to η̂0. Since η̂0,p =0 for all p 6=±p0 this condition amounts to

η̂n,p0 = η̂n,−p0 =0.

With these choices

ξ̂n,p0 =
R̂

ξ
n,p0

−cn(ip0)ξ̂0,p0

ic0 p0

and ξ̂n,−p0 =
¯̂ξn,p0 .

2. [Case 2: p=0] At order n=0 we set û0,p=0, therefore, (3.6) reduces to

Ac0,0ûn,0= R̂n,0,

or,
(

0 0
1 0

)(

η̂n,0

ξ̂n,0

)

=

(

R̂
η
n,0

R̂
ξ
n,0

)

.

It can be shown that R̂
η
n,0=0 [17] so our system is consistent. The second equation

reduces to
η̂n,0= R̂

ξ
n,0

and to specify a unique solution we follow the strategy of the n=0 case and choose

ξ̂n,0=0.
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3. [Case 3: p 6=0,±p0] In this case (3.6) reduces to

Ac0,pûn,p= R̂n,p

and, as Ac0,p is non-singular, this can be solved uniquely:

ûn,p=
1

Λc0,p

(

ic0 pR̂
η
n,p+|p| R̂

ξ
n,p

−R̂
η
n,p+ic0 pR̂

ξ
n,p

)

.

To give a feel for what one of these traveling wave solutions looks like, we plot, in
Fig. 2, the shape, η, of such a wave versus x. Here we chose Nx=64, N=20 and α=1/100.
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x

η

Figure 2: Plot of a traveling wave versus x at α=1/100 with Nx =64 and N=20.

4 Numerical results

To begin we validate our code by studying convergence of our numerical solutions to the
exact solutions we derived in the previous section, (3.2) or (3.4). Denoting either of these
two families of exact solutions by {ηexact,ξexact}. We measure the errors

ηerror :=
∣

∣

∣ηexact(x,T)−ηNx(x,T)
∣

∣

∣

L∞
x

, (4.1a)

ξerror :=
∣

∣

∣ξexact(x,T)−ξNx(x,T)
∣

∣

∣

L∞
x

, (4.1b)

where T = Nt(∆t) is the final time of our simulation. For all simulations we choose the
values T=10, λ=2π, while the initial conditions for the Linear Model (3.1) are

η0(x)= ecos(x), ξ0(x)= esin(x),

and the traveling wave found in Section 3.2.2 serves as the initial condition for the weakly
nonlinear model (2.16). The traveling wave solution is approximated by

ηN(x;α) :=
N

∑
n=0

ηn(x)αn, ξN(x;α) :=
N

∑
n=0

ξn(x)αn, cN(α) :=
N

∑
n=0

cnαn,

for which we set N=20 and α=0.01.
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4.1 Temporal convergence

To examine temporal convergence we determine the errors for a fixed, highly resolved,
spatial discretization Nx=64 (∆x≈0.09817), as ∆t is refined. For physical parameters we
choose

λ=2π, T=10, ρ′=1, ρ=2, p0=1, α=0.01,

and use N = 20 for the traveling wave solutions. The Runge-Kutta time-stepping algo-
rithm has a global error of O((∆t)4) [3], therefore we should observe a slope of four on a
log-log plot of error versus ∆t. Using a least squares algorithm to fit our ”experimental”
data we find values that are almost exactly four. Figs. 3 and 4 further demonstrate that
the desired slope was achieved for the Linear Model and traveling waves, respectively.
In Tables 1 and 2 we present the raw data of these experiments. In the right two columns
of Table 2 we supplement this, in the case of the traveling waves, with data from a more
”realistic” simulation with densities ρ′=1.0079, ρ=1.0201 [24].

Table 1: Error results for the Linear Model: Temporal convergence analysis.

∆t ηerror ξerror

0.08 1.0218 ×10−5 9.8617 ×10−6

0.04 6.3132 ×10−7 6.3697 ×10−7

0.02 3.9311 ×10−8 4.0419 ×10−8

0.01 2.4518 ×10−9 2.5447 ×10−9

0.005 1.5307 ×10−10 1.5970 ×10−10

0.0025 9.5579 ×10−12 1.0088 ×10−11

Table 2: Error results for traveling waves: Temporal convergence analysis.

ρ′=1, ρ=2 ρ′=1.0079, ρ=1.0201
∆t ηerror ξerror ηerror ξerror

0.08 6.8371 ×10−8 6.8566 ×10−8 6.8253 ×10−8 6.8256 ×10−8

0.04 4.2720 ×10−9 4.2818 ×10−9 4.2620 ×10−9 4.2622 ×10−9

0.02 2.6717 ×10−10 2.6779 ×10−10 2.6655 ×10−10 2.6656 ×10−10

0.01 1.6702 ×10−11 1.6741 ×10−11 1.6663 ×10−11 1.6664 ×10−11

0.005 1.0440 ×10−12 1.0465 ×10−12 1.0415 ×10−12 1.0415 ×10−12

0.0025 6.5201 ×10−14 6.5474 ×10−14 6.5200 ×10−14 6.5040 ×10−14

4.2 Spatial convergence

For our investigation of spatial convergence we fix the temporal discretization to the
highly resolved value Nt=4000 (∆t=0.0025) and simulate solutions for Nx=2j, j=2,··· ,6.
Once again we select

λ=2π, T=10, ρ′=1, ρ=2, p0=1, α=0.01,
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Figure 3: Temporal convergence for the Linear
Model.

10
−3

10
−2

10
−1

10
−14

10
−13

10
−12

10
−11

10
−10

10
−9

10
−8

10
−7

Traveling Wave:  Temporal Convergence

log(∆t)

lo
g

(e
rr

o
r)

 

 

slope η :  3.99988 

slope ξ :  3.99959 

η

ξ

Figure 4: Temporal convergence for traveling
waves.

0 4 8 12 16 20 24 28 32 36 40 44 48 52 56 60 64

10
−15

10
−10

10
−5

10
0

Linear Model:  Spatial Convergence

N
x

lo
g

(e
rr

o
r)

 

 

η

ξ

Figure 5: Spatial convergence for the Linear
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Figure 6: Spatial convergence for the traveling
waves.

and N=20 for the traveling waves. In our simulations we find the spectral convergence
results that such methods generate for smooth solutions [12]. The error results are pre-
sented graphically in Figs. 5 and 6 and as raw data in Tables 3 and 4. Again, in the right
two columns of Table 4 we supplement this, in the case of the traveling waves, with data
from a more ”realistic” simulation with densities ρ′=1.0079, ρ=1.0201 [24].

Table 3: Error results for the Linear Model: Spatial convergence analysis.

Nx ηerror ξerror

4 1.3438 ×10−1 1.2002 ×10−1

8 1.6651 ×10−3 8.5868 ×10−4

16 6.2002 ×10−8 8.8060 ×10−9

32 9.5586 ×10−12 1.0088 ×10−11

64 9.5584 ×10−12 1.0090 ×10−11
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Table 4: Error results for traveling waves: Spatial convergence analysis.

ρ′=1, ρ=2 ρ′=1.0079, ρ=1.0201
Nx ηerror ξerror ηerror ξerror

4 6.2182 ×10−5 3.0626 ×10−5 1.0989 ×10−6 4.9214 ×10−6

8 3.1234 ×10−9 2.7171 ×10−9 8.1384 ×10−14 7.9574 ×10−14

16 6.5207 ×10−14 6.5406 ×10−14 6.5189 ×10−14 6.5116 ×10−14

32 6.5328 ×10−14 6.5557 ×10−14 6.5070 ×10−14 6.5070 ×10−14

64 6.5200 ×10−14 6.5472 ×10−14 6.5196 ×10−14 6.5035 ×10−14

4.3 Weakly nonlinear model

To conclude our numerical experiments we examine the wave-packet profiles considered
by Craig & Sulem [10] in their seminal work on OE methods for the classical single-fluid
water-wave problem. For this we specify the nondimensional initial data

η0(x)= e−(4/3)(x−π)2
cos(10x), ξ0(x)=0, (4.2)

with α=0.01. In these simulations we select a final time of T=10 and numerical parame-
ters Nt=4000 and Nx=128 (∆t=0.0025 and ∆x≈0.04909) which deliver excellent accuracy
and stability. To validate these computations we compute the total energy (Hamiltonian)
of our model system. To obtain this we recall [6, 8] that the Hamiltonian of the full set of
evolution equations (2.15) is

Hfull(η,ξ)=
1

2

∫ λ

0
ξ
(

G(η)M(η)G′(η)ξ
)

+g(ρ−ρ′)η2dx,

where the first term is the kinetic energy of the system and the second gives the poten-
tial energy. The total energy for solutions of our model system (2.16) can be recovered
by nondimensionalization and retaining only terms in the expansion of the operators to
order one, resulting in

H(η,ξ)=
1

2

∫ 2π

0
ξ
(

|D|ξ+α
( ρ−ρ′

ρ+ρ′

)[

η |D|2ξ−(∂xη)(∂xξ)−|D|[η |D|ξ]
])

+η2dx.

We define the relative energy defect by

Eerror :=
|H(η0(x),ξ0(x))−H(η(x,T),ξ(x,T))|

H(η0(x),ξ0(x))
,

and display in Table 5 values of this error measure after T=10 units of time.

We notice that as the nonlinear parameter α is increased to 0.1 our code becomes
somewhat unreliable and some type of filtering mechanism is required (as it was in the
work of Craig & Sulem [10]).
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Table 5: Energy defect versus nonlinearity parameter α.

α Eerror

0.001 1.4108×10−11

0.01 1.4201×10−11

0.1 1.3550×10−1

We conclude by choosing values of the density parameters suggested by the literature
(see Mercier, Vasseur and Dauxios [24]). For this we select

λ=2π, T=10, ρ′=1.0079, ρ=1.0201, p0=1, α=0.01,

and set Nx=128 and Nt=4000. In Figs. 7 and 8 we depict the evolution of η and ξ, respec-
tively, as t increases from t0 = 0 to T = 10 which qualitatively shows the same behavior
observed by Craig & Sulem [10] for the classical water-wave problem.
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Figure 7: Evolution of the interface quantity η for
the weakly nonlinear model for the wave packet
(4.2).
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the weakly nonlinear model for the wave packet
(4.2).
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