A High–Order Perturbation of Surfaces Method for Vector Electromagnetic Scattering by Doubly Layered Periodic Crossed Gratings

Youngjoon Hong and David P. Nicholls

Department of Mathematics, Statistics, and Computer Science,
University of Illinois at Chicago,
Chicago, IL, 60607 U.S.A.

Abstract

The accurate simulation of scattering of electromagnetic waves in three dimensions by a diffraction grating is crucial in many applications of engineering and scientific interest. In this contribution we present a novel High–Order Perturbation of Surfaces method for the numerical approximation of vector electromagnetic scattering by a doubly periodic layered medium. For this we restate the governing time harmonic Maxwell equations as vector Helmholtz equations which are coupled by transmission boundary conditions at the layer interface. We then apply the method of Transformed Field Expansions which delivers a Fourier collocation, Legendre–Galerkin, Boundary Perturbation approach to solve the problem in transformed coordinates. A sequence of numerical simulations demonstrate the efficient and robust spectral convergence which can be achieved with the proposed algorithm.

Keywords: High–Order Spectral Methods, Vector Electromagnetic Scattering, Periodic Doubly Layered Media, High–Order Perturbation of Surfaces Methods

2000 MSC: 78A45, 65N35, 35J05, 41A58

Email address: hongy@uic.edu; davidn@uic.edu (Youngjoon Hong and David P. Nicholls)
1. Introduction

The accurate simulation of scattering of electromagnetic waves in three dimensions by a diffraction grating is crucial in many applications of engineering and scientific interest. Examples include surface enhanced Raman scattering [XBKB99], extraordinary optical transmission [ELG′98], surface enhanced spectroscopy [Mos85], photovoltaic devices [AP10], and surface plasmon resonance biosensing [Hom08, LJJ′12]. Clearly, the ability to numerically simulate such configurations with speed, accuracy, and robustness is of the utmost importance to many disciplines. In this contribution we present a novel High–Order Perturbation of Surfaces (HOPS) method for the numerical approximation of vector electromagnetic scattering by a periodic doubly layered medium.

Volumetric approaches to these problems are pervasive in the engineering literature. More specifically Finite Difference [LeV07], Finite Element [Joh87], Discontinuous Galerkin [HW08], Spectral Element [DFM02], and Spectral [GO77, STW11] methods are all widely used by practitioners. However, such methods are clearly disadvantaged with an unnecessarily large number of unknowns for the piecewise homogeneous problems we consider here. In addition, the faithful enforcement of outgoing wave conditions is problematic for these approaches typically necessitating approximations such as the Perfectly Matched Layer [Bér94, Bér99] or exact, non–reflecting boundary conditions [JN80, HW85, KG89, Giv99, NN04, BNNW09] which spoil the sparseness properties of the relevant linear systems.

For these reasons, surface methods are an ideal choice as they are orders of magnitude faster when compared to volumetric approaches due to the greatly reduced number of degrees of freedom required to resolve a computation. In addition, far–field boundary conditions are enforced exactly through the choice of the Green function. Consequently, these methods are a very appealing alternative which are gaining favor with practitioners. The most prevalent among these interfacial algorithms are those based upon Boundary Integral Equations (BIEs) [CK13, RT04], but these face difficulties. Most have been resolved in recent years through (i.) the use of sophisticated quadrature rules to deliver High–Order Spectral (HOS) accuracy; (ii.) the design of preconditioned iterative solvers with suitable acceleration [GR87]; (iii) new strategies to accelerate the convergence of the periodized Green function [BPA17, BLPAT16] (or avoiding its periodization entirely [BG11, CB15]); and (iv.) new approaches to deal with the Rayleigh singularities (widely
known in the literature as “Wood’s anomalies”) [BD14, BFL17, BSTV16].

As a result they are a compelling alternative for many problems of applied interest, however, two properties render them disadvantaged for the parameterized problems we consider as compared with the methods we advocate here: (i.) For geometries specified by the real value, $\varepsilon$, (here the deviation of the interface shapes from trivial), a BIE solver will provide a solution for a single value of $\varepsilon$. If this is changed then the solver must be initiated again; (ii.) the dense, non-symmetric positive definite systems of linear equations that must be solved with each simulation.

In contrast, a High–Order Perturbation of Surfaces (HOPS) methodology effectively addresses these concerns. These formulations have the advantageous properties of BIE formulations (e.g., surface formulation, reduced numbers of degrees of freedom, and exact enforcement of far-field boundary conditions) while being immune to the shortcomings listed above: (i.) Since HOPS approaches are built upon expansions in the deformation parameter, $\varepsilon$, once the Taylor coefficients are known for the problem unknowns, one simply sums these for any choice of $\varepsilon$ to recover the solution rather than beginning a new simulation; (ii.) the perturbative nature of the scheme is built upon the flat–interface solution which is trivially solved in Fourier space by inverting a sparse operator at each wavenumber. We point out that the initial smallness assumption on the deformation parameter, $\varepsilon$, can be dropped in light of the analytic continuation results in [NR03, HN10] which demonstrate that the domain of analyticity contains a neighborhood of the entire real axis. Therefore, with appropriate numerical analytic continuation methodologies (e.g., Padé approximation [BGM96]) to access this region of analyticity, quite large and irregular perturbations can be simulated. We direct the interested reader to [BR93b, BR94, BR01, NR01b, NR04b] for numerical demonstrations.

There are several approaches to HOPS simulation of partial differential equations posed on irregular domains, but they all trace their beginnings to low–order calculations such as those of Rayleigh [Ray07] and Rice [Ric51]. The first high–order incarnations appeared in the early 1990s with the introduction of the methods of Operator Expansions (OE) by Milder [Mil91a, Mil91b, MS91, MS92] and Field Expansions (FE) by Bruno and Reitich [BR93a, BR93b, BR93c]. Each has been enhanced by various authors, but the most significant was the stabilization of these methods by one of the authors and Reitich with the Transformed Field Expansions (TFE) algorithm [NR01a, NR01b, NR03, NR04a, NR04b]. Beyond this, these HOPS
schemes have been extended in a number of directions. Of particular interest to this contribution we mention bounded obstacle configurations [BR98, NS06, FNS07], the full vector Maxwell equations [BR96, Nic15, NT16] and a rigorous numerical analysis [NS09].

In addition to these, the authors have initiated a comprehensive study of the TFE recursions for linear wave scattering and their extension to multiple (three) layers in two dimensions [HN17b] and multiple (arbitrary numbers of) layers in three dimensions [HN17a]. However, these investigations fixed upon the scalar Helmholtz equations which only govern electromagnetic wave propagation in two dimensions under Transverse Electric or Transverse Magnetic polarization [Pet80]. In this contribution we examine the much more difficult problem of simulating electromagnetic radiation scattered by a crossed grating in three dimensions in general polarization. This demands that we not only solve the vector Helmholtz equations in three dimensions, but also accommodate the more subtle interfacial boundary conditions of continuity of tangential fields with appropriate jumps in the normal direction. To this one must also add divergence free constraints while imposing appropriate outgoing wave conditions to avoid pollution of solutions. We demonstrate how this can be achieved in the doubly layered scenario for which the TFE recursions have yet to be derived and implemented. Of particular note, we describe a novel, spectrally accurate, modified Legendre–Galerkin approach to the vertical discretization where the standard basis is enriched with additional connecting basis functions across the layer boundary.

In addition to the novelty of our new algorithm for this model, we also point out that our approach will be the method of choice for simulating the technologically relevant case of homogeneous layers separated by an interface which is a slight to moderate deviation of flat. In this case volumetric approaches will not be competitive due to their onerous operation counts and memory requirements, while BIE approaches (which have the same memory constraints as our TFE method) will take longer as their computational cost in this setting will be significantly greater. The combination of (i.) dense, non-symmetric positive–definite matrix inversion, and (ii.) the algorithmic and operational complications of evaluating the Green function (both its periodization and accounting for the Rayleigh singularities) render such approaches non–competitive for the problems we consider here.

The article is organized as follows: In Section 2 the governing equations for linear electromagnetic waves interacting with a periodic doubly layered structure are carefully formulated, together with the appropriate interfacial
boundary conditions. The TFE method is described in Section 3, and the modified Legendre–Galerkin scheme, which we implemented for the vertical discretization, is discussed in Sections 4 and 5. A sequence of numerical experiments are presented in Section 6 which demonstrate the stability and accuracy we can achieve in simulations of configurations containing not only smooth and small interfaces, but also rough and large ones as well.

2. Governing Equations

In this section we describe the governing equations of linear electromagnetic waves scattered by a doubly layered medium. Consider a grating structure with crossed periodic interface located at

$$z = g(x, y), \quad g(x + d_1, y + d_2) = g(x, y),$$

where $z$ is the vertical coordinate, and $x$ and $y$ are the lateral coordinates. Dielectrics occupy each of the two domains

$$S^1_g := \{ z > g(x, y) \}, \quad S^2_g := \{ z < g(x, y) \},$$

with constant permittivities and permeabilities, $\{ \epsilon_m, \mu_m \} \ (m = 1, 2)$, in each of the layers. The structure is illuminated from above by time–harmonic (with frequency $\omega$) plane–wave incidence of the (reduced) form

$$\mathbf{H}^{\text{inc}} = A e^{i(\alpha x + \beta y - \gamma z)}, \quad \nabla \cdot \mathbf{H}^{\text{inc}} = 0, \quad \nabla \times \mathbf{E}^{\text{inc}} = 0, \quad (1a)$$

$$\mathbf{E}^{\text{inc}} = B e^{i(\alpha x + \beta y - \gamma z)}, \quad \nabla \cdot \mathbf{E}^{\text{inc}} = 0, \quad (1b)$$

where

$$\mathbf{A} \cdot (\alpha, \beta, -\gamma)^T = 0, \quad \mathbf{B} = -\frac{1}{i\omega \epsilon_1} \nabla \times \mathbf{A}.$$ 

We follow the convention that bold–faced characters denote vectors and plain–faced are scalars, so that, for instance, $\mathbf{A} = (A^x, A^y, A^z)^T$.

In this setting electromagnetic radiation is governed by the time–harmonic forms of Faraday’s and Ampere’s Laws

$$\nabla \times \mathbf{E} - i\omega \mu \mathbf{H} = 0, \quad (2a)$$

$$\nabla \times \mathbf{H} + i\omega \epsilon \mathbf{E} = 0, \quad (2b)$$
respectively, which govern the reduced electric, $E$, and magnetic, $H$, fields. We consider $\mu = \mu_0$, the permeability of the vacuum, and the permittivity a piecewise constant

$$\epsilon = \begin{cases} 
\epsilon_1, & \text{in } S_1^g, \\
\epsilon_2, & \text{in } S_2^g.
\end{cases}$$

As there are no sources (current or charge), applying the divergence operator to (2) and using the fact that the divergence of a curl is zero, reveals Gauss’ Law for Magnetism and Gauss’ Law

$$\nabla \cdot \mu_0 H = 0, \quad \nabla \cdot \epsilon E = 0,$$

respectively, inside each layer. By applying the curl operator to (2) and using (3) one can see that each field satisfies the vector Helmholtz equations

$$\Delta E + k^2 E = 0, \quad \Delta H + k^2 H = 0,$$

where $k^2 = \omega^2 \epsilon \mu$. We decompose the total magnetic and electric fields into reflected (layer 1) and transmitted (layer 2) components in the following way

$$E = \begin{cases} 
E_1 + E^{\text{inc}}, & \text{in } S_1^g, \\
E_2, & \text{in } S_2^g,
\end{cases} \quad H = \begin{cases} 
H_1 + H^{\text{inc}}, & \text{in } S_1^g, \\
H_2, & \text{in } S_2^g,
\end{cases}$$

and note that each of the $\{E_m, H_m\}$ also satisfy the vector Helmholtz equations, (4).

At this point we remark that it is sufficient to solve for the magnetic fields, $H_m$, as the electric fields, $E_m$, can be recovered from (2b),

$$E_m = -\frac{1}{i\omega \epsilon_m} \nabla \times H_m.$$

We could, of course, select the electric field as our unknown and recover the magnetic field from (2a). However, as we shall see, the magnetic field enjoys better smoothness properties across the grating interface (its normal component is continuous) than the electric field.

With this choice we select (4) as the governing equations for our unknowns $H_m$ in the bulk and now must specify boundary conditions for these. First, the periodicity of the grating interface demands quasiperiodicity of the fields, [Pet80],

$$H_m(x + d_1, y + d_2, z) = e^{i\alpha d_1 + i\beta d_2} H_m(x, y, z).$$
Additionally, the scattered fields must be “outgoing” (upward propagating in $S^1_g$ and downward propagating in $S^2_g$) which we make precise in Section 2.1.

For interfacial boundary conditions, an application of Stokes’ Theorem to (2a) and (2b) yields the continuity of tangential components of the electric and magnetic fields in the absence of interface sources (currents and charges)

\[
\mathbf{N} \times (\mathbf{E}_1 + \mathbf{E}^{\text{inc}} - \mathbf{E}_2) = 0, \quad \text{at } \Gamma, \quad (5a)
\]
\[
\mathbf{N} \times (\mathbf{H}_1 + \mathbf{H}^{\text{inc}} - \mathbf{H}_2) = 0, \quad \text{at } \Gamma, \quad (5b)
\]

where $\mathbf{N} = (-\partial_x g, -\partial_y g, 1)^T$ is an upward pointing normal and $\Gamma$ denotes the interface

\[\Gamma := \{(x, y, z) \mid z = g(x, y)\}.
\]

Using (2b), the first of these, (5a), can be written in terms of the magnetic field as

\[
\mathbf{N} \times (\nabla \times \mathbf{H}_1 + \nabla \times \mathbf{H}^{\text{inc}} - \tau \nabla \times \mathbf{H}_2) = 0, \quad \text{at } \Gamma, \quad (6)
\]

where

\[
\tau := \frac{\epsilon_1}{\epsilon_2} = \frac{k_1^2}{k_2^2}
\]

The divergence theorem applied to (3) delivers the jump relations in the normal components of the fields

\[
\mathbf{N} \cdot (\epsilon_1 \mathbf{E}_1 + \epsilon_1 \mathbf{E}^{\text{inc}} - \epsilon_2 \mathbf{E}_2) = 0, \quad \text{at } \Gamma, \quad (7a)
\]
\[
\mathbf{N} \cdot (\mathbf{H}_1 + \mathbf{H}^{\text{inc}} - \mathbf{H}_2) = 0, \quad \text{at } \Gamma, \quad (7b)
\]

where we have used $\mu = \mu_0$ to simplify the latter. From these we discover that the change in permittivity across $\Gamma$ induces a jump in the normal component of the electric field, while the constant value of the permeability yields a magnetic field with continuous normal component.

However, as noted in [CF91], there is redundancy in these conditions so we appeal to the work of [KN99, JWP96] who demonstrate that for a sufficiently regular interface (Lipschitz continuous is smooth enough) the divergence free conditions in the bulk, (3), can be guaranteed by simply enforcing them at the interface

\[
\text{div} [\epsilon_m \mathbf{E}_m] = 0, \quad \text{div} [\mathbf{H}_m] = 0, \quad \text{at } \Gamma. \quad (8)
\]

We have now presented eight interfacial boundary conditions, but six should suffice for the six unknowns in (4). For our developments we find it most
convenient to select (5b), (6), (7b), and the difference of the latter equation in (8) between $H_1$ and $H_2$.

Gathering all of these equations, we now focus on the following problem

\[
\begin{align*}
\Delta H_1 + k_1^2 H_1 &= 0, & \text{in } S_1^g, \\
\Delta H_2 + k_2^2 H_2 &= 0, & \text{in } S_2^g, \\
N \times (H_1 - H_2) &= -N \times H^{\text{inc}}, & \text{at } \Gamma, \\
N \cdot (H_1 - H_2) &= -N \cdot H^{\text{inc}}, & \text{at } \Gamma, \\
N \times (\nabla \times H_1 - \tau \nabla \times H_2) &= -N \times \nabla \times H^{\text{inc}}, & \text{at } \Gamma, \\
\text{div} [H_1] - \text{div} [H_2] &= 0, & \text{at } \Gamma, \\
\text{OWC}[H_1] &= 0, & z \to \infty, \\
\text{OWC}[H_2] &= 0, & z \to -\infty,
\end{align*}
\]

where “OWC” stands for the outgoing (upward/downward propagating) wave condition which we make precise presently [Are09].

2.1. Transparent Boundary Conditions

The usual procedure when implementing the TFE method is to truncate the unbounded problem domain to a bounded one using a transparent (non-reflecting) boundary condition. For this we introduce artificial boundaries above and below the structure, and enforce boundary conditions to solve (9) equivalently. Introducing the planes

\[ z = a > |g|_{L^\infty}, \quad z = b < -|g|_{L^\infty}, \]

we define the domains

\[
\begin{align*}
S^a &:= \{z > a\}, & S^b &:= \{z < b\}, \\
S_{g}^{1,a} &:= \{g(x, y) < z < a\}, & S_{g}^{2,b} &:= \{b < z < g(x, y)\};
\end{align*}
\]

see, e.g., Figure 1. Transparent boundary conditions can be enforced with Dirichlet–Neumann Operators (DNOs) from the Rayleigh expansions [Ray07] in the following way. More specifically, it is known [Pet80] that

\[
H_1(x, y, z) = \sum_{p=-\infty}^{\infty} \sum_{q=-\infty}^{\infty} \hat{t}_{p,q} e^{i(p_x \alpha + q_y \beta + \gamma_{p,q} (z-a))}, \quad z > a,
\]
and
\[
H_2(x, y, z) = \sum_{p=-\infty}^{\infty} \sum_{q=-\infty}^{\infty} \hat{s}_{p,q} e^{i(\alpha_p x + \beta_q y + \gamma_{p,q}^{(2)} (b-z))}, \quad z < b,
\]
where, for \(p, q \in \mathbb{Z}\),
\[
\alpha_p := \alpha + \frac{2\pi}{d_1} p, \quad \beta_q := \beta + \frac{2\pi}{d_2} q,
\]
and
\[
\gamma_{p,q}^{(m)} := \begin{cases} \sqrt{k_m^2 - \alpha_p^2 - \beta_q^2}, & (p, q) \in \mathcal{U}^m, \\ \frac{1}{2} \sqrt{\alpha_p^2 + \beta_q^2 - k_m^2}, & (p, q) \notin \mathcal{U}^m, \end{cases}, \quad m = 1, 2,
\]
and the set of propagating modes is
\[
\mathcal{U}^m := \{p, q \in \mathbb{Z} \mid \alpha_p^2 + \beta_q^2 < k_m^2\}, \quad m = 1, 2.
\]
It is not difficult to see that these solutions satisfy the Dirichlet conditions
\[
H_1(x, y, a) = \sum_{p=-\infty}^{\infty} \sum_{q=-\infty}^{\infty} \hat{t}_{p,q} e^{i(\alpha_p x + \beta_q y)} = : t(x, y),
\]
\[
H_2(x, y, b) = \sum_{p=-\infty}^{\infty} \sum_{q=-\infty}^{\infty} \hat{s}_{p,q} e^{i(\alpha_p x + \beta_q y)} = : s(x, y).
\]
From these we can compute the Neumann data at the artificial boundaries,

\[ \partial_z H_1(x, y, a) = \sum_{p=-\infty}^{\infty} \sum_{q=-\infty}^{\infty} (i\gamma_{p,q}^{(1)}) \hat{t}_{p,q} e^{i(\alpha_p x + \beta_q y)}, \]
\[ \partial_z H_2(x, y, b) = \sum_{p=-\infty}^{\infty} \sum_{q=-\infty}^{\infty} (-i\gamma_{p,q}^{(2)}) \hat{s}_{p,q} e^{i(\alpha_p x + \beta_q y)}, \]

and thus we define the DNOs

\[ T_1[t] := \sum_{p=-\infty}^{\infty} \sum_{q=-\infty}^{\infty} (i\gamma_{p,q}^{(1)}) \hat{t}_{p,q} e^{i(\alpha_p x + \beta_q y)}, \]
\[ T_2[s] := \sum_{p=-\infty}^{\infty} \sum_{q=-\infty}^{\infty} (-i\gamma_{p,q}^{(2)}) \hat{s}_{p,q} e^{i(\alpha_p x + \beta_q y)}, \]

which are order–one Fourier multipliers.

Using these DNOs at the artificial boundaries we write (9) equivalently on the bounded domain \( b < z < a \),

\[ \Delta H_1 + k_1^2 H_1 = 0, \quad \text{in } S_g^{1,a}, \]
\[ \Delta H_2 + k_2^2 H_2 = 0, \quad \text{in } S_g^{2,b}, \]
\[ \mathbf{N} \times (H_1 - H_2) = -\mathbf{N} \times H^{\text{inc}}, \quad \text{at } \Gamma, \]
\[ \mathbf{N} \cdot (H_1 - H_2) = -\mathbf{N} \cdot H^{\text{inc}}, \quad \text{at } \Gamma, \]
\[ \mathbf{N} \times (\nabla \times H_1 - \tau \nabla \times H_2) = -\mathbf{N} \times \nabla \times H^{\text{inc}}, \quad \text{at } \Gamma, \]
\[ \text{div}[H_1] - \text{div}[H_2] = 0, \quad \text{at } \Gamma, \]
\[ \partial_z H_1 - T_1[H_1] = 0, \quad \text{at } z = a, \]
\[ \partial_z H_2 - T_2[H_2] = 0, \quad \text{at } z = b, \]

which are our governing equations.

3. Transformed Field Expansions

We are now in a position to describe our TFE method. As always, the algorithm begins with a domain flattening change of variables [NR01a] (also known as \( \sigma \)-coordinates [Phi57] in the geophysical literature and the C–method [CMR80] in the electromagnetics community). Subsequently, a boundary perturbation expansion is conducted, resulting in a recurrently defined set of vector Helmholtz problems which must be solved at every perturbation order desired.
3.1. The Change of Variables

To begin we define the change of variables

\[ x' = x, \quad y' = y, \]
\[ z_1 = a \frac{z - g}{a - g}, \quad g < z < a, \quad a > |g|_{L^\infty}, \]
\[ z_2 = b \frac{g - z}{g - b}, \quad b < z < g, \quad b < -|g|_{L^\infty}, \]

and the transformed fields

\[ U_m(x', y', z_m) := H_m(x(x'), y(y'), z(x', y', z_m)), \quad m = 1, 2. \]

With this change of variables, a ponderous computation (see Appendix A) transforms (10) to the following system of equations

\[ \Delta_1 U_1 + k_1^2 U_1 = R_1, \quad \text{in} \ 0 < z_1 < a, \quad (11a) \]
\[ \Delta_2 U_2 + k_2^2 U_2 = R_2, \quad \text{in} \ b < z_2 < 0, \quad (11b) \]
\[ [U^x] = I_1, \quad \text{at} \ z_1 = z_2 = 0, \quad (11c) \]
\[ [U^y] = I_2, \quad \text{at} \ z_1 = z_2 = 0, \quad (11d) \]
\[ [U^z] = I_3, \quad \text{at} \ z_1 = z_2 = 0, \quad (11e) \]
\[ [\partial_x U^x]_r - [(G/C) \partial_z U^x]_r = Q_1, \quad \text{at} \ z_1 = z_2 = 0, \quad (11f) \]
\[ [\partial_y U^y]_r - [(G/C) \partial_z U^y]_r = Q_2, \quad \text{at} \ z_1 = z_2 = 0, \quad (11g) \]
\[ [\partial_x U^x] + [\partial_y U^y] + \frac{a}{a - g} \partial_z U_1 - \frac{b}{b - g} \partial_z U_2 = J, \quad \text{at} \ z_1 = z_2 = 0, \quad (11h) \]
\[ \partial_{z_1} U_1 - T_1[U_1] = B_1, \quad \text{at} \ z_1 = a, \quad (11i) \]
\[ \partial_{z_2} U_2 - T_2[U_2] = B_2, \quad \text{at} \ z_2 = b, \quad (11j) \]

where

\[ R_m := \frac{1}{G_m^2} (\partial_x R_m^x + \partial_y R_m^y + \partial_z R_m^z + R_m^0), \quad m = 1, 2, \]

and

\[ I_1 := -((\partial_x g) A_x + A_x^x) \varphi - (\partial_x g) [U^x], \]
\[ I_2 := -((\partial_y g) A_y + A_y^y) \varphi - (\partial_y g) [U^y], \]
\[ I_3 := ((\partial_x g) A_x + (\partial_y g) A_y - A_z^z) \varphi + (\partial_x g) [U^x] + (\partial_y g) [U^y], \]
\[ \varphi := e^{(i \alpha x + i \beta y - i \gamma g(x, y))}, \]
and

\[ J := (\partial_x g) \frac{a}{a-g} \partial_z U_1^x - (\partial_x g) \frac{b}{b-g} \partial_z U_2^x \]
\[ + (\partial_y g) \frac{a}{a-g} \partial_z U_1^y - (\partial_y g) \frac{b}{b-g} \partial_z U_2^y, \]

\[ B_1 := -(g/a)T_1[U_1], \]
\[ B_2 := -(g/b)T_2[U_2], \]

and

\[ [K] := K_1 - K_2, \quad \{K\}_\tau := K_1 - \tau K_2. \]

The Laplacian operator \( \Delta_m \) is defined by

\[ \Delta_m = \partial^2_x + \partial^2_y + \partial^2_z, \quad m = 1, 2. \]

We refer the reader to Appendix A for the specific formulas for the right hand sides \( R^s_m \) and \( Q_m \), (A.2) and (A.7), respectively.

### 3.2. A High–Order Perturbation of Surfaces Method

To specify our HOPS approach we consider an interface deformation of the form

\[ g(x, y) = \varepsilon f(x, y), \quad \varepsilon \ll 1, \]

and insert this into the transformed equations (11). In a forthcoming publication it will be shown that the transformed fields depend *analytically* upon the parameter \( \varepsilon \) so that the following expansions are valid

\[ U_m = \sum_{n=0}^{\infty} U_{m,n}(x, y, z)\varepsilon^n, \quad m = 1, 2. \]
From (11) we find at each perturbation order that

\[ \Delta_1 U_{1,n} + k_1^2 U_{1,n} = R_{1,n}, \quad \text{in } 0 < z_1 < a, \quad (12a) \]
\[ \Delta_2 U_{2,n} + k_2^2 U_{2,n} = R_{2,n}, \quad \text{in } b < z_2 < 0, \quad (12b) \]
\[ [U^x_{n}] = I_{1,n}, \quad \text{at } z_1 = z_2 = 0, \quad (12c) \]
\[ [U^y_{n}] = I_{2,n}, \quad \text{at } z_1 = z_2 = 0, \quad (12d) \]
\[ [U^z_{n}] = I_{3,n}, \quad \text{at } z_1 = z_2 = 0, \quad (12e) \]
\[ [\partial_x U^x_{n}] - [\partial_z U^x_{n}] = Q_{1,n}, \quad \text{at } z_1 = z_2 = 0, \quad (12f) \]
\[ [\partial_y U^x_{n}] - [\partial_z U^x_{n}] = Q_{2,n}, \quad \text{at } z_1 = z_2 = 0, \quad (12g) \]
\[ [\partial_x U^x_{n}] + [\partial_y U^y_{n}] + [\partial_z U^z_{n}] = J_{n}, \quad \text{at } z_1 = z_2 = 0, \quad (12h) \]
\[ \partial_{z_1} U_{1,n} - T_1[U_{1,n}] = B_{1,n}, \quad \text{at } z_1 = a, \quad (12i) \]
\[ \partial_{z_2} U_{2,n} - T_2[U_{2,n}] = B_{2,n}, \quad \text{at } z_2 = b. \quad (12j) \]

Again, we refer the reader to Appendix A for formulas for the right hand
sides \( R_{m,n}, I_{s,n}, \tilde{Q}_{m,n}, \tilde{J}_n, \) and \( B_{m,n}. \)

Considering the quasiperiodicity of solutions, we propose the following
generalized Fourier (Floquet) series expansions

\[
\{U_{m,n}, R_{m,n}\}(x, y, z) = \sum_{p=-\infty}^{\infty} \sum_{q=-\infty}^{\infty} \{U_{m,n}^{p,q}, R_{m,n}^{p,q}\}(z)e^{i(\alpha_p x + \beta_q y)},
\]
\[
\{I_{s,n}, \tilde{Q}_{m,n}, \tilde{J}_n, B_{m,n}\}(x, y) = \sum_{p=-\infty}^{\infty} \sum_{q=-\infty}^{\infty} \{I_{s,n}^{p,q}, \tilde{Q}_{m,n}^{p,q}, \tilde{J}_n^{p,q}, B_{m,n}^{p,q}\}e^{i(\alpha_p x + \beta_q y)}.
\]

Inserting these expansions into (12), and using the fact that \((\gamma_{m,n})^2 = k^2_m - \alpha^2_p - \beta^2_q,\) the governing equations are reduced to the one–dimensional
boundary value problems

\[ \begin{align*}
\partial_z^2 U_{1,n}^{p,q} + (\gamma_{p,q}^{(1)})^2 U_{1,n}^{p,q} &= R_{1,n}^{p,q}, & \text{in } 0 < z_1 < a, \quad (13a) \\
\partial_z^2 U_{2,n}^{p,q} + (\gamma_{p,q}^{(2)})^2 U_{2,n}^{p,q} &= R_{2,n}^{p,q}, & \text{in } b < z_2 < 0, \quad (13b) \\
[U_{n}^{x,p,q}] &= R_{1,n}^{p,q}, & \text{at } z_1 = z_2 = 0, \quad (13c) \\
[U_{n}^{y,p,q}] &= R_{2,n}^{p,q}, & \text{at } z_1 = z_2 = 0, \quad (13d) \\
[U_{n}^{z,p,q}] &= R_{3,n}^{p,q}, & \text{at } z_1 = z_2 = 0, \quad (13e) \\
i\alpha_p [U_{n}^{z,p,q}]_\tau - [\partial_z U_{n}^{x,p,q}]_\tau &= \tilde{Q}_{1,n}^{p,q}, & \text{at } z_1 = z_2 = 0, \quad (13f) \\
i\beta_q [U_{n}^{z,p,q}]_\tau - [\partial_z U_{n}^{y,p,q}]_\tau &= \tilde{Q}_{2,n}^{p,q}, & \text{at } z_1 = z_2 = 0, \quad (13g) \\
i\alpha_p [U_{n}^{x,p,q}] + i\beta_q [U_{n}^{y,p,q}] + [\partial_z U_{n}^{z,p,q}]& = \tilde{J}_{n}^{p,q}, & \text{at } z_1 = z_2 = 0, \quad (13h) \\
\partial_z U_{1,n}^{p,q} - i\gamma_{p,q}^{(1)} U_{1,n}^{p,q} &= B_{1,n}^{p,q}, & \text{at } z_1 = a, \quad (13i) \\
\partial_z U_{2,n}^{p,q} + i\gamma_{p,q}^{(2)} U_{2,n}^{p,q} &= B_{2,n}^{p,q}, & \text{at } z_2 = b. \quad (13j)
\end{align*} \]

4. Weak Formulation

In this section, we construct a weak formulation of (13) by decomposing solutions into two parts

\[ U_{m,n}^{p,q} = \tilde{U}_{m,n}^{p,q} + \tilde{U}_{m,n}^{p,q}, \quad m = 1, 2. \]

We choose the first term, \( \tilde{U}_{m,n}^{p,q} \), to solve (13) with \( R_{m,n}^{p,q} \) identically zero, and the second term, \( \tilde{U}_{m,n}^{p,q} \), to solve (13) with \( I_{m,n}^{p,q}, \tilde{Q}_{m,n}^{p,q}, \tilde{J}_{m,n}^{p,q}, \) and \( B_{m,n}^{p,q} \) all zero. For the sake of simplicity we drop the indices \( \{p, q, n\} \), and point out that it is not difficult to see that

\[ \tilde{U}_m = C_m e^{i\gamma(m)z} + D_m e^{-i\gamma(m)z}, \quad m = 1, 2, \]

where the coefficients

\[ C_m = (C_x^m, C_y^m, C_z^m)^T, \quad D_m = (D_x^m, D_y^m, D_z^m)^T. \]

can be explicitly computed from the boundary conditions.

It remains to investigate the equations for \( \tilde{U}_m \) which can be solved by a High–Order Spectral method [STW11]. However, we have not found the “standard” approaches appearing in the literature useful for our layered media problems and have devised our own “enriched” approach [HNS12, HN17b,
HN17a]. To describe this we state that a classic weak formulation of (13) for \( U_m \) can be specified by: Find \( V \in [H^1([b, a])]^3 \) such that

\[
(\kappa^2 V, \Phi) - (\partial_z V, \partial_z \Phi) + (1 - \tau) \begin{pmatrix}
(\partial_z \tilde{U}_2^x(0) - i\alpha_p \tilde{U}_2^x(0))\varphi^x(0) \\
(\partial_z \tilde{U}_2^y(0) - i\beta_q \tilde{U}_2^y(0))\varphi^y(0) \\
0
\end{pmatrix}
= (R, \Phi) - i\gamma_1 \tilde{U}_1(\alpha) \tilde{\Phi}(a) - i\gamma_2 \tilde{U}_2(\beta) \tilde{\Phi}(b), \quad \forall \Phi \in [H^1([b, a])]^3,
\]

where \( I_1 := (0, a), I_2 := (b, 0), \)

\[
\{V, R, \kappa\} = \begin{cases}
\{\tilde{U}_1, R_1, \gamma^{(1)}\}, & z \in I_1, \\
\{\tilde{U}_2, R_2, \gamma^{(2)}\}, & z \in I_2.
\end{cases}
\]

Here the vector pairing on the interval \((a, b)\) is defined by

\[
(u, v) := \int_a^b \begin{pmatrix}
u_1 \bar{v}_1 \\
u_2 \bar{v}_2 \\
u_3 \bar{v}_3
\end{pmatrix} dx,
\]

where the overbar denotes complex conjugation.

To construct a Legendre–Galerkin method as in [HN17b, HN17a], we define the finite–dimensional function space \( X_{N_z} \subset [H^1([b, a])]^3 \) by

\[
X_{N_z} := \{\Phi_m \in [P_{N_z}(I_m)]^3 \mid \partial_z \Phi_1(a) - i\gamma_1 \Phi_1(a) = 0, \\
\partial_z \Phi_2(b) + i\gamma_2 \Phi_2(b) = 0, m = 1, 2\},
\]

where \( P_{N_z} \) is the space of polynomials of degree less than \( N_z \). The Legendre–Galerkin formulation is: Find \( U_{N_z} \in X_{N_z} \) such that

\[
(\kappa^2 U_{N_z}, \Phi_{N_z}) - (\partial_z U_{N_z}, \partial_z \Phi_{N_z})
+ (1 - \tau) \begin{pmatrix}
(\partial_z \tilde{U}_{2,N_z}^x(0) - i\alpha_p \tilde{U}_{2,N_z}^x(0))\varphi_{N_z}^x(0) \\
(\partial_z \tilde{U}_{2,N_z}^y(0) - i\beta_q \tilde{U}_{2,N_z}^y(0))\varphi_{N_z}^y(0) \\
0
\end{pmatrix}
= (\mathcal{T}_{N_z} R, \Phi_{N_z}) - i\gamma_1 \tilde{U}_{N_z}(\alpha) \Phi_{N_z}(a) - i\gamma_2 \tilde{U}_{N_z}(\beta) \Phi_{N_z}(b), \quad \forall \Phi_{N_z} \in X_{N_z},
\]
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where $\mathcal{I}_{N_z}$ is the projection operator onto $P_{N_z}$. Using integration by parts on each subdomain $I_m$, an equivalent variational formulation is derived: Find $U_{N_z} \in X_{N_z}$ such that

$$\begin{align*}
\left( \kappa^2 U_{N_z}, \Phi_{N_z} \right) &+ \left( \phi^2 U_{N_z}, \Phi_{N_z} \right) \\
+ \left( \partial_z \tilde{\Phi}^{x}_{1,N_z} (0) - \partial_z \tilde{\Phi}^{y}_{1,N_z} (0) - i \alpha_p (\tilde{U}^{x}_{1,N_z} (0) - \tau \tilde{U}^{z}_{2,N_z} (0)) \right) \tilde{\Phi}_{N_z} (0) \\
+ \left( \partial_z \tilde{\Phi}^{y}_{1,N_z} (0) - \partial_z \tilde{\Phi}^{y}_{2,N_z} (0) - i \beta_q (\tilde{U}^{y}_{1,N_z} (0) - \tau \tilde{U}^{z}_{2,N_z} (0)) \right) \tilde{\Phi}_{N_z} (0) \\
\partial_z \left( \tilde{U}^{x}_{1,N_z} (0) - \tilde{U}^{y}_{2,N_z} (0) \right) \tilde{\Phi}_{N_z} (0) \\
= \left( \mathcal{I}_{N_z} R, \Phi_{N_z} \right), \quad \forall \Phi_{N_z} \in X_{N_z}.
\end{align*}$$

5. A Legendre–Galerkin Numerical Method in Enriched Spaces

To apply the spectral Legendre–Galerkin approach [She94, STW11] we consider basis functions which are combinations of Legendre polynomials $L_j(z)$. For $z \in I_1$, we define

$$\begin{align*}
\psi^s_{1,j}(z) := (1 + i) L_j \left( \frac{2z - a}{a} \right) + a_{1,j} L_{j+1} \left( \frac{2z - a}{a} \right) \\
+ b_{1,j} L_{j+2} \left( \frac{2z - a}{a} \right), \quad j = 1, \ldots, N_z - 2,
\end{align*}$$

$s \in \{x, y, z\}$, such that

$$\partial_z \Psi_{1,j} (a) - i \gamma^{(1)} \Psi_{1,j} (a) = 0, \quad \Psi_{1,j} (0) = 0,$$

where

$$\Psi_{1,j} (z) := (\psi^x_{1,j}, \psi^y_{1,j}, \psi^z_{1,j})^T.$$

Similarly, for $z \in I_2$, we define

$$\begin{align*}
\psi^s_{2,j}(z) := (1 + i) L_j \left( \frac{b - 2z}{b} \right) + a_{2,j} L_{j+1} \left( \frac{b - 2z}{b} \right) \\
+ b_{2,j} L_{j+2} \left( \frac{b - 2z}{b} \right), \quad j = 1, \ldots, N_z - 2,
\end{align*}$$

$s \in \{x, y, z\}$, such that

$$\partial_z \Psi_{2,j} (b) + i \gamma^{(2)} \Psi_{2,j} (b) = 0, \quad \Psi_{2,j} (0) = 0,$$
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where
\[ \Psi_{2j}(z) = (\psi_{2j}^x, \psi_{2j}^y, \psi_{2j}^z)^T. \]

Note that these Legendre–Galerkin basis functions vanish at the transition layer at \( z = 0 \). For this reason, we introduce additional (enriched) basis functions which have the value \( 1 + i \) at \( z = 0 \):

\[ \eta^s(z) := \begin{cases} \eta_1^s(z) = c_1 z + (1 + i), & 0 \leq z \leq a, \\ \eta_2^s(z) = c_2 z + (1 + i), & b \leq z \leq 0, \end{cases} \]

\( s \in \{x, y, z\} \), where

\[ \partial_z \eta_1^s(a) - i\gamma^{(1)} \eta_1^s(a) = 0, \quad \partial_z \eta_2^s(b) + i\gamma^{(2)} \eta_2^s(b) = 0. \]

We readily find

\[ c_1 = \frac{i\gamma^{(1)}}{(1 + i) - i\gamma^{(1)}}, \quad c_2 = \frac{-i\gamma^{(2)}}{(1 + i) + i\gamma^{(2)}}. \]

With these we construct the basis functions defined on \( \{b < z < a\} \)

\[ \tilde{\psi}_j(z) = \begin{cases} \psi_{1j}^x(z), & 0 < z < a, \\ 0, & b < z < 0, \end{cases} \quad j = 0, \ldots, N_z - 2, \]

and

\[ \tilde{\psi}_{N_z+j-1}(z) = \begin{cases} 0, & 0 < z < a, \\ \psi_{2j}^x(z), & b < z < 0, \end{cases} \quad j = 0, \ldots, N_z - 2, \]

and

\[ \tilde{\psi}_{2N_z+j-2}(z) = \begin{cases} \psi_{1j}^y(z), & 0 < z < a, \\ 0, & b < z < 0, \end{cases} \quad j = 0, \ldots, N_z - 2, \]

and

\[ \tilde{\psi}_{3N_z+j-3}(z) = \begin{cases} 0, & 0 < z < a, \\ \psi_{2j}^y(z), & b < z < 0, \end{cases} \quad j = 0, \ldots, N_z - 2, \]

and

\[ \tilde{\psi}_{4N_z+j-4}(z) = \begin{cases} \psi_{1j}^z(z), & 0 < z < a, \\ 0, & b < z < 0, \end{cases} \quad j = 0, \ldots, N_z - 2, \]
and
\[ \tilde{\psi}_{5N_z+j-5}(z) = \begin{cases} 
0, & 0 < z < a, \\
\tilde{\psi}_{2,j}^z(z), & b < z < 0,
\end{cases} \]
and finally,
\[ \tilde{\psi}_{6N_z-6} = \eta^x, \quad \tilde{\psi}_{6N_z-5} = \eta^y, \quad \tilde{\psi}_{6N_z-4} = \eta^z. \]
Setting \( \bar{N} = 6N_z - 4 \), we write our numerical approximation
\[ u_{N_z}(z) := \sum_{j=0}^{\bar{N}} \hat{u}_j \tilde{\psi}_j(y), \]
and seek
\[ \mathbf{u} = (\hat{u}_0, \hat{u}_1, \ldots, \hat{u}_{\bar{N}})^T, \]
where we are given
\[ \mathbf{f} = (f_0, \ldots, \hat{f}_{6N_z-7})^T, \quad \hat{f}_j := (I_N f, \tilde{\psi}_j), \quad j = 0, \ldots, \bar{N}. \]

Here, \( f \) stands for the right hand side \( \mathbf{R}_m \) in (13).

We define the matrices
\[ (A_{m,s})_{lj} = (\partial_y^2 \tilde{\psi}_{(m-1+2(s-1))(N_z-1)+j} \tilde{\psi}_{(m-1+2(s-1))(N_z-1)+l})_{lm} + (\gamma_{p,q}^{(m)})^2 (\tilde{\psi}_{(m-1+2(s-1))(N_z-1)+j} \tilde{\psi}_{(m-1+2(s-1))(N_z-1)+l})_{lm}, \]
where \( 0 \leq l, j \leq N_z - 2 \), \( 1 \leq m \leq 2 \), and \( 1 \leq s \leq 3 \). We set the column vectors

\[ a_{12} = (\partial_z^2 \tilde{\psi}_{6N_z-6} \tilde{\psi}_j^1)_1 + (\gamma_{p,q}^{(1)})^2 (\tilde{\psi}_{6N_z-6} \tilde{\psi}_j^1)_1, \]
\[ b_{12} = (\partial_z^2 \tilde{\psi}_{6N_z-6} \tilde{\psi}_j^1 N_z+j-1)_2 + (\gamma_{p,q}^{(2)})^2 (\tilde{\psi}_{6N_z-6} \tilde{\psi}_j^1 N_z+j-1)_2, \]
\[ c_{13} = (\partial_z^2 \tilde{\psi}_{6N_z-5} \tilde{\psi}_j^2 N_z+j-2)_1 + (\gamma_{p,q}^{(1)})^2 (\tilde{\psi}_{6N_z-5} \tilde{\psi}_j^2 N_z+j-2)_1, \]
\[ d_{13} = (\partial_z^2 \tilde{\psi}_{6N_z-5} \tilde{\psi}_j^2 N_z+j-3)_2 + (\gamma_{p,q}^{(2)})^2 (\tilde{\psi}_{6N_z-5} \tilde{\psi}_j^2 N_z+j-3)_2, \]
\[ e_{14} = (\partial_z^2 \tilde{\psi}_{6N_z-4} \tilde{\psi}_j^3 N_z+j-4)_1 + (\gamma_{p,q}^{(1)})^2 (\tilde{\psi}_{6N_z-4} \tilde{\psi}_j^3 N_z+j-4)_1, \]
\[ f_{14} = (\partial_z^2 \tilde{\psi}_{6N_z-4} \tilde{\psi}_j^3 N_z+j-5)_2 + (\gamma_{p,q}^{(2)})^2 (\tilde{\psi}_{6N_z-4} \tilde{\psi}_j^3 N_z+j-5)_2, \]
and row vectors

\[
\begin{align*}
    a_{21} &= (\partial_z^2 \tilde\psi_j, \tilde\psi_{6N_z-6})I_1 + (\gamma_{p,q}^{(1)})^2(\tilde\psi_j, \tilde\psi_{6N_z-6})I_1 + \partial_z \tilde\psi_j(0)\tilde\psi_{6N_z-6}(0), \\
    b_{21} &= (\partial_z^2 \tilde\psi_{N_z+j-1}, \tilde\psi_{6N_z-6})I_2 + (\gamma_{p,q}^{(2)})^2(\tilde\psi_{N_z+j-1}, \tilde\psi_{6N_z-6})I_2 \\
    &\quad - \tau \partial_z \tilde\psi_{N_z+j-1}(0)\tilde\psi_{6N_z-6}(0), \\
    c_{31} &= (\partial_z^2 \tilde\psi_{2N_z+j-2}, \tilde\psi_{6N_z-5})I_1 + (\gamma_{p,q}^{(1)})^2(\tilde\psi_{2N_z+j-2}, \tilde\psi_{6N_z-5})I_1 \\
    &\quad + \partial_z \tilde\psi_{2N_z+j-2}(0)\tilde\psi_{6N_z-5}(0), \\
    d_{31} &= (\partial_z^2 \tilde\psi_{3N_z+j-3}, \tilde\psi_{6N_z-5})I_2 + (\gamma_{p,q}^{(2)})^2(\tilde\psi_{3N_z+j-3}, \tilde\psi_{6N_z-5})I_2 \\
    &\quad - \tau \partial_z \tilde\psi_{3N_z+j-3}(0)\tilde\psi_{6N_z-5}(0), \\
    e_{41} &= (\partial_z^2 \tilde\psi_{4N_z+j-4}, \tilde\psi_{6N_z-4})I_1 + (\gamma_{p,q}^{(1)})^2(\tilde\psi_{4N_z+j-4}, \tilde\psi_{6N_z-4})I_1 \\
    &\quad + \partial_z \tilde\psi_{4N_z+j-4}(0)\tilde\psi_{6N_z-4}(0), \\
    f_{41} &= (\partial_z^2 \tilde\psi_{5N_z+j-5}, \tilde\psi_{6N_z-4})I_2 + (\gamma_{p,q}^{(2)})^2(\tilde\psi_{5N_z+j-5}, \tilde\psi_{6N_z-4})I_2 \\
    &\quad - \partial_z \tilde\psi_{5N_z+j-5}(0)\tilde\psi_{6N_z-4}(0),
\end{align*}
\]

for \(0 \leq j \leq N_z - 2\). Moreover, we set

\[
\begin{align*}
    a_{22} &= (\partial_z^2 \tilde\psi_{6N_z-6} + \kappa^2 \tilde\psi_{6N_z-6}, \psi_{6N_z-6}) \\
    &\quad + \partial_z \tilde\psi_{6N_z-6}(0^+)\psi_{6N_z-6}(0^+) - \tau \partial_z \tilde\psi_{6N_z-6}(0^-)\psi_{6N_z-6}(0^-), \\
    a_{33} &= (\partial_z^2 \tilde\psi_{6N_z-5} + \kappa^2 \tilde\psi_{6N_z-5}, \psi_{6N_z-5}) \\
    &\quad + \partial_z \tilde\psi_{6N_z-5}(0^+)\psi_{6N_z-5}(0^+) - \tau \partial_z \tilde\psi_{6N_z-5}(0^-)\psi_{6N_z-5}(0^-), \\
    a_{44} &= (\partial_z^2 \tilde\psi_{6N_z-4} + \kappa^2 \tilde\psi_{6N_z-4}, \psi_{6N_z-4}) \\
    &\quad + \partial_z \tilde\psi_{6N_z-4}(0^+)\psi_{6N_z-4}(0^+) - \partial_z \tilde\psi_{6N_z-4}(0^-)\psi_{6N_z-4}(0^-), \\
    a_{24} &= -i\alpha(1 - \tau)\psi_{6N_z-4}(0)\tilde\psi_{6N_z-6}(0), \\
    a_{34} &= -i\beta(1 - \tau)\psi_{6N_z-4}(0)\tilde\psi_{6N_z-5}(0).
\end{align*}
\]

Here, \(\partial_z \tilde\psi_{6N_z-6}(0^-)\) and \(\partial_z \tilde\psi_{6N_z-6}(0^+)\) stand for the left and right derivatives at 0, respectively. The Legendre–Galerkin scheme demands the \(6N_z - 3\) equations:

\[
\mathbf{M}\mathbf{u} = \mathbf{f},
\]

where \(\mathbf{M}\) is a block matrix

\[
\mathbf{M} = \begin{pmatrix} A & B \\ C & D \end{pmatrix}.
\]
The block matrix $A$ is defined as

$$A = \begin{pmatrix}
A_{1,1} & 0 & \ldots & 0 \\
0 & A_{2,1} & & \\
& & \ddots & \\
& & & A_{1,2} \\
& & & & \vdots \\
& & & & A_{2,2} \\
0 & \ldots & & 0 & A_{1,3} \\
& & & & & 0 & A_{2,3}
\end{pmatrix},$$

and the block matrices $B$ and $C$ are defined as

$$B = \begin{pmatrix}
a_{12} & 0 & 0 \\
b_{12} & 0 \\
0 & c_{13} & 0 \\
0 & d_{13} & 0 \\
0 & 0 & e_{14} \\
0 & 0 & f_{14}
\end{pmatrix},$$

and

$$C = \begin{pmatrix}
(a_{21})^T & (b_{21})^T & 0 & 0 & 0 & 0 \\
0 & 0 & (c_{31})^T & (d_{31})^T & 0 & 0 \\
0 & 0 & 0 & 0 & (e_{41})^T & (f_{41})^T
\end{pmatrix}.$$ 

Finally the upper-triangular matrix $D$ is given by

$$D = \begin{pmatrix}
a_{22} & 0 & a_{24} \\
0 & a_{33} & a_{34} \\
0 & 0 & a_{44}
\end{pmatrix}.$$ 

6. Numerical Simulations

We now present a variety of numerical experiments utilizing our implementation of the algorithm described above which demonstrate the stability, speed, and accuracy of our methodology. To begin, we demonstrate the performance of our solver for the boundary value problem (13) at the heart of our numerical method using an exact solution. Subsequently we display the fidelity of our full scattering solver for (10) using the “energy defect” as an indicator of convergence [Pet80].
6.1. Simulations of a Boundary Value Problem

We began by investigating our scheme’s numerical approximation of solutions to the reduced problem, (13), which is at the core of our full solver. Utilizing the algorithm proposed in Section 5, we looked for numerical convergence to solutions of the following one-dimensional reduced problem

\[
\begin{align*}
\partial_z^2 u + k_u^2 u &= f_u, \\
\partial_z^2 v + k_v^2 v &= f_v, \\
u(0) &= v(0), \\
\partial_z(u_1(0) - \tau v_1(0)) &= i\alpha(u_3(0) - \tau v_3(0)), \\
\partial_z(u_2(0) - \tau v_2(0)) &= i\beta(u_3(0) - \tau v_3(0)), \\
\partial_z(u_3(0) - v_3(0)) &= 0, \\
\partial_z u(a) - i\gamma^{(1)} u(a) &= 0, \\
\partial_z v(b) + i\gamma^{(2)} v(b) &= 0,
\end{align*}
\]

where \( u = (u_1, u_2, u_3)^T, \quad v = (v_1, v_2, v_3)^T, \quad k_u^2 = ((k_{u1})^2, (k_{u2})^2, (k_{u3})^2)^T, \quad k_v^2 = ((k_{v1})^2, (k_{v2})^2, (k_{v3})^2)^T, \quad f_u = (f_{u1}, f_{u2}, f_{u3})^T, \quad f_v = (f_{v1}, f_{v2}, f_{v3})^T. \)

Since the differential operator and boundary conditions in (14) are the same as those in (13), the proposed model provides a good indicator of convergence for our modified Legendre-Galerkin method.

As a test of convergence we considered the following functions and parameters

\[
\begin{align*}
u_1 &= (y - a)^2(y + b)^2, & u_2 &= \sin(y)(y - a)^2(y + b)^2, \\
u_3 &= \exp(y)(y - a)^2(y + b)^2, & u_3 &= \exp(y)(y - a)^2(y + b)^2, \\
v_1 &= (y - a)^2(y + b)^2, & v_2 &= \sin(y)(y - a)^2(y + b)^2, \\
v_3 &= \exp(y)(y - a)^2(y + b)^2, & v_3 &= \exp(y)(y - a)^2(y + b)^2, \\
a &= 5, & b &= -2, & \tau &= 1.5, & \gamma^{(1)} &= 1 - i, & \gamma^{(2)} &= 2 + i, \\
(k_{u1}, k_{u2}, k_{u3}) &= (1.25, 2.25, 3.25), & (k_{v1}, k_{v2}, k_{v3}) &= (2.55, 3.55, 4.55). \quad (15)
\end{align*}
\]

Upon using (14a) and (14b) we can define appropriate \( f_u \) and \( f_v \) so that these represent an exact solution.
To test numerical convergence, we defined the relative $L^2$ error
\[
\frac{\|u_{ex} - u_{N_z}\|_{L^2}}{\|u_{ex}\|_{L^2}},
\] (16)
where $u_{ex}$ is the exact solution and $N_z$ is the number of Legendre–Galerkin basis functions. In Figures 2 and 3 we display the spectral rate of convergence which our Legendre–Galerkin method achieved in this simplified setting. The numerical results illustrate that, given $N_z$ chosen large enough, the proposed modified spectral method can successfully resolve the vector Helmholtz equations with the underlying interfacial boundary conditions.

Figure 2: Relative $L^2$ error in $u$, (16), of our Legendre–Galerkin approximation of (14) in configuration (15) versus number of basis functions $N_z$ on a log–linear scale.

6.2. Simulations of a Layered Medium: The Maxwell Equations

We also performed numerical experiments of a periodic doubly layered medium whose scattering returns are governed by the full vector Maxwell equations in three dimensions, (10). Unlike the simplified problem in Section 6.1, exact solutions are not available. Hence, we utilized the widely accepted diagnostic of error measurement, the energy defect [Pet80, BR93a]. More precisely, if one considers the Rayleigh expansions in the upper and lower
Figure 3: Relative $L^2$ error in $v$, (16), of our Legendre–Galerkin approximation of (14) in configuration (15) versus number of basis functions $N_z$ on a log–linear scale.

layers

$$H_1(x, y, z) = \sum_{p=-\infty}^{\infty} \sum_{q=-\infty}^{\infty} \hat{H}_{1,p,q} e^{i(\alpha p x + \beta q y + \gamma(1) z)},$$

$$H_2(x, y, z) = \sum_{p=-\infty}^{\infty} \sum_{q=-\infty}^{\infty} \hat{H}_{2,p,q} e^{i(\alpha p x + \beta q y - \gamma(2) z)},$$

quantities of great interest are the efficiencies

$$e^{(1)}_{p,q} := \frac{\gamma_{p,q}^{(1)}}{\gamma} \left| \hat{H}_{1,p,q} \right|^2, \quad (p, q) \in \mathcal{U}^1,$$

$$e^{(2)}_{p,q} := \frac{\gamma_{p,q}^{(2)}}{\gamma} \left| \hat{H}_{2,p,q} \right|^2, \quad (p, q) \in \mathcal{U}^2,$$

where $\mathbf{A}$ is the amplitude of the incident wave, (1). With this definition in hand, it is clear why these efficiencies are of such interest as they quantify the energy fraction in each mode which propagates away from the grating. If all materials in the structure are lossless ($k_m \in \mathbb{R}$), energy is conserved which is expressed as

$$\sum_{(p,q)\in\mathcal{U}^1} e^{(1)}_{p,q} + \tau \sum_{(p,q)\in\mathcal{U}^2} e^{(2)}_{p,q} = 1.$$
Hence, we define the “energy defect” as

\[ \delta_d := 1 - \sum_{(p,q) \in \mathcal{U}^1} e_1^{p,q} - \tau \sum_{(p,q) \in \mathcal{U}^2} e_2^{p,q}, \]

which will be zero for an exact solution [Pet80].

We conducted a sequence of simulations to show the spectral convergence of our proposed Legendre–Galerkin method (in the energy defect measure), and checked the performance of our numerical methods. To begin, we set the following configuration:

\[
\begin{align*}
a &= 4, & b &= -3, & (\alpha, \beta, \gamma) &= (\sqrt{1/2}, \sqrt{1/3}, 1.2845), & d_1 &= d_2 = 2\pi, \\
A &= (\sqrt{3}, \sqrt{3}, \sqrt{3}), & (\gamma^{(1)}, \gamma^{(2)}) &= (1.2845, 2.0330), \\
(k_1, k_2) &= (1.5758, 2.2285), & g(x, y) &= \varepsilon \cos(x) \cos(y).
\end{align*}
\]

To characterize the performance of our methods we defined the parameters \( N \) (perturbation order) and \( \{N_x, N_y, N_z\} \) (the number of basis functions in \( \{x, y, z\} \) directions). In the first experiment we chose

\[ \begin{align*}
N_x &= N_y = 16, & N_z &= 20,
\end{align*} \]  

and varied \( N \). In Figure 4 we display the energy defect versus the number of perturbation orders, \( N \), retained for the configuration (17) and the parameter choices (18). The figure shows the spectral convergence of the energy defect.
as the perturbation order is refined. We also see that the energy defect decays more rapidly to machine precision as the value of $\varepsilon$ is reduced.

In Figure 5 we display results of simulations of configuration (17) with parameter choices

$$N = 12, \quad N_x = N_y = 18,$$

while varying the vertical discretization parameter, $N_z$. This clearly shows the spectral convergence of the energy defect as this vertical discretization parameter is refined.

Figure 5: Energy defect versus perturbation order, $N$, for smooth interface configuration (17) and (18).

In Figures 6–9 we present the real parts of the scattered solution $H^x$ and $H^z$ from configuration (17) with parameter choices (18) where $\varepsilon = 0.05$. Figures 6 and 8 present the numerical approximations of $H^x$ and $H^z$ above the interface, $\{z = g(x, y)\}$, and Figures 7 and 9 display the numerical solutions of $H^x$ and $H^z$ below the interface, $\{z < g(x, y)\}$.

To continue, we investigate the possibility of using our new algorithm for deformations of large size. To examine this, we used the following configuration:

$$a = 2, \quad b = -2, \quad (\alpha, \beta, \gamma) = (\sqrt{1/2}, \sqrt{1/3}, 1.2845), \quad d_1 = d_2 = 2\pi,$$

$$A = (\sqrt{3}, \sqrt{3}, \sqrt{3}), \quad (\gamma^{(1)}, \gamma^{(2)}) = (1.2845, 2.0330),$$

$$(k_1, k_2) = (1.5758, 2.2285), \quad g(x, y) = \varepsilon \cos(x) \cos(y),$$

$$(20)$$
Figure 6: Plot of the real part of the scattered field $\text{Re}[H^x]$ above the interface in configuration (17) with parameters (18); for this we chose $\varepsilon = 0.05$ and $N = 12$.

with numerical parameters $(N_x, N_y, N_z) = (24, 24, 50)$. In Figure 10, we display numerical simulations with $\varepsilon = 1$. As exhibited in [NR01b, NR04a], simple Taylor summation in perturbation order $N$ does not work well for large or rough deformations. However, if Padé approximation [BGM96] is utilized then outstanding results can be achieved showing that large deformations can be readily simulated.

To close, we conducted a numerical simulation with a very rough interface defined with the aid of the following “sawtooth” profile

$$f_L(x) = \begin{cases} 
-\frac{2}{\pi}x + 1, & 0 \leq x \leq \pi, \\
\frac{2}{\pi}x - 3, & \pi \leq x \leq 2\pi,
\end{cases}$$

where $f_L$ possesses only Lipschitz regularity [NR04a, NR04b]. For our numerical experiments we used its Fourier series representation

$$f_L(x) = \sum_{k=1}^{\infty} \frac{8}{\pi^2(2k-1)^2} \cos((2k-1)x),$$

which we truncated after wavenumber $P = 20$,

$$f_{L,P}(x) = \sum_{k=1}^{P} \frac{8}{\pi^2(2k-1)^2} \cos((2k-1)x).$$
Scattering field of $\text{Re}(H_x^2)$

Figure 7: Plot of the real part of the scattered field $\text{Re}(H_x^2)$ below the interface in configuration (17) with parameters (18); for this we chose $\varepsilon = 0.05$ and $N = 12$.

For these simulations we chose the following parameters:

$$a = 2, \quad b = -2, \quad (\alpha, \beta, \gamma) = (0.2, 0.15, 0.35), \quad d_1 = d_2 = 2\pi,$$

$$A = (\sqrt{3}, \sqrt{3}, \sqrt{3}), \quad (\gamma^{(1)}, \gamma^{(2)}) = (0.35, 0.55453),$$

$$(k_1, k_2) = (0.43012, 0.60828), \quad g(x, y) = \varepsilon f_L(x) \cos(y), \quad (21)$$

with numerical parameters $(N_x, N_y, N_z) = (60, 18, 18)$. In Figure 11 we display results of our experiment with this rough interface and $\varepsilon = 0.01, 0.05, 0.1$. Evidently, our new method is applicable to configurations with even Lipschitz smoothness, provided that sufficient resolution is utilized.

7. Conclusions

We have studied a HOPS algorithm for vector electromagnetic scattering by a periodic, doubly layered medium. In reformulating the time–harmonic Maxwell’s equations, a system of vector Helmholtz equations was considered, together with appropriate interfacial boundary conditions. We introduced the TFE algorithm to the resulting problem for the first time, which required that we derive a sequence of one–dimensional, boundary value problems to be solved at each perturbation order in our expansion. Accurate numerical simulations of these TFE recursions were demonstrated with a Legendre–Galerkin method based on a novel weak formulation. These simulations included not only small and smooth interfaces in the periodic structure, but also large and
rough ones as well. The numerical simulations showed the spectral convergence which our new algorithm can achieve, and our developments clearly point towards several extensions of great importance. In particular, our approach will be generalized to accommodate surface currents which are one popular approach to modeling two-dimensional materials such as graphene and black phosphorous which are of such great interest to engineers at the moment [GN07, BFPV13]. This extension will not be straightforward as more subtle boundary conditions between layers must be considered, and hence the algorithmic differences will be significant. In addition, the natural extension to an arbitrary number of layers is clearly in view, and will be considered in a forthcoming article.
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Appendix A. Derivation of the Transformed Equations

In this appendix we provide a full derivation of the transformed equations (11) presented in Section 3.1. Setting $g(x) = \varepsilon f(x)$, by the chain rule, we
Figure 9: Plot of the real part of the scattered field $\text{Re}[H^x]$ below the interface in configuration (17) with parameters (18); for this we chose $\varepsilon = 0.05$ and $N = 12$.

find

\[
\begin{align*}
\partial_x &= \partial_{x'} + (\partial_x z_m) \partial_{z_m}, \quad m = 1, 2, \\
\partial_y &= \partial_{y'} + (\partial_y z_m) \partial_{z_m}, \quad m = 1, 2, \\
\partial_z &= (\partial_z z_m) \partial_{z_m}, \quad m = 1, 2.
\end{align*}
\]

With this we can write

\[
\begin{align*}
(a - g) \nabla_{x,y} &= (a - g) \nabla_{x',y'} - (\nabla_{x',y'} g)(a - z_1) \partial_{z_1}, \\
(a - g) \partial_z &= a \partial_{z_1},
\end{align*}
\]

and

\[
\begin{align*}
(b - g) \nabla_{x,y} &= (b - g) \nabla_{x',y'} - (\nabla_{x',y'} g)(z_2 - b) \partial_{z_2}, \\
(b - g) \partial_z &= b \partial_{z_2},
\end{align*}
\]

where $\nabla_{x,y} = (\partial_x, \partial_y)$ and $\nabla_{x',y'} = (\partial_{x'}, \partial_{y'})$. Defining

\[
C_1 = (a - g), \quad D_1^x = -\partial_x g(a - z_1), \quad D_1^y = -\partial_y g(a - z_1), \quad G_1 = a,
\]

and

\[
C_2 = (g - b), \quad D_2^x = -\partial_x g(b - z_2), \quad D_2^y = -\partial_y g(b - z_2), \quad G_2 = -b,
\]
we deduce that
\[ C_m \hat{e}_x = C_m \hat{e}_x' + D_m^x \hat{z}_m, \]
\[ C_m \hat{e}_y = C_m \hat{e}_y' + D_m \hat{z}_m, \]
\[ C_m \hat{e}_z = G_m \hat{z}_m, \]
for \( m = 1, 2 \).

**Appendix A.1. The Helmholtz Equation**

As in [HN17a], we rewrite the Laplace operator as

\[ C_m^2 \Delta = \nabla x' \cdot [C_m^2 \nabla x', y] - (\nabla x', y' C_m) \cdot [C_m \nabla x', y] + \hat{z}_m [C_m D_m \cdot \nabla x', y'] \]

\[ - (\nabla x', y' C_m) \cdot [C_m \nabla x', y] + \nabla x', y' \cdot [C_m D_m \hat{z}_m] - (\nabla x', y' C_m) \cdot [D_m \hat{z}_m] \]

\[ + \hat{z}_m [|D_m|^2 \hat{z}_m] - (\hat{z}_m D_m) \cdot [D_m \hat{z}_m] - (\nabla x', y' C_m) \cdot [C_m \nabla x', y'] \]

\[ - (\nabla x', y' C_m) \cdot [D_m \hat{z}_m] + C_m^2 \hat{z}_m. \]

where \( D_m := (D_m^x, D_m^y) \). Then the governing problem becomes

\[ 0 = C_m^2 \Delta_m U_m + C_m^2 k_m^2 U_m \]

\[ = \nabla x', y' \cdot (C_m^2 \nabla x', y' U_m) + \hat{z}_m (C_m D_m \cdot \nabla x', y' U_m) + \nabla x', y' \cdot (C_m D_m \hat{z}_m U_m) \]

\[ - (\nabla x', y' C_m) \cdot (D_m \hat{z}_m U_m) + \hat{z}_m [|D_m|^2 \hat{z}_m U_m] \]

\[ - (\nabla x', y' C_m) \cdot (C_m \nabla x', y' U_m) + C_m^2 \hat{z}_m U_m + C_m^2 k_m^2 U_m. \]
where \( U_m \) stands for the \( x, y, \) or \( z \) components of \( U_m = (U^x_m, U^y_m, U^z_m)^T. \)

Setting \( C^2_m(x) = G^2_m + F_m(x) \) we deduce that

\[
\Delta_m U_m + k_m^2 U_m = \frac{1}{G^2_m}(\partial_x^z R^x_m + \partial_y^z R^y_m + \partial_z^z R^z_m + R^0_m), \tag{A.1}
\]

where

\[
\begin{align*}
R^x_m &= -F_m \partial_x U_m - C_m D^x_m \partial_z U_m, \tag{A.2a} \\
R^y_m &= -F_m \partial_y U_m - C_m D^y_m \partial_z U_m, \tag{A.2b} \\
R^z_m &= -C_m D^z_m \partial_x U_m - (D^z_m)^2 \partial_z^z U_m \\
&\quad - C_m D^y_m \partial_y U_m - (D^y_m)^2 \partial_z^z U_m, \tag{A.2c} \\
R^0_m &= (\partial_x C_m)(D^z_m \partial_z U_m + C_m \partial_x U_m) \\
&\quad + (\partial_y C_m)(D^y_m \partial_z U_m + C_m \partial_y U_m) - F_m k_m^2 U_m. \tag{A.2d}
\end{align*}
\]

Appendix A.2. Artificial Boundary Conditions

For the conditions at the artificial boundaries, \( \{z = a\} \) and \( \{z = b\} \), of (10), we note that

\[
\partial_z U_m - \frac{C_m}{G_m} T_m[U_m] = 0,
\]

and obtain

\[
\partial_z U_m - T_m[U_m] = -\frac{q}{M_m} T_m[U_m], \tag{A.3}
\]

for \( M_1 = a \) and \( M_2 = b. \)
Appendix A.3. Interfacial Boundary Conditions

Regarding the transmission boundary conditions at $z = g(x, y)$ in (10),

$$\mathbf{N} \times (\mathbf{H}_1 - \mathbf{H}_2) = -\mathbf{N} \times \mathbf{H}^{inc},$$

implies that

$$(-\partial_y'g)[U^x] - [U^y] = ((\partial_y'g)A^x + A^y) \varphi,$$
$$(-\partial_x'g)[U^z] - [U^x] = ((\partial_x'g)A^z + A^x) \varphi.$$

Furthermore

$$\mathbf{N} \times (\nabla \times (\mathbf{H}_1 - \tau \mathbf{H}_2)) = -\mathbf{N} \times (\nabla \times \mathbf{H}^{inc}),$$

implies that

$$(-\partial_y g)(\partial_x[H^y]_\tau - \partial_y[H^z]_\tau) + (\partial_x[H^z]_\tau - [\partial_z H^y]_\tau)$$
$$= (\partial_y g)(i\alpha A^y - i\beta A^z)\varphi - (i\alpha A^z + i\gamma A^x)\varphi, \quad (A.4a)$$

and

$$(\partial_x g)(\partial_x[H^y]_\tau - \partial_y[H^z]_\tau) + (\partial_y[H^z]_\tau - [\partial_z H^y]_\tau)$$
$$= -(\partial_x g)(i\alpha A^y - i\beta A^z)\varphi - (i\alpha A^z + i\gamma A^y)\varphi. \quad (A.4b)$$

Noting that, for any scalar function $K$,

$$\partial_x[K]_\tau = \partial_x'(K_1 - \tau K_2) + \left(\frac{D^x}{C_1} \partial_{z_1} K_1 - \tau \frac{D^x}{C_2} \partial_{z_2} K_2 \right),$$

$$= \partial_x'[K]_\tau + \left[\frac{D^x}{C} \partial_z K\right]_\tau,$$

$$\partial_y[K]_\tau = \partial_y'(K_1 - \tau K_2) + \left(\frac{D^y}{C_1} \partial_{z_1} K_1 - \tau \frac{D^y}{C_2} \partial_{z_2} K_2 \right),$$

$$= \partial_y'[K]_\tau + \left[\frac{D^y}{C} \partial_z K\right]_\tau,$$

$$[\partial_z K]_\tau = \frac{G_1}{C_1} \partial_{z_1} K_1 - \tau \frac{G_2}{C_2} \partial_{z_2} K_2 = \left[\frac{G}{C} \partial_z K\right]_\tau,$$
we rewrite (A.4) as
\[
(-\partial_y^g) \left( \partial_x^y [U^y]_\tau + \left[ \frac{D^x}{C} \partial_x U^y \right]_\tau - \partial_y^f [U^x]_\tau - \left[ \frac{D^y}{C} \partial_y U^x \right]_\tau \right) \\
+ \left( \partial_x^y [U^z]_\tau + \left[ \frac{D^x}{C} \partial_x U^z \right]_\tau - \left[ \frac{G}{C} \partial_z U^x \right]_\tau \right)
\]
\[
= (\partial_y^g) (i\alpha A^y - i\beta A^x)\varphi - (i\alpha A^z + i\gamma A^x)\varphi,
\]
(A.5)
and
\[
(\partial_x^g) \left( \partial_x^y [U^y]_\tau + \left[ \frac{D^x}{C} \partial_x U^y \right]_\tau - \partial_y^f [U^x]_\tau - \left[ \frac{D^y}{C} \partial_y U^x \right]_\tau \right) \\
+ \left( \partial_y^y [U^z]_\tau + \left[ \frac{D^y}{C} \partial_y U^z \right]_\tau - \left[ \frac{G}{C} \partial_z U^y \right]_\tau \right)
\]
\[
= -(\partial_x^g) (i\alpha A^y - i\beta A^x)\varphi - (i\beta A^z + i\gamma A^y)\varphi.
\]
(A.6)

Since \( z_1 = z_2 = 0 \) at \( z = g(x, y) \), we have
\[
D^x_1 = (-\partial_x^g) a, \quad D^y_1 = (-\partial_y^g) a, \quad D^x_2 = (\partial_x^g) b, \quad D^y_2 = (\partial_y^g) b.
\]

Hence, we can simplify (A.5) and (A.6) as
\[
\partial_x^y [U^z]_\tau - \left[ \frac{G}{C} \partial_z U^x \right]_\tau = Q_1,
\]
\[
\partial_y^y [U^z]_\tau - \left[ \frac{G}{C} \partial_y U^y \right]_\tau = Q_2,
\]
where
\[
Q_1 := (\partial_y^g) (i\alpha A^y - i\beta A^x)\varphi - (i\alpha A^z + i\gamma A^x)\varphi - \left[ \frac{D^x}{C} \partial_z U^z \right]_\tau
\]
\[
+ (\partial_y^g) \left( \partial_x^y [U^y]_\tau + \left[ \frac{D^x}{C} \partial_x U^y \right]_\tau - \partial_y^f [U^x]_\tau - \left[ \frac{D^y}{C} \partial_y U^x \right]_\tau \right),
\]
(A.7a)
\[
Q_2 := -(\partial_x^g) (i\alpha A^y - i\beta A^x)\varphi - (i\beta A^z + i\gamma A^y)\varphi - \left[ \frac{D^y}{C} \partial_z U^z \right]_\tau
\]
\[
- (\partial_x^g) \left( \partial_x^y [U^y]_\tau + \left[ \frac{D^x}{C} \partial_x U^y \right]_\tau - \partial_y^f [U^x]_\tau - \left[ \frac{D^y}{C} \partial_y U^x \right]_\tau \right).
\]
(A.7b)
The divergence free boundary condition
\[ C_m \partial_x H^x_m + C_m \partial_y H^y_m + C_m \partial_z H^z_m = 0, \]
transforms to
\[ \partial_x' U^x_m + \partial_y' U^y_m + \frac{G_m}{C_m} \partial_z m U^z_m = -\frac{D_m}{C_m} \partial_z m U^x_m - \frac{D_m}{C_m} \partial_z m U^y_m. \]
Hence, we deduce that
\[ \partial_x' U^x_1 + \partial_y' U^y_1 + \frac{a}{a-g} \partial_z U^z_1 = \frac{(\partial_x' g)a}{a-g} \partial_z U^x_1 + \frac{(\partial_y' g)a}{a-g} \partial_z U^y_1, \]
\[ \partial_x' U^x_2 + \partial_y' U^y_2 + \frac{b}{b-g} \partial_z U^z_2 = \frac{(\partial_x' g)b}{b-g} \partial_z U^x_2 + \frac{(\partial_y' g)b}{b-g} \partial_z U^y_2. \]
For the other interfacial boundary condition, we simply find that
\[ \mathbf{N} \cdot [\mathbf{H}] = -\mathbf{N} \cdot \mathbf{H}^{inc} \]
implies that
\[ -\partial_x' g[U^x] - \partial_y' g[U^y] + [U^z] = (\partial_x' g)\varphi + (\partial_y' g)\varphi - A^z \varphi. \]
Consequently, the transmission boundary conditions in (10) become
\[ [U^x] = (-\partial_x' g)[U^x] + ((-\partial_x' g)\varphi - A^z \varphi), \quad (A.8a) \]
\[ [U^y] = (-\partial_y' g)[U^y] - ((\partial_y' g)\varphi + A^z \varphi), \quad (A.8b) \]
\[ [U^z] = (\partial_x' g)[U^x] + (\partial_y' g)[U^y] + ((\partial_x' g)\varphi + (\partial_y' g)\varphi - A^z \varphi), \quad (A.8c) \]
\[ \partial_x' [U^x] - \left[ \frac{G}{C} \partial_z U^x \right] = Q_1, \quad (A.8d) \]
\[ \partial_y' [U^y] - \left[ \frac{G}{C} \partial_z U^y \right] = Q_2, \quad (A.8e) \]
\[ \partial_x' U^x_1 + \partial_y' U^y_1 + \frac{a}{a-g} \partial_z U^z_1 = \frac{(\partial_x' g)a}{a-g} \partial_z U^x_1 + \frac{(\partial_y' g)a}{a-g} \partial_z U^y_1, \quad (A.8f) \]
\[ \partial_x' U^x_2 + \partial_y' U^y_2 + \frac{b}{b-g} \partial_z U^z_2 = \frac{(\partial_x' g)b}{b-g} \partial_z U^x_2 + \frac{(\partial_y' g)b}{b-g} \partial_z U^y_2. \quad (A.8g) \]
Appendix A.4. Boundary Perturbation

Considering our specification that \( g(x) = \varepsilon f(x) \), it can be shown that the following expansions converge strongly

\[
U_m = \sum_{n=0}^{\infty} U_{m,n}(x, y, z) \varepsilon^n, \quad \text{for} \ m = 1, 2.
\]

In light of this (A.1) becomes

\[
\Delta_m U_{m,n} + k_m^2 U_{m,n} = \frac{1}{G_m^2} \left( \partial_{x'} R_{m,n}^x + \partial_{y'} R_{m,n}^y + \partial_{z_m} R_{m,n}^z + R_{m,n}^0 \right) =: R_{m,n},
\]

where

\[
R_{m,n}^0 = (2M_m f) \partial_{x'} U_{m,n-1} + M_m \psi_m (\partial_{x'} f) \partial_{z_m} U_{m,n-1}
- f^2 \partial_{x'} U_{m,n-2} - f (\partial_{x'} f) \psi_m \partial_{z_m} U_{m,n-2},
\]

\[
R_{m,n}^y = (2M_m f) \partial_y U_{m,n-1} + M_m \psi_m (\partial_y f) \partial_{z_m} U_{m,n-1}
- f^2 \partial_y U_{m,n-2} - f (\partial_y f) \psi_m \partial_{z_m} U_{m,n-2},
\]

\[
R_{m,n}^z = M_m (\partial_{x'} f) \psi_m \partial_{x'} U_{m,n-1} + M_m (\partial_{y'} f) \psi_m \partial_{y'} U_{m,n-1}
- f (\partial_{x'} f) \psi_m \partial_{x'} U_{m,n-2} - f (\partial_{y'} f) \psi_m \partial_{y'} U_{m,n-2}
- \psi_m^2 \left( (\partial_{x'} f)^2 + (\partial_{y'} f)^2 \right) \partial_{z_m} U_{m,n-2},
\]

\[
R_{m,n}^0 = -M_m (\partial_{x'} f) \partial_{x'} U_{m,n-1} - M_m (\partial_{y'} f) \partial_{y'} U_{m,n-1}
+ 2M_m k_m^2 U_{m,n-1} + \left( (\partial_{x'} f)^2 + (\partial_{y'} f)^2 \right) \psi_m \partial_{z_m} U_{m,n-2}
+ (\partial_{x'} f) f \partial_{x'} U_{m,n-2} + (\partial_{y'} f) f \partial_{y'} U_{m,n-2} - f^2 k_m^2 U_{m,n-2},
\]

for

\[
M_1 = a, \quad M_2 = b, \quad \psi_1 = a - z_1, \quad \psi_2 = b - z_2.
\]

For the boundary condition (A.3), we write

\[
\partial_{z_m} U_{m,n} - T_m[U_{m,n}] = -\frac{f}{M_m} T_m[U_{m,n-1}], \quad \text{for} \ m = 1, 2.
\]

We now consider the transmission boundary conditions (A.8), and, upon setting

\[
\varphi_n := e^{i(x' + \beta y') \left( -i \gamma f \right)^n \frac{n!}{n^n}},
\]

for
we write (A.8a) and (A.8b) as
\[
\begin{align*}
[U_n^x] &= (-\partial_x f)[U_{n-1}^x] - (\partial_x f)A^z\varphi_{n-1} - A^z\varphi_n, \\
[U_n^y] &= (-\partial_y f)[U_{n-1}^y] - (\partial_y f)A^z\varphi_{n-1} - A^y\varphi_n,
\end{align*}
\]
and (A.8c) as
\[
\begin{align*}
[U_n^z] &= (\partial_x f)(U_{1,n-1}^x - U_{2,n-1}^x) + (\partial_y f)(U_{1,n-1}^y - U_{2,n-1}^y) \\
&\quad + (\partial_x f)A^z\varphi_{n-1} + (\partial_y f)A^y\varphi_{n-1} - A^z\varphi_n.
\end{align*}
\]
We reformulate (A.8d) and (A.8e) as
\[
\begin{align*}
(\partial_x U_{1,n}^z - \tau\partial_x U_{2,n}^z) - \left(\frac{a}{a-g}\partial_z U_{1,n-1}^z - \tau\frac{b}{b-g}\partial_z U_{2,n-1}^z\right) &= Q_{1,n}, \quad (A.9a) \\
(\partial_y U_{1,n}^z - \tau\partial_y U_{2,n}^z) - \left(\frac{a}{a-g}\partial_z U_{1,n-1}^y - \tau\frac{b}{b-g}\partial_z U_{2,n-1}^y\right) &= Q_{2,n}, \quad (A.9b)
\end{align*}
\]
where
\[
\begin{align*}
Q_{1,n} &= (\partial_y f)(i\alpha A^y - i\beta A^x)\varphi_{n-1} - (i\alpha A^x + i\gamma A^y)\varphi_n \\
&\quad + \left(\frac{a\partial_x f}{a-g}\partial_z U_{1,n-1}^z - \tau\frac{b\partial_x f}{g-b}\partial_z U_{2,n-1}^z\right) \\
&\quad + (\partial_y f)\left(\frac{-\partial_x f}{a-g}\partial_z U_{1,n-2}^y - \tau\frac{\partial_x f}{g-b}\partial_z U_{2,n-2}^y\right) \\
&\quad - \left(\frac{-\partial_y f}{a-g}\partial_z U_{1,n-2}^z + \tau\frac{\partial_y f}{g-b}\partial_z U_{2,n-2}^z\right) \\
&\quad + (\partial_y f)\left(\partial_x U_{1,n-1}^y - \tau\partial_x U_{2,n-1}^y - \partial_y U_{1,n-1}^x + \tau\partial_y U_{2,n-1}^x\right),
\end{align*}
\]
and
\[
\begin{align*}
Q_{2,n} &= (-\partial_x f)(i\alpha A^y - i\beta A^x)\varphi_{n-1} - (i\beta A^x + i\gamma A^y)\varphi_n \\
&\quad - \left(\frac{-\partial_y f}{a-g}\partial_z U_{1,n-1}^z - \tau\frac{\partial_y f}{g-b}\partial_z U_{2,n-1}^z\right) \\
&\quad - (\partial_x f)\left(\frac{-\partial_x f}{a-g}\partial_z U_{1,n-2}^y - \tau\frac{\partial_x f}{g-b}\partial_z U_{2,n-2}^y\right) \\
&\quad - \left(\frac{-\partial_y f}{a-g}\partial_z U_{1,n-2}^z + \tau\frac{\partial_y f}{g-b}\partial_z U_{2,n-2}^z\right) \\
&\quad - (\partial_x f)\left(\partial_x U_{1,n-1}^y - \tau\partial_x U_{2,n-1}^y - \partial_y U_{1,n-1}^x + \tau\partial_y U_{2,n-1}^x\right).
\end{align*}
\]
Multiplying (A.9) by $(a-g)(b-g)$ we rearrange these equations

\[
\begin{align*}
(\partial_x U_{1,n}^x - \tau \partial_x U_{2,n}^x) - (\partial_z U_{1,n}^x - \tau \partial_z U_{2,n}^x) &= \tilde{Q}_{1,n}, \\
(\partial_y U_{1,n}^y - \tau \partial_y U_{2,n}^y) - (\partial_z U_{1,n}^y - \tau \partial_z U_{2,n}^y) &= \tilde{Q}_{2,n},
\end{align*}
\]

where

\[
\begin{align*}
\tilde{Q}_{1,n} &= \frac{1}{ab} (f(a+b)(\partial_x U_{1,n-1}^x - \partial_x U_{2,n-1}^x) - af \partial_z U_{1,n-1}^x + \tau b f \partial_z U_{2,n-1}^x \\
&\quad - f^2 \partial_x U_{1,n-2}^x + \tau f^2 \partial_x U_{2,n-2}^2 + abQ_{1,n} - (a+b)f Q_{1,n-1} + f^2 Q_{1,n-2}), \\
\tilde{Q}_{2,n} &= \frac{1}{ab} (f(a+b)(\partial_y U_{1,n-1}^y - \partial_y U_{2,n-1}^y) - af \partial_z U_{1,n-1}^y + \tau b f \partial_z U_{2,n-1}^y \\
&\quad - f^2 \partial_y U_{1,n-2}^y + \tau f^2 \partial_y U_{2,n-2}^2 + abQ_{2,n} - (a+b)f Q_{2,n-1} + f^2 Q_{2,n-2}).
\end{align*}
\]

If we multiply (A.8f) by $(a-g)/a$ and (A.8g) by $(b-g)/b$, respectively, and simplify the divergence free conditions we find

\[
\begin{align*}
\partial_x U_{1,n}^x + \partial_y U_{1,n}^y + \partial_z U_{1,n}^z \\
&= (\partial_x f) \partial_z U_{1,n-1}^x + (\partial_y f) \partial_z U_{1,n-1}^y + \frac{f}{a} \partial_x U_{1,n-1}^x + \frac{f}{a} \partial_y U_{1,n-1}^y,
\end{align*}
\]

and

\[
\begin{align*}
\partial_x U_{2,n}^x + \partial_y U_{2,n}^y + \partial_z U_{2,n}^z \\
&= (\partial_x f) \partial_z U_{2,n-1}^x + (\partial_y f) \partial_z U_{2,n-1}^y + \frac{f}{b} \partial_x U_{2,n-1}^x + \frac{f}{b} \partial_y U_{2,n-1}^y.
\end{align*}
\]

By subtracting these equations, we complete the interfacial boundary condition

\[
\begin{align*}
\partial_x (U_{1,n}^x - U_{2,n}^x) + \partial_y (U_{1,n}^y - U_{2,n}^y) + (\partial_z U_{1,n}^z - \partial_z U_{2,n}^z) &= \tilde{J}_n,
\end{align*}
\]

where

\[
\begin{align*}
\tilde{J}_n := (\partial_x f)(\partial_z U_{1,n-1}^x - \partial_z U_{2,n-1}^x) + (\partial_y f)(\partial_z U_{1,n-1}^y - \partial_z U_{2,n-1}^y) \\
&\quad + \left( \frac{f}{a} \partial_x U_{1,n-1}^x - \frac{f}{b} \partial_x U_{2,n-1}^x \right) + \left( \frac{f}{a} \partial_y U_{1,n-1}^y - \frac{f}{b} \partial_y U_{2,n-1}^y \right).
\end{align*}
\]
In conclusion, we arrive at the following equations:

\[
\begin{align*}
\Delta_1 U_{1,n} + k_1^2 U_{1,n} &= R_{1,n}, & \text{in } 0 < z < a, \\
\Delta_2 U_{2,n} + k_2^2 U_{2,n} &= R_{2,n}, & \text{in } b < z < 0, \\
[U^n_{1,x}] &= I_{1,n}, & \text{at } z_1 = z_2 = 0, \\
[U^n_{1,y}] &= I_{2,n}, & \text{at } z_1 = z_2 = 0, \\
[U^n_{n}] &= I_{3,n}, & \text{at } z_1 = z_2 = 0, \\
[\partial_x U^n_{1,x}] + [\partial_y U^n_{1,y}] + [\partial_z U^n_{n}] &= \tilde{J}_n, & \text{at } z_1 = z_2 = 0, \\
\partial_{z_1} U_{1,n} - T_1[U_{1,n}] &= B_{1,n}, & \text{at } z_1 = a, \\
\partial_{z_2} U_{2,n} - T_2[U_{2,n}] &= B_{2,n}, & \text{at } z_2 = b,
\end{align*}
\]

where

\[
\begin{align*}
I_{1,n} &:= (-\partial_x f)(U^n_{1,x,n-1} - U^n_{2,x,n-1}) - (\partial_x f)A^n_x \varphi_{n-1} - A^n_x \varphi_n, \\
I_{2,n} &:= (-\partial_y f)(U^n_{1,y,n-1} - U^n_{2,y,n-1}) - (\partial_y f)A^n_y \varphi_{n-1} - A^n_y \varphi_n, \\
I_{3,n} &:= (\partial_x f)(U^n_{1,x,n-1} - U^n_{2,x,n-1}) + (\partial_y f)(U^n_{1,y,n-1} - U^n_{2,y,n-1}) \\
&\quad + (\partial_x f)A^n_x \varphi_{n-1} + (\partial_y f)A^n_y \varphi_{n-1} - A^n_x \varphi_n
\end{align*}
\]

and

\[
\begin{align*}
B_{1,n} &= -\frac{f}{a}T_1[U_{1,n-1}], \\
B_{2,n} &= -\frac{f}{b}T_2[U_{2,n-1}].
\end{align*}
\]
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