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SUMMARY 

Perhaps one of the most fundamental questions in oceanography is determining the shape 

of the ocean floor. Most theoretical work done in this area involves using acoustical methods. 

This research takes a rather different approach. The goal of this research is to determine 

the shape of the bottom of a body of water using surface measurements such as surface wave 

measurements. Indeed, methods for this inverse problem can be formulated through the use 

of the Dirichlet-Neumann operator. As the Dirichlet-Neumann operator is an integral part of 

the inverse methods, some of this research involves detailing those properties that are required 

to justify the way it is applied. Specifically the analyticity of the Dirichlet-Neumann operator 

allows for an expansion of the operator in a series which allows for a straightforward numerical 

treatment of the methods that will be developed. 

The method of proof for establishing the analyticity of the Dirichlet-Neumann operator is 

motivated by viewing the geometry of the fluid as a perturbation of a system with a flat air-

surface interface and a flat bottom boundary, which suggests a double perturbation expansion 

(one expansion around the top surface, one around the bottom boundary) of the operator 

might be very useful. A change of variables previous to this expansion allows for the recursive 

estimation of terms in the expansion. This explicit form of the Dirichelt-Neumann operator 

presents the ability to design methods that will determine the shape of the bottom deformation, 

as it now appears explicitly in the operator, though in a genuinely nonlinear way. The methods 
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SUMMARY (Continued) 

developed are simple in execution, but not trivial in nature. Various different order methods 

will be developed in detail. 

The methods developed will be rigorously tested through numerical simulations to test 

their veracity. A known topography will be given as input to the forward problem which will 

output surface measurements. Those surface measurements will be used as input data for the 

inverse methods, whose output will be compared with the original input data. Two different 

types of representative inputs will be tested. First a small Gaussian bump-like deviation will be 

introduced, followed by a sandbar type deviation. Not only will the convergence of the methods 

be tested, but also their range of applicability through variation of parameters that will be used 

to define the original inputs into the forward problem. Noise will also be added to the input to 

test the veracity of the methods. These results will then be discussed in detail. 
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CHAPTER 1 

INTRODUCTION 

Boundary value and free boundary problems arise in a wide variety of applications in the 

physical and engineering sciences. From electromagnetics and acoustics (5) to fluid (20) and 

solid mechanics (13), boundary value and free boundary models are indispensable as a source of 

quantitative information for real-world phenomena. As important tools for scientists and engi­

neers alike, the analysis (both theoretical and numerical) of these problems is clearly of crucial 

importance in understanding basic physical processes. While classical problems focus on solving 

for the field given boundary values, there recently has been much focus on inverse problems. 

Generally, in an inverse problem one seeks to identify a parameter of the problem which cannot 

be directly measured given some information about the field which can be measured (and in 

many problems, some other boundary information as well). 

One specific free boundary problem is that of water wave propagation. Surface water wave 

propagation has long been a subject of study in mathematics. The classical forward problem 

of wave propagation over variable depth is of great importance in coastal engineering. This 

problem can be very complex due to the strong presence of shoaling, refraction, diffraction and 

reflection. 

Of no less importance is the ability to detect the shape of the the bottom of the ocean. 

This problem is also one of oceanography's most challenging problems for both theoretical 

and practical considerations. On the theoretical side, inverse problems are ill-posed, which will 

1 
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often cause a direct solution to this (and other similar problems found in a wide array of applied 

sciences) unobtainable (5). Regularization schemes and filtering are just two common tools to 

give approximate solutions to inverse problems. From a practical standpoint, the ability to 

simply go out and take measurements can be difficult, expensive and, at times, even dangerous. 

The most widely used method to find the shape of ocean bathymetry is through the detection 

of acoustic waves which propagate down to the ocean floor and reflect back up to the surface. 

For a brief sample of recent progress in this enormous field of "Underwater Acoustics" see 

(27; 4). 

This thesis presents a rather different approach to determining the shape of the bottom of 

the ocean by framing the problem in the setting of a water wave inverse problem. The general 

water wave inverse problem is stated most simply as trying to ascertain the bottom boundary of 

a  b o d y  o f  w a t e r  f r o m  s u r f a c e  m e a s u r e m e n t s .  T h e  m e t h o d s  d e v e l o p e d  w i l l  r e l y  u p o n  n o n l i n e a r  

dynamical properties of the ocean surface to detect information about the ocean bathymetry. 

This is very much in the same spirit as (24; 14) who use nonlinear properties of ocean waves 

to find the bottom shape. Piotrowski and Dugan's (24) method is one among many in the 

literature which use linear variations in the dispersion relation for shoaling gravity waves as 

a function of depth to deduce information about the shape of the ocean floor. Grilli (14) has 

expanded upon these types of methods by taking into account nonlinear contributions to the 

dispersion relation and achieved remarkable success. 

Unlike the methods outlined above, the methods developed in this thesis do not rely solely 

upon the dispersion relation, rather, the entire dynamic water wave problem is utilized. The 
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Euler equations for an ideal fluid can be reformulated at the surface (28; 10). The Dirichlet-

Neumann operator (DNO), also known as the Steklov-Poincare operator (5), arises as a key 

component of this reformulation. The DNO produces a first normal derivative (Neumann data) 

from boundary measurements (Dirichlet data). The DNO plays a crucial role in the proposed 

methods. 

As a prerequisite to using the DNO operator in the inverse methods, certain mathematical 

properties such as analyticity need to be established. The DNO has found widespread usefulness 

in a wide range of classical forward problems. For a large sub-class of boundary value and free 

boundary problems, a simplification and reduction in dimension can be achieved by considering 

boundary quantities as fundamental variables. This is the case for an ideal fluid flow (20), 

where the velocity potential must satisfy Laplace's equation. Another example would be linear 

time-harmonic acoustics (5) where the reduced pressure must satisfy Helmhotz's equation. It is 

usually possible in situations where the unknown function satisfies a simple differential equation 

in the interior of the domain problem. In these cases, the field quantity at the surface and, when 

dealing with a free boundary problem, the shape of the surface usually work as fundamental 

variables. From these, the value of the field at any point in the domain can be recovered from 

a suitable integral formula. 

Of course, derivatives of the field at the boundary may be of physical interest and/or neces­

sary to correctly pose the physical problem. In this case a challenge arises in producing normal 

boundary derivatives as these involve, in a fundamental way, the solution of the differential 

equation on the interior of the problem's domain. For this reason, normal derivative operators 
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such as the DNO play a key role. Clearly, a detailed understanding of the analytical properties 

of these DNO is crucial to not only the theoretical study of boundary value and free boundary 

problems, but also their reliable and accurate numerical simulation. 

The first half of this thesis will develop the setting and mathematical properties of the DNO 

for water waves. Some previous work on the DNO in this setting can be found in (26; 15; 7). This 

development will include an analyticity result for the setting of free-boundary fluid mechanics 

over a non-trivial bottom boundary. The result presented will be a specific case of a very 

general result found in (23). While the proof does not give the sharpest results from a theoretical 

standpoint (the boundary deformations are only assumed to be a more general theoretical 

result in the case of a flat bottom and arbitrary dimensions can be found in (16). The reason 

for using a method that does not give the most general results is that the method of proof sets 

up a stable numerical procedure for simulating the DNO. 

The second half of this thesis will detail several methods for solving the water wave inspired 

inverse problem discussed earlier. These methods rely on an expansion of the DNO in a per­

turbation series around the bottom boundary. Through this expansion, surprisingly convenient 

formulas are found that involve the ocean bathymetry. While, not surprisingly, these formulas 

are ill-conditioned and nonlinear, simple standard techniques from the general theory of inverse 

problems allows for an accurate approximation of the bottom topography. 

The methods developed will then be rigorously tested. A known bottom topography will 

be used as data for the forward problem to generate wave data. This data will then be used 

as input for the inverse methods, whose output can then be compared to the original known 
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topography. Several parameters will be varied to see how well the different methods respond 

to bottom topographies of various shapes and sizes. Lastly noise of various magnitude will be 

added to the wave data, to show that the methods will work when measurement errors are 

introduced. 



CHAPTER 2 

THE EQUATIONS OF MOTION 

This chapter will focus on the theoretical foundation and the motivation for the inverse 

problem that will be proposed and dealt with in later chapters. A proper starting point for any 

problem that finds its motivation from fluid mechanics is the famous Navier-Stokes equations. 

After outlining some assumptions, a system of equations will be developed which describe the 

movement of water waves over a non-trivial bottom boundary. This system of equations can be 

written as Hamiltonian system that allows a surface reformulation of the evolution equations. 

In this development arises the Dirichlet-Neumann operator, which forms the basis for the rest 

of the thesis. 

2.1 Navier-Stokes Equations 

The familiar Navier-Stokes equations describe water wave movement for an incompressible 

Newtonian fluid: 

-|-(u • V)u = —-Vp + I'Au + <7 (2.1a) 

V-u = 0, (2.1b) 

where u is the velocity vector, p  is the density of the fluid, p is the pressure, g  is the gravitational 

force and v is the viscosity. For the purposes of this thesis, the fluid will also be assumed to 

be inviscid, so that, from this point forward, v = Q. One last assumption will be made about 

6 
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the fluid itself, and that is it also be irrotational (V x u — 0). A fluid assigned these three 

characteristics (incompressible, inviscid, irrotational) is typically referred to as an ideal fluid. 

Irrotationality leads to the existence of a velocity potential ip where u = Vip. Substituting this 

expression into Equation 2.1b, implies that the velocity potential satisfies Laplace's equation 

A(/9 = 0 throughout the fluid's domain. 

The Navier-Stokes equations form the backbone of most fluid dynamics. While by no means 

an exhaustive list, some applications of the Navier-Stokes equation include the movement of 

air around an aerofoil, the movement of a very viscous liquid, as well as surface water waves. 

Maybe the most critical aspect to specifying the intended application of Equation 2.1 is to 

specify the domain that the fluid occupies. The fluid domain with a non-flat, impenetrable 

bottom boundary with a free surface as its upper boundary consists of the region 

=  { { x , y ) \ { x , y )  e x M, ~ h  +  C { x )  < y  <  (2.2) 

where r i { x , t )  specifies the moving air/fluid interface, /i is a fixed depth, Cl^^) is the deviation 

of the bottom topography from the fixed depth. To clarify, d = 2 in the case of one horizontal 

variable and d = 3 in the case of 2 horizontal variables. For the theoretical aspects of this 

thesis (the bulk of chapters 2-4) d = 3 (the theory can generalize to higher dimensions as well), 

while the chapter on a water wave inspired inverse problem will use d = 2 for computational 

purposes. 



Without going through their detailed development, which can be found in any fluid me­

chanics book (20; 1), the boundary conditions used for this domain are the typical kinematic 

a n d  B e r n o u l l i  c o n d i t i o n s  o n  t h e  f r e e  s u r f a c e  y  =  r j { x , t ) :  

respectively. At y = — h  +  C { x ) ,  the boundary condition is derived from the property of 

impenetrability-that the fluid can not cross the bottom boundary. This implies that the normal 

derivative of the velocity potential at the bottom boundary should be zero, i.e. dyip—'VxC''^x'P = 

0. For simplicity there will be an additional assumption of periodic boundary conditions with 

respect to the lattice F C giving period cell P{r) and wavenumbers in the conjugate 

lattice r'. For convenience, the classical Euler equations that define the movement of an ideal 

fluid are collected below. 

d t r ]  =  d y i p  -  •  V x ^ ,  d t i f i  =  - g r i  - (2.3) 

A c p  ~  0 in S h x , v  (2.4a) 

dt'n - dyip + S/x'n • Vx'fi = 0 

9t¥' + 5'7 +i|V(/3|2 =0 

on y = r ] { x , t )  (2.4b) 

o n  y  =  r i { x ,  t )  (2.4c) 

d y i p  -  V x C  •  == 0 on y  =  — h  +  C { x ) .  (2.4d) 

2.2 Zakharov's Hamiltonian Formulation 

Zakharov, in his famous paper (28), was able to write these equations in a Hamiltonian 

system in the canonical variables {ri{x,t),^{x,t)), where ^{x,t) is defined to be the value of 
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the velocity potential at the surface y  —  r i { x , t ) ,  i.e. i { x , t )  =  L p { x , r i { x , t ) , t ) .  The evolution 

equations then take the form of the Hamiltonian system 

a 
1 1  

\ ^ J  
where H  is the Hamiltonian functional 

/ \ / \ / \ 0  J  \  I  ^  \  

- I  0 

S r , H  

J  

(2.5) 

^ g r i ^ d x  

2.3 Surface Reformulation 

(2.6) 

The Hamiltonian formulation Equation 2.6 and the solvability of Laplace's equation on 

the domain given leads to a reformulation of Equation 2.4 at the surface (10). The 

development of these equations will be detailed in Chapter 4. Crucial to this reformulation is the 

Dirichlet-Neumann operator (DNO), G{'q, C)^, which also allows the Hamiltonian Equation 2.6 

to be rewritten as 

H  =  J  ^ ^ G { r ] , C ) [ ^ ] d x  + j  ̂g r i ^ d x .  (2.7) 

The DNO is so named because it takes Dirichlet data, ^{x), as input and outputs Neumann 

data, dn^p- More specifically the DNO expresses the normal derivative of ip at the surface ry in 

terms of ^ and the domain Sh,i;,n-
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Inspired by the geometry of the Euler equations Equation 2.4, and through the surface re­

formulation of Craig and Sulem, we study the DNO and its associated boundary value problem, 

A v  = 0 in (2.8a) 

d y V  ~ VxC •' ^ x V  = 0  on y  =  — h  +  C { x )  (2.8b) 

v { x , r ] { x ) )  i i x )  (2.8c) 

i p { x  + =  L p { x , y )  for all ' j e F .  (2.8d) 

Given the intuitive definition of the DNO and finding a solution of Equation 2.8, the DNO 

is defined as 

G{ri,C)^ = dyv(2.9) 

As the DNO is crucial to the surface reformulation, it is imperative that its mathematical 

properties are properly understood. The highly implicit nature of the DNO can make this 

difficult. An exphcit form for the DNO helps simphfy things greatly. The next chapter will 

discuss this in detail. 



CHAPTER 3 

THE DIRICHLET-NEUMANN OPERATOR 

As was described briefly in the previous chapter, the system of equations Equation 2.8 can 

be written in terms of the canonical variables ^ and r]. Crucial to this process is the DNO, an 

implicit operator that acts on Being able to accurately compute the DNO is very important, 

not only to the theoretical study of boundary value and free boundary problems, but also in 

forming reliable numerical models of these problems. 

One method that allows for an accurate numerical approximation of the DNO is a pertur­

bation expansion. The DNO is often exactly solvable in the case of simple geometries. If Sk,(,r] 

is viewed as a perturbation of a geometry with flat upper and lower boundaries then a 

double perturbation expansion, in powers of r )  and (, of the DNO is appealing. While there are 

several methods that develop this expansion into a numerically convenient form, only one such 

method also leads to a straightforward inductive proof of analyticity. In this chapter, certain 

methods for expansion will be developed, and an analyticity theorem will be detailed. 

3.1 Expansion 

From the definition of the DNO, Equation 2.9, one can see that it is highly implicit in 

nature. For certain geometries, however, it can be explicitly found. Such is the case when the 

water surface and bottom boundary are uniformly flat, i.e. when i] = 0 and C = 0- In this case, 

we can calculate the DNO: 

11 
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G { 7 ] , 0 a ^ )  =  y v { x , v { x ) )  •  
(3.1) 

dyv{x, 0). 

In this case, the solution of Equation 2.8 is given by 

(3.2) 

where are the Fourier coefficients of ^{x). Then by substituting Equation 3.2 into Equa­

tion 3.1, it is easily seen that applying the DNO to ^(x) = v{x,0) results in 

where D  = — i V x -  This, of course, implies that G(0,0) = ID] tanh(/i|D|). 

Given that finding an explicit formula for the DNO is so simple in such a geometry, a double 

perturbative approach seems to suggest itself as a plausible way to calculate the DNO. In this 

approach the general surfaces y = r] and y = —h + C are viewed as perturbations from the 

planes y = 0 and y = ~h, and an explicit expression for the DNO may be found by writing 

it in a double perturbation series about the unperturbed surfaces. Letting ri{x) = ef{x) and 

C(x) = Sb(x), where £ and 5 are viewed as small parameters, we wish to write 

G(0,0)^(,t) = d y v ( x , 0 )  =  ^ | f c |tanh(|A;j/ i )4e''''^ 
k e f  (3.3) 

s jD| tanh(/i|D|)^(a;), 

OO OO 

G ( V , C ) ^  =  EE (3.4) 
n=0m—0 
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There have been many papers that discuss such an approach in the case of a flat bottom 

boundary {({x) = 0) (3; 10; 25; 21; 8; 22) and more recently in the case of a nontrivial bottom 

boundary (26; 15; 7; 23). 

3.2 Field Expansion and Operator Expansion 

There are several ways to derive formulas for the Gn,m in the expansion of the DNO. One 

way, termed "Field Expansions" (FE), expands the field in a double perturbation series 

OO OO 

v { x , y - e , 5 )  =  y)5™c", (3.5) 
n=0m=0 

where the <5 and e come from the substitutions r j { x )  = £ f { x )  and ( ^ { x )  = 5 b { x ) .  The Wn,m(a;,y) 

can be recursively solved for by solving a system of equations for each pair (n,m). Those 

explicit solutions for the Vn,m can then can be used when Equation 3.5 is substituted into the 

definition of the DNO (Equation 2.9) to solve for the Gn,m{ f , b ) .  

To solve for the v „ ^ m ( x ,  y )  we will make use of two separate Taylor expansions of v { x ,  y ;  e ,  5 ) .  

One expansion will be about the surface y  =  0 :  v { x ,  e f { x ) )  =  ' ^ d y V { x , 0 ) ^ e ' ' ,  and one about 
I  

the bottom y  =  — h :  v { x ,  — h  +  5 b { x ) )  =  ̂ d y v { x ,  Substituting Equation 3.5 into these 

expansions results in 

OO OO OO j>l 

v { x , s f { x ) )  =  
0m=0 

OO OO OO j] 

v { x , - h  +  5 b { x ) )  =  ~ / i ) — ( 3 . 6 b )  
l= .0n=0m=0 
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Then substituting Equation 3.5 into Equation 2.8a, and Equation 3.6a,b into their respective 

boundary conditions (Equation 2.8b,c), it can be shown that the Vn,m must satisfy 

9 y V n , m { ^ :  ~ 

Vn,m{ x  +  ' J , y )  = V „ ^ r n { x , y ) ,  

in Sh h , 0 , 0  

for all 7 e r. 

(3.7a) 

(3.7b) 

(3.7c) 

(3.7d) 

where 

" A  

1=1 

m — l ,  

=  ^Vx  [d lvn , ^ - iMx , -h ) ]  

1=0 

m 

^ / iI 'fn/m—i(^' ^)' 

(3.8) 

(3.9) 

1=1 

and 5j^k is the Kronecker delta. This system of equations is solved by using the general spectral 

representation of the solution, and solving for the coefficients using the boundary conditions. 

While the form of vo,o from Equation 3.2, vo^o(x,y) = Y2 '^°cosh([fc|t)'^^suggests using 
k ^ r '  

a spectral solution involving cosh(|fc|(?/ + h) )  and sinh(|fc|(y + h) ) ,  it is most convenient, for 

{n,m) ^ (0,0), to use the form 

i(a;,y) = X] 
k € r '  

cosh ( t f c l y )  + smh{ \k \y ) tn ,m ,k  (3.10) 
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where Sn^rn,k and tn,m,k are Fourier coefficients. Then using the spectral representations in 

Equation 3.7b and Equation 3.7c, we get a system of equations in which we can solve for the 

Fourier coefficients in Equation 3.10. To be exact, if Hn}n{x) = ~ 
ker' ' ' 

then 

Sn,m,k ~ H^Jm,k (3.11a) 

These formulas can be used recursively to find formulas for the Fourier coefficients. Once 

the formulas for Vn,m are found, the Gn,m can be calculated. Using a process similar to the one 

which recovered Equation 3.7 from Equation 2.8, the DNO can be written as 

n f .1  n—1 p I  

Gn,m{f,b)^ = - Va;f^-jYV^dyV„,-i^i^rn{x,0). (3.12) 

i=o • 1=0 

To clearly illustrate this method, Gi^o and Go,i will be explicitly calculated. From Equa­

tion 3.12, we see that to get the formula for Gi_o, the spectral solution Ui o must be found. 

Inserting Equation 3.10 for wi^o into the boundary conditions Equation 3.7b,c, results in 

X! = - ' f{x)dyVo,o{x,0)  

(3.13a) 

= ~/(,T)^lfc|tanh(/i|fc|)4e'^-
feer' 

[\k\cosh{h\k\)tifi^k - lfc|sinh(/i|fcl)si_o,fej4e''''® = 0. (3.13b) 

ker' 
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This system of equations can be solved for si o,fc and At this point, we use the more 

convenient "Fourier multipher" notation which identifies k to D just as the operator —iSJx was 

written as D earher when writing the formula for Gq.q. With this in mind, the spectral solution 

takes the form 

V n , m { x ,  y )  = [cosh(|D|y)S'„,„ + sinh(|_D|y)T„,m] ^(x), (3.14) 

and Equation 3.13a,b become 

-51,0^ = -f{x) \D\ta.nh{h\D\)^  (3.15a) 

\D\  sinh(/i|£'| 

|D|cosh(/i|D! 

Therefore, 

Si^o = ~,/|-D| tanh(/i|£'|), (3.16a) 

Ti o = — tanh(/ijDj)/[Z)j tanh ( / ) . j-D|). (3.16b) 

This leads to the solution 

vi f i{x ,y)  = -  cosh(jI ? j y ) / ( x)|L'| tanh(/ili : ' j )  

+ sinh(|D|T/) tanh(/jjr>|)/(x)|D| tanh(/i|D|) ^{x), (3.17) 
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which can then be used to calculate Gi^o- From Equation 3.12, 

Gi.o(/, b)^{x) = dyVifi{x, 0) - Vxf{x) • Va;Vo,o(x, 0) 

(3.18) 

= -~\D\ tanh(/i|Dj)/(x)|D| tanh(/i|D|)^(x-) + Df{x)  • D^{x) .  

So 

Gi,o(/, b)  = DfD -  \D\ tanh(/i|I?|)/|D| Unh{h\D\)  
(3.19) 

=  D f - D -  G o , o f  G o , 0 .  

Similarly for Gq.i, the spectral solution for wo ,i needs to be found. When Equation 3.10 for 

vi.o is inserted into Equation 3.7b, this results in 

=0, (3.20a) 

ker' 

implying that, So_i^fc = 0. So that from Equation 3.7c (using Fourier multipliers), 

\D\  cosh(/ i | i : ) | )To, i^  = -  {Db{x))  • {Dvo,o{x,  -h))  ~ b{x )dyVo,o{x,  ~h)  

= -  {Dh{x))  • {Dsec\ i{h\D\) i )  -  b{x)\D\^sech{h\D\)£,  (3.20b) 

= —D • b{x)Dsech.{h\D\)^ ,  

where we have used the fact that [Dp = D^,  and the product rule: {Db{x))  • {X{x))  + 

b{x)D'^{X(x)) = D • bDX{x). Therefore, 

To,i  = — y^sech(/t|73'|) •  b{x)Dsech.{h\D\) ,  (3-21) 
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which leads to 

Vo,i{x,y) = - sinh(|Djy)|^sech(/i|I?|) • 6(x)_Dsech(/i[D|)^(x). (3.22) 

And G i  q  can be calculated, 

Go.i(/, h)S,{x)  = -Dsech(/i|D|) • b[x)Dsech{h\D\)S,{x) .  (3.23) 

Up to this point then, the following terms of the expansion of the DNO have been calculated. 

Go,o(/,6) = |-D|tanh(/i|i?|) (3.24a) 

Gi,o( / ,  h )  =  D f - D ~  Go,o/Go.o  (3.24b) 

G'o,i(/, h)  = ~Dsech{hD) • bDsech{hD).  (3.24c) 

Another method for finding the Gn,m substitutes the double sum form for the DNO from 

Equation 3.4 directly into the definition of the DNO Equation 2.9. This method is termed 

"Operator Expansion" (OE), as the main expansion is done on the operator and not the field. 

OE will be outlined in more detail in the next chapter. 

These two methods have much computational value (10; 15), but their usefulness in ana­

lyzing the mathematical properties of the DNO such as analyticity is found lacking. While the 

results in (22) show that this series converges in the case of C{x) = 0, and an extension of those 

results for when ^(x) ^ 0 certainly is expected, there is a seeming contradiction. The process 

of calculating the series makes evident a seemingly strong requirement that both profiles r] and 
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( have a high degree of regularity. On the other hand, the smoothness requirements of these 

analyticity results is much less restricted (they need only be a perturbation of a plane) (9; 8). 

This seeming contradiction can be explained through cancelations that occur in this expansion. 

These cancelations and the effects that they have on numerical simulations are outlined in (21) 

A third method, while not as straightforward in its derivation as FE and OE, is very 

useful for proving analyticity properties of the DNO. This method is called "Transformed Field 

Expansions" (TEE). In this method, the field undergoes a non-conformal transformation, and 

then expanded. This method will be outlined in detail in the next section. 

3.3 The Transformed Field Expansion 

As mentioned above, the first step for TEE is to make a non-conformal transformation of 

the field. The motivation for this transformation is to map the domain into a domain 

consisting of a simple, separable geometry. The change of variables is given by 

«' - (3^25) 
h -  Q  + t]  

Note then that y = y'{h ~  (^  +  r) ) /h  + Tj .  This transformation maps our domain into the 

domain or equivalently it maps y ~ ' t]  y '  = 0 and y ~  ~h + C ^  y'  = ~h.  This change 

of variables also transforms v into 

u{x ' ,y ' )  = v{x ' ,  y '{h - (  + •q)/h + rj) .  (3.26) 
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With this change of variables, the system of equations Equation 2.8 also needs to trans­

formed. To simplify the transformation into the system of equations in the new coordinate 

system, the following functions become very useful. 

Mix'):=ih-ax')+v{x')) (3.27) 

M{x')  := M{x')  -  h = ri{x ' )  -  C(x') (3.28) 

N{x' ,  y ' )  ~  -iy '  + h)V. ,7^{x ' )  + y 'V^Cix ' ) .  (3.29) 

These functions lead to the formulas 

d y , N  =  -V^'M (3.30a) 

+ Ndy, (3.30b) 

M d y  =  h d y >  (3.30c) 

M d i V a ; ' [ - ]  =  M d i V j ; / [ - ]  +  N d y > [ - ] .  (3.30d) 

With these preliminary calculations, we are ready to completely reformulate Equation 2.8 

in the new coordinate system. To simplify the process it will be convenient to multiply both 

sides of Laplace's equation by While it is certainly possible to formulate the system of 

equations in this new coordinate system without this multiplication, quotients appear on the 

right hand side in C{^') a-^d r]{x'), which are not only inconvenient for the proof of analyticity, 

but also not optimal for a numerical implementation of the expansion. 
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M^Av = M'^div^XW^cv)  + M^dfjV 

=  M d i v x { M y x v )  —  V x M  •  (MVxw) +  M d y { M d y v )  

= {Mdivx '  + Ndy'){MVx'U + Ndy/u)  — 

-  N • Vx 'Mdy,u + h^d^u 

= Afdiva;'(MVx'w) + Mdhfx ' i^dy 'u)  + N • dyi{MVx'u)  

+  N  •  d y , { N d y , u )  -  M V x ' M  •  V x ' U  -  N  •  V x ' M d y - u  +  h ^ d ^ u  

= /idivj , / (MVx'w) +  Mdivx ' i^^x 'u)  + div^ ' iMNdyiu)  

-  V ; , / M  •  N d y , u  +  d y , { N  •  M V x ' u )  -  d y , N  •  { M V x ' u )  

+ dy'( \N\^dyiu)  -  dyiN • Ndyiu -  MVx'M • Vx 'U -  N • Vx 'Mdy'U + h^dy,u 

= h^A'u + diVa: ' ( (2/ iM + M'^)V x 'U + NMdyiu)  + dyi{N • MVx'U + \Nfdy 'u)  

-  Vx'M • (MVx'u)  — N • Vx 'Mdy'U.  

Then, since A v  =  0, 

A ' u  —  d i v i - - ( M ^  +  2 h M ) V x ' U  -  N M d y , u j  ~  d y >  [ i V  •  M V x ' U  +  \ N f d y ' u ]  

+ [MVx'M • Vx 'U + N • Vx 'Mdy^u] .  (3.31) 
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Likewise, to find the bottom boundary condition, we solve Equation 2.8b for dyV and mul­

t i p l y  b o t h  s i d e s  b y  M r e s u l t i n g  i n  ( n o t e  t h a t  N{x' ,  —h + C{x'))  = —h\/x 'C{x ' ) )  

Mdyv{x,  —h + ({x))  = MVxC • Va:u(x,  —h) .  

= • [MV,m(x, -/i) - hSJx,a^ ' )dy,u{x ' ,  -h)]  (3-32) 

= MV,<(x') • ~h) -  h\V^ax') fdy,u{x ' , -h) ,  

which implies that 

hdy'u{x,-h)  = MSJxC{x)  • -h)  -  h\V : ,C{x)\^dy>u{x,  -h) .  (3.33) 

The DNO is transformed to 

M G { - q ,  C)^{x)  = Mdyv{x,  r j{x))  - M \ / ^ T ] { X )  •  V x v { x ,  v i ^ ) )  

=  h d y i u {x ' , 0 )  — '  [MVx'uix ' ,0)  + N{x ' , 0 ) d y i u {x ' , 0 ) ]  (3.34) 

= /i(l + \^x 'V{x ' ) \ '^)dy>u{x' ,0)  - MVx'vix ' )  • Vx 'u{x ' ,0) .  

Remark 3.3.1. To simpli fy  the appearance of  some of  the expressions to  fol low,  Un,m refer  

to  Un^m{x' ,0) ,  Un,m{x' ,y ' )  or  Un,m{x,  —h) .  The Context  should give c lari ty .  In  the previous 

expression Equat ion 3.34,  i t  would have been clear that  Un^m would be meant  as  Un,m{x' ,0)  as  

the DNO is  def ined on the surface y  = 0.  The notat ion wil l  be c lari f ied when the context  might  

be unclear.  
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Upon dropping the primes, our system of equations can be written in the convenient diver­

gence form 

Am = divi:F(^)(x,j/) + dyF^'^ \x ,y)  + F^^\x ,y)  (3.35a) 

u{x,0)  — ^{x)  (3.35b) 

dyu{x,—h) = J{x)  (3.35c) 

w(x, y) = m(x + 7, y) for all 7 G-T, (3.35d) 

where 

1 ^ 2 p ( i )  ^  _ { 2 h M  +  -  N M d y U  (3.36a) 

/j2_p(2) ^ _ \N\^dyU (3.36b) 

/ J2^(3)  ^  mV XM • VxM + N • V^MdyU (3.36c) 

hJ{x)  = MVxCi^)  • Va:w(x,  —h) — h\yxC{^)\ '^9yu{x,  —h).  (3.36d) 

Now that Equation 2.8 have been rewritten in the new coordinate system, the field and 

the DNO are expanded as was done in the previous methods. Letting r;(x) = ef{x) and 

((x) = 6b{x), the following expansions are formally made: 

00 00 
u{x,y;e ,d)  = Y^^u„,m{x,y)S" '£" ,  (3.37) 
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and 

OO OO 

G{sf ,5b)i  = (3.38) 

n^Qm—Q 

The system of equations for each which can be solved recursively, now need to be 

identified. Inserting Equation 3.37 into Equation 3.35, the system of equations for each Urt,™ is 

found by equating terms of like order in S and £. The system at order {n,m) = (0,0) becomes 

^wo,o = 0 (3.39a) 

•"0,0(3;, 0) = 4(x) (3.39b) 

dyUofl{x ,  —h) = 0 (3.39c) 

wo,o(a: + 7, v )  = wo.o(.t, y )  V 7 e r .  (3.39d) 

For n + m > 0 the system becomes 

Aw„,„ = div^F^|^(x, y)  + dyF^)„ {x ,  y)  + F^%(x, y)  (3.40a) 

U n , m { x , 0 )  =  0  (3.40b) 

dyUn^mi^-) ~ (3.40c) 

Un,m{x + 7, y) Un,rn{x,  y)  V 7 G T. (3.40d) 
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Formulas for Fn%{x,y)  { j  = 1,2,3) and Jn,m{x,y)  are derived from substituting Equation 3.37 

and Equation 3.36 into Equation 3.35 and matching terms of of the same order. This leads to 

the formulas 

= h{2bVx - xbdy)Un,m--l  

-  h{2fVx -  {y + 

- + (y/2)V,(62)9y)u„,„_2 (3-41a) 

-  (/^Vx + (y +7l)/2Vx(/^)9j,)w„_2,m 

+ (26/V,x  -  {{y + h)bVxf  y . fVxb)dy)un-- i ,m^i ,  

= -hyV^b • VxUn,m^l  

+ h{y + h)Vxf  • Vx  

+ {y/2V,{b^)  • V, ~ y^\V^bfdy)u„^^^2 (3.41b) 

+ iiy  + h)/2Vx{f)  •Vx-{y + hy-\Vxf fdy)Un-2,m 

~ [((y  + h,)bVxf  + yf^xb)Vx -  2{y + h)yVxf  • Vxbdy] Un-i ,m~i ,  

h  ~  /?,Vx^ ' ^x '^n^jn — l  ~f~ —l,m 

+ ( l /2Vx(6^)  • Vx - y\^xb\ '^dy)Un. ,n~2 
(3.41c) 

+ ( l/2V, . ( . f )  • V ,  -  (y + h)\Yx. f?dy)un-2,m 

+ ("Vx(/&)Vx + {2y + h) 'S/xf  • ^xbdy)u„-i^m~ij  
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hJn,m — h\/^x^n,rn—l ^x '^n,m—2 ^  f^x^ '^x '^n—ljn — 1 
{3.41d) 

Once the solutions Un,m have been found, the DNO can be explicitly calculated. Inserting 

both Equation 3.37 and Equation 3.38 into Equation 3.34 and collecting terms of the same 

order the formulas for the G„_m can be'found: 

b)^ = • {hVxUn^l ,m - bVxUn^l ,m~i  + xUn-2,m) 

+ dyUn,m + |Va;/|^9yW„_2,m + fGn-\,m{f) + bGn,m-l{f, b)^. (3.42) 

From the above expression, it is seen that getting a bound on the G„_m is connected to getting 

bounds on Un^m and some of it's "precursors". More technically, the analyticity of the DNO is 

a direct result of the analyticity of the field. 

3.4 Analyticity of the DNO 

Before proving an analyticity property for the DNO, some norms that will be used through­

out  this chapter should be introduced. If / is a function of only x, g is a function of only y and 

/i is a function of x and y, then their respective Sobolev type norms are defined by 
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ker' 
s 0 

II5|IH.([-M]) = J2 f \9'y9iy)?dy 
'=0-/r 

0 

E E / i  
i=oker ' _ f ^  

where (fc) = -^71 + |A:p. There will also be repeated use of the following algebra estimates (2), 

It/z/ijli/" < C{s)\ f i \c '>\ \h\ \H^ 

\ \ fJ ,h\ \Hs+i/2 <  C ( s +  l / 2 ) | / i |  ( ^ 5  +  1 / 2  +  0  \ \h\ \  / f S + l / 2 ,  

where is a classical Holder space (11; 18). 

The main result of this chapter is now detailed here; The DNO is jointly analytic as a 

function of the parameters e and S, and the spatial variables x and y. Furthermore, the disk 

of analyticity can be centered at any (/o,6o), thereby including a neighborhood of the full, real 

t w o - p l a n e  i n  ( e ,  S )  s p a c e .  I n  o t h e r  w o r d s ,  s e t t i n g  r j{x)  = fo{x)  +ef{x)  a n d  ( ^ ( . - r )  =  bo{x)  +Sb{x) ,  

and given the velocity potential at the surface, ^(x), then both u and the DNO, can be written 

in the form of the Taylor expansions 

OO 00 OO OO 

u{x,y;£,6)  =  ̂  G{x- ,s ,5)^  = (3.43) 

n=0m=0 n=0m=0 
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which converge strongly in the sense of the following two theorems. 

Theorem 3.4.1. I f  f ,  b ,  fo ,  bo and ^  are real  analyi t ic  funct ions then 

(fc + l)2 {l + lf {k + l) \  

for  cMnstants  Kq , B, D,  A,  E >0. 

Theorem 3.4.2. I f  f ,  b ,  fo ,  b^ and I;  are  real  analyi t ic  funct ions then 

(3.44) 

Qk 

( fc)!  
< KQB"-D''-

Jik 

H'^ {k  + iy  
(3.45) 

for  constants  Kq , B, D, A, E > 0. 

The proof of these general results is found in (23). The specific case of parametric analyticity 

in terms of simply e and 5, i.e. /o = 6o = 0 and when {k, I) = (0, 0), will be stated with proof 

below. 

Theorem 3.4.3. Given s  > 0, i f  f ,  h G  G'"+^(F(r)) and £,  G  /y®+®/^(F(r)), there exis ts  a  

unique solut ion 

i{x ,y ,e ,S)  = ^^M„,,„(x ' , ' ( / ) ,e"(5" 
n—Om—O 

of  Equat ion 3.35 sat is fy ing 

(3.46) 

for  any B > K{s,h,d) \ f \ (ya+2 and any D > K{s,h^d)\b\Qs+2 and where Kq is  a  universal  

constant .  K{s ,h ,d)  wil l  be def ined in  the fol lowing lemmas.  
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Theorem 3.4.4. Given s>0, i f f ,be  C'+'^{P{r))  and C e  then 

\\Gn,mk\\H'+^/'^(P(r)) — -^o||'C|Ihs+3/2(P( (3.47) 

for  any B > K{s,h,d) \ f \cs+2 and any D > K{s,h,d) \b\Qe+2 and where Kq is  a  universal  

constant .  K{s ,h ,d)  wil l  be def ined in  the fol lowing lemmas.  

To prove these we need the following elliptic estimates (c.f. (11; 19)). 

Lemma 3.4.5. Given an integer s  > 0, i f  ^  x [—/i, 0]) and 

J  e H'^^^l '^(P[r)) ,  then there exis ts  a  unique solut ion w{x,y)  of  

Aw{x,y)  = divx[g^^\x ,y)]  + dy[g^^^\x ,y)]  + g^^\x ,y)  in  5*^^0,0 (3.48a) 

w(.'r, 0) = ^(x), (3.48b) 

dyw{x,  -h)  = J{x) ,  (3.48c) 

w{x +  ̂ ,y)  = w{x,y)  for  al l 'y  e  P (3.48d) 

sat is fy ing 

3 

llCllffs+3/2(p(r)y + y^||g^'^^i|j/a+i(P(r)x[-h.o]) 
i=i 

+ ll'^ll_H-«+i/2(p(r)) (3.49) 

where K q  is  a  universal  constant .  

Proof .  This lemma is an extension of the periodic analogue of a theorem found in (12), where 

J{x)  = 0 .  T h e r e f o r e ,  t o  p r o v e  t h i s  l e m m a ,  l e t  w{x,y)  = wi{x,y)  + W2{x,y) ,  w h e r e  iv i{x ,y)  
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solves Equation 3.48 with J{x)  = 0 and W2{x,y)  solves Equation 3.48 with = 0. The 

theorem in (12) states that wi{x,y)  must satisfy 

||CIUs+3/2(p(j^)) + y~'j|g^'^^l!H''+i(-P(r))x[-fe.o] 
i = i  

Then 

^ sinh ( j/c|y) -

W2{x,y) = 2^ Trn:ZX7]^^(^)e 
keT'  

|/c|cosh(|/i;|/),)' 

(3.50) 

So then, to prove the lemma, all that is needed to still be shown is that ||w2llHs+2(p(rx[-/i,o])) ^ 

The spectral representation of W2{x, y) is given by 

(3.51) 

= / |9^W2(fc,y)P<ij/(fc)2(«+2 ') 

i=oker ' - i f^  

^  A \ J { k ) \ ^  sinh(2[fc|/t)(fc)^(^-+^-') 

" ̂ 'ho 4|A:|3|fc|-2icosh2(|fe|/i) 

\J{k) \ '^  s inh(2j fe | / i ) ( fc)^(^+^)  

4|/cP cosh^(|fcj/i) 

{J(fc)|2sinh(2|fc|/i)(fc)2(^+i/2) 

^ E E  
ker ' i^o 

s 

fcgr'(=o 2 cosh(2|fc|/i) 

ker ' i=o 

(3.52) 



In light of Lemma 3.4.5, if one can obtain bounds on Fn}n{x,y)  { i  = 1,2,3) and Jn,mix) ,  

then we also have bounds on the functions Un,m> proving Theorem 3.4.3. The proof of Theorem 

3.4.3 and its corollary is, not surprisingly, inductive. While it would seem as though the 

induction would involve a double induction on both n and m, this need not be the case. From 

the formulas for the Fn}m{x,y) {i — 1,2,3) and Jn,m{x), it is clear that they depend only on a 

f i n i t e  n u m b e r  o f  p r e c u r s o r s  o f  Un,m o f  t h e  f o r m  Un-i ,m-j  w h e r e  i  +j  < 2 .  ( S o  f o r  a n y  {n,m),  

Fn)n{x,y)  { i  =  1 , 2 , 3 )  a n d  Jn,m{x)  d e p e n d  o n  a t  m o s t  5  p r e c u r s o r s ,  n a m e l y  Un-i .m-:  u „ ~ 2 , rm 

Un-i^m-i, Un,m~i and Uri,m-2)- This allows us to perform a single induction on the, as yet, 

undefined index I. 

Letting n + m — I ,  the induction will need to be started by not only showing the estimate 

holds in the I = 0 case, but that it holds in the I = 1 case as well. The case I = 0 (m = n = 0), 

is a special case of Lemma 3.4.5 that ||tto,o|l_f/'>+2 < i<'o||Cllffs+3/2(p(r))- The next two lemmas 

will show that the estimate in Equation 3.49 holds for the I = 1 case. The first for when 

{m,n) = (1,0), and the second for when (m,n) = (0,1). 

Lemma 3.4.6. Let  s  > 0 be an integer,  f  G C®+^(P(r')), and B > Ki\ f \cs+2,  where Ki  is  

some constant  that  depends only  on h ,  s  and d .  Then 

(3.53) 
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Proof .  From Lemma 3.4.5 (note that Ji_o = 0), 

3 

^ll'"i,o||ff''+2(F(r)x[-/i,o]) < lig''+M-P(.r)x[-/t,o|) 

i = i  

< Ko{\ \2fVxUo,o\ \H^+'^{P{r)xl~h,0])  

+  l l ( y  +  l T ' ) ^ x f d y U o f l \ \ f j s + i ( p ( ^ r ) x [ - h f i \ )  

+ 11(2/ + h)Vxf  • VxUo.O||H®+1(-P(/")X[-/I.O]) 

+ W^xf • VxMo,o||/f''+i(-P(r])x[-/i.oi)} 

< Ko{2C{s + l) i / |cs+i  | |Va;M0,0| | .H-«+i(-P(-r)x["/ i ,0])  

+ C{s + l) jVx. / |cs+i  l l (y  +  h)dyUo,o\ \H^+'^(P{r)xi-h,o])  

+ C(s  +  l ) |Vx/ |c«+i  i | (y  +  /^)Va;^to ,o | |H' '+l{p(^)x[- /^ ,o] )  

+  C(s  +  l ) \Vxf \c^ + i  II  Va:Wo,oi l i^s+l(P(r)x[- / i ,Ol)} ;  

where we have used the fact that ||/c;||hs < C'(s)l/|cHl5llff^- Continuing with the inequahty, 

^l l^ ' i .o | | f f ' '+2 <  KoC{3\f \cs+2\\uof i \ \Hs+2 + 2Y\f \c!>+2\\uof i \ \H'+^},  

where Y is a constant such that ||pi(y)VM||i/'' < Y\\u\\fjs+i for any Pi{y)  e {y,y  + h,y '^ ,y{y  + 

h), {y + /i)^}. Now we finish the inequahty using the bounds on ui^ from Lemma 3.4.6, 

h\\ui ,o\ \H' '+^ — -?^oC(3 + 2y)j/|f7s+2||uo_o||ifs+2 

< hKoKi\ f \cr^+2\\ i \ \0s+3/2-

Here Ki = Koh~^{3 + 2Y)C.  Then by choosing B large enough. 

lki,ollHs+2(p(/^)x[-h,o]) ^ -^o||4llif»+3/2(_p(r))-®-
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• 

Lemma 3.4.7. Let  s  > 0 be an integer,  b  G C®+^(P(r)) ,  and D > K2\b\cs+2,  where K2 is  

some constant  that  depends only  on h ,  s  and d .  Then 

l l '"o,i||_ff»+2{p(r)x [-?i,o]) <-f^o||CII_H"»+3/2(p(r))-^- (3.54) 

Proof .  The proof is quite similar to the previous one, so we briefly sketch it here. Again starting 

from Lemma 3.4.5 
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^ll'"0,l|!_f/'' + 2 < K q  

3 

IIH=+I + ll^'^0,l||_ffs+l/2 
,3 = 1 

< ifo{||2&VxM0,0||//''+i + \ \y '^xbdyUoflWH'+i  

"t~ \ \ y ^ '  Va;1io^ol|ifs+l llVa;b ' V^UOjOll_ffs+i 

+ WhVxb • Vx'Uo,o(2;, —/i)|j^s+i/2} 

< Ko{2C{s + l)|b|(3.S+l II V;,;M0,0||_ffS + l 

+ c(s + l)|Vx^|c®+' \\y9yU0fl\\H'^+'^ 

+ C(s + l)|Vi;&lc®+l l|y^a;Wo,o||i/«+l 

+ c(s + l)|Va;fe|c7®+i II VxWo,o|!ffs+i 

+ hCi^S + l/2)|Vx^|(7s + l/2+a II V2:Mo,oi|^fs+l/2} 

< KoC{3\b\cs+2\\uof l \ \ j js+2 

+ 2y|6|(7s+2||uo,o||_ys+2 

+ ̂ I&I C ' ' + 2 | | ' " O , O | | h s + 2 }  

< i^oC(3 + 2Y + /i) |6|p.s+2-R'o| |Cl l i f«+3/2 

< hKoK2\b\c!>+2\\S, \ \ f js+3/2,  

where K2 = Koh'"^^^ + 2Y + h)C\  so given D sufficiently large, 

||'"o,iilcs+2(p(r)x[-h,o]) < -^o||CllH«+3/2(p(r))-^-

• 
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( ? )  
The next lemma uses the inductive hypothesis on I .  As the full formulas for Fn,m and Jn,m 

( 2 )  
quite lengthy, the only estimates that will be shown are those for Fn^m and Jn,m- The other 

Fn,m can be shown to be bounded in a similar manner. 

Lemma 3.4.8. Let  s  > 0 be an integer and le t  b ,  f  e  C®+^(P(r)) .  Assume 

+ g]) < + D (3.55) 

for  any (n ,  m)  such that  n  + m < L.  B and D are some constants .  Then for  any (N,  M) such 

that  N + M = L,  

2 

WFj^iiWH^+HPirM-hfi]) ^ KomHs+s,2^P(r))K2+j E (3.56) 

and 

2 

\f\c^+'^\b\c^+2B^ (3.57) 
i-f-fc—1 

where K2+j ( j  = l,2,3j and Kq are constants  that  depend only  on h ,  s  and d .  

(2) 
Proof .  As prevously stated, we will only show the estimates for and J N , M -  The other 

estimates are similar. 
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< h\\yVxb • VxWw,M-i||_y®+i + Hiv + h)^xf  • ' ^xUN-I ,M\\H'+^ 

+ |||Vx(fe^) • 'VxUN,M-2\ \H'>+^ + \ \y '^ \^  xbf  dyUN,M-2\ \  

+ —Va;(/^) • V3;WAf-2,A/||_ffs + i + ||(y +/l)^|Vx./p9j^M7V-2,M!li/s + l 

+ \\{{y + h)bVxf  -  yf^xb)  • VxMAr_],M_i| |>|s+i  

+ ||2y(y + h)(Vxf  • ^xb)dyUN--i ,M-i  

< /lC|Va;6|cs+i|lt/VxUAr,M-l|i_f/s + i + ftC|Va;/jc=+i l!(y + h)VxUN-l ,M\\H'>+^ 

+ C^j Vx&lc^+l l^lc^+1 ||yVx 'ttW,M-2||^;^+i + C'^l Vx&lcs+l |b^9j/MAr,M-2i|iJs+i 

+ C2|V,/|c " + 1 l/lc«+l 11(2/ + ̂ )VxWAf~2,Mi|_ys + i 

+ C'2|Vx/|c. + i||(y + /l)^%«iV-2.A/||7f-4i 

+ C'^ \b \ c s+1  |Vx/|c«+i !t(y + /^)Vx'«Ar-l 

+ ̂ ^l/lc'+i I Vxb|c + 1 ||yVxWAr-l,M-l ||f/s+i 

+ 2C^|Vx/|c''+i|Vxfc|c=+i!!y(y + 

< hCY\b\cs+2\ \uf^^M-i \ \h^+^ +/ lCy| / | (7s  + 2 | |uAr^l  7V/ | j_f fs+2 

+ 2C^Y|6 |^s+2||uAr^M-2|li:fs+2 + 2C^y |/|ps+2|jMAf-2,A'/i|ffs+2 

+ 4C2F|/|c.+216|C.+2||uw-I ,M-I||hs+2 

+ 2C2y|/|^,+2S^-2£)M 4C^Y\f \cs+2\b\cs+2B^-^D'^^- '^}  

<h^KoKi Y .  
l^i+j^2 
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where K4 = ma,x{hCY,  AC^Y}.  Denoting u = u{x,  —/i), we can hkewise estimate: 

h\\JN,M\\H^+^/^  ^ /l||Va;6 ••VxWiV,M-l|lijs+i/2 

+ ll^Vx^'  • VxUjv,M-2 l l / fs+1/2 

+ ll/Vx^ • Va;MAr-l,M-l|lH''+l/2 

+  h\\{ \yxb\ '^)dyUN,M-2\ \H^ +  ̂ /-^  

< / lC|  Va ;5 jps+l / 2+a  II  Vxl tJVjM —1 IIh ®+^/^  

+ C'^|^lc« + i/2+" I^3:^1(7'= +V2 11 VxUZV.M-'allH^+i/^ 

+ C2|/|c,+V2+ « |Vs6|ps+i/2||Va;'!tAf-l,M~l||_f/s + i/2 

+ hC ' ^ \ 'V xb \Q s  +  l / 2  +  a \ \  52/WAr,M-2||_ys+i/2 

< /lC|6jps+3/2 ||MAr,Af-l |Ih''+3/2 

+ 2C^|6|^s^,3_/2 ||MAr,M-l 1I//S+3/ 

+ C'^l/lc» + 3/2t^'lcs + 3/2ll'WAf-l,M-ll|Hs + 3/2 

</^0|lClUp + 3/2{/iC|6|c;. + 3/2S^D^''l 

+ C^\f \cs^sMb\cs+3/2B' '~^D^'- '}  

< /lifo||CI!H.+3/2i^6 ^ |/rc.+2|6Pc7^+.S^"^I?^-'-^ 

lsSi+j^2 

where iCe = maxjC, 2/i^^C^y}. • 

3.5 Proof of Analyticity 

The proof of Theorem 3.4.3 is an induction on I  where I  =  n + m.  

Proof .  The case when I  = 0 follows directly from Lemma 3.4.5, as g^l  = 0 and J(x)  = 0. The 

case for I = 1, i.e. {m,n) = (1,0) or {m,n) = (0,1), was shown in Lemmas 3.4.6 and 3.4.7. 
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Now assume that the estimate holds for alH < L,  we now show that the estimate holds for 

I = L. From Lemma 3.4.5, 

i = i  

< ifo-^o||CjiH»+3/2{F(r)) 3^7 E 

l:Si+i<2 

l^i+j;g2 

The second inequality follows from Lemma 3.4.8 with Kj = max {Kj}. Continuing with the 

inequality, 

\ \un,m\\h^+^ < Kom\H^+s/2^Pin)Ko{3KT + Ke) J2 
l^«+J=£2 

so to obtain the desired estimate we must require that 

KoiiKr + Ke) ^ .  < B""D M  

Choosing if (/i, s, d) as K = ma,x{Ko{3Kr + KQh),[Ko{iK7 + Kah)]^/ '^ ,  Ki ,  K2} and requiring 

that B > •^|./|cs+2 and D > ̂ \b\cs+2 we obtain 

\ \ '>J-N,M\\H'>+2{P{r)xl-hf i])  ~  -^o|l?||/f=+3/2(p(r)) 

• 

We are now ready to prove the corollary of this result, Theorem 3.4.4, which establishes the 

analyticity of the DNO. 
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Proof .  This is once again proven by induction on I  =  n + m.  The case where n + rn = 0 is  

trivial. Go,o(/, = dyUofl, so 

IIGo.oC/, = \ \dyUofi \ \H' '+'^ /^(Pir))  

< lko,o||_Hs+2(p(_p)) 

< -^0||?|Ih^+3/2(P(/-)) 

< g-^o|l^||_Hs+3/2(p(p)) 

//s + 3/2(p(p)). 

Above, we set K q  < (l/6)Co for reasons that will be evident in the inductive step. Now 

assuming that the estimate holds for I < L, and checking the estimate for any {N, M) such that 

7V + M = L: 
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l|<3Ar,M(/! ̂ ')^|liJ-s+l/2 < l|Va:/ • VxWAr^l,M|l^fs+l/2 

+ h~'^\ \bVxf  • VxUN-1 ,M-1 ll/J-s + 1/2 

+ /l^^ll/Va,-/ • VxUN 

+ ||9J,U7V,M|Ihs+i/2 + ||(jVx/P)i9y1iw_2,Mj|jys + i/2 

+ ||/GJV-1,M(/, b)l;\\jjs+i/2 + |j5GAf,M-l(/i '')C|1hs+I/2 

^ C|/lc«+2II^^Af-i,M!lif'i+2 + h ^C'^\b\c  s+2 |/|(7s+2 ||W7V-1,M-111^5+2 

+ (1 + /i ^)C'^|/|ps + 2 || '!17V-2,M ll/fs+2 + ||9j;WAf,Af ||_h-s+I/2 

+ ̂ "1/1(78+2 ||Ga?_i,M(/, tl)^|j^s-H/2 

+ C'I^!c®+2 IIGiv.M-iC/, ?>)'C!li/s+i/2 

<I^OQ/LC^+2||E|| J^S + 3/2-B D 

+ Xo(l + ̂  ^)C^|/l^s + 2 ||'?11^S + 3/2-B^ 

+ i^0q/b = + 2||C||^. + 3/2i?^-ll?^^ 

+ XoCj6|c.+2||C|tH^+3/2i?^D^-^-' 

< ^/f0|ieilH^+3/2{|/|c^ + 2B^"lD^^ 

+ /i"ic2|6lc.+2i/lcs+2S^~^i?^^"' 

+ (1 + /I-1)C721/|^,+2S^-'1?''' 

+ B^D^' + 6C|/|c.+25^-1D^^ 

+ 6C|6|c=4-2B^Z)^^-1} 

< ifo||Cllfl.+3/2B~I?^'. 
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The last line is assured if we choose K is defined as  K = max{l, \J \  + h ^C, 6C}. • 



CHAPTER 4 

A NON-TRADITIONAL INVERSE METHOD FOR 
DETERMINING BOTTOM TOPOGRAPHY 

The DNO's usefulness extends past its application to the classical problem of water waves, 

or other classical PDE problems. It has also found a usefulness in solving certain inverse 

problems. The goal for this chapter is to define a specific inverse problem, the motivation of 

which is to determine ocean bathometry from surface measurements. This is quite different 

than the standard underwater acoustical method not only because it uses a fluid mechanics 

perspective, but also because the method is fundamentally nonlinear. Using the expansion of 

the DNO, and making an ansatz of standing-wave input data, methods of order one, two, and 

M > 3 will be developed and tested. 

4.1 A General Method 

For ease of reference, the governing equations are listed again: 

= 0 in (4.1a) 

d t t ]  -  d y i p  + V x V  •  Va;(p = 0 on y  = rj{x ,  t )  (4.1b) 

on y ^ r i{x , t )  (4.1c) 

dy^  Va;C ' 0 on y = —h + C{x)- (4.1d) 

The definition of the DNO came as a necessity of reformulating Equation 4.1 on the upper 

boundary in terms of the surface variables r]{x , t )  and i {x , t )  = ip{x ,r i{x , t ) , t ) .  Ironically, it 

42 
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is this upper surface reformulation that forms the basis of a method for finding the bottom 

contour given surface data. In Chapter 2 it was shown that Equation 4.1 could be reformulated 

on the surface as a Hamiltonian system with canonical variables ^ and rj. This reformulation, 

however, is implicit in nature, and so we develop a more convenient and explicit one. 

Recall the two boundary conditions at the surface y  = r],  the kinematic condition dtr]  + 

VxV • — dyip = 0 and Bernoulli's equation dt^p + = 0. These conditions are 

not explicitly written in terms of the canonical variables ^ and r j  from Zakharov's Hamiltonian 

system. For instance, Bernoulli's equation needs to be rewritten in terms of dt^ and instead 

of dfifi and Vip. Also, the kinematic condition includes a term with cp, but upon solving for dt'rj, 

it is obvious that dt^f is equal to the definition of the DNO. Therefore, 

Note that Equation 4.2 is now written explicitly in terms of and 77. To write the Bernoulli 

equation in terms of dt^, the chain rule is applied to the definition of Recall the definition of 

(4.2) 

4(a;), 

^{x , t )  =  (p{x ,r i{x , t ) , t ) .  (4.3) 

The chain rule then implies that 

d t (p{x ,r j{x , t ) , t )  = :  d t i {x , t )  ~  d y (p{x ,r]{x , t ) , t ) d t T j {x , t ) .  (4.4) 
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Substituting this expression into Bernoulh's equation and solving for dfX results in 

dt^{x , t )  =  -  9 v { x , t )  +  d y ( f{x ,r]{x , t ) , t )d tr]{x , t ) .  (4.5) 

So all that needs to be done to write Equation 4.5 in terms of the canonical variables ^ and 

•1] is to have a set of explicit equations for Vx^p and dyLp in terms of ^ and q. To this end, we 

apply Va; to both sides of Equation 4.3, and recall the definition of the DNO; 

+ dyipVx'n (4.6a) 

G { r ] ,  C)^ =  - ^ x V  •  V ,T<  ̂ + dyifi. (4.6b) 

This system of equations can be viewed as a system of two equations with two unknowns-Va;</3 

and 9y(/?-which can then be solved using basic linear algebra. To accomplish this we first take 

the dot product of Equation 4.6a with VxV^ and add the result to Equation 4.6b, which gives 

dy^  = i  [Vx?-/ •  VxC + G{r] ,  C)C], (4.7) 

where N = 1 + Upon insertion of this expression into Equation 4.6a, Vx*/? takes the 

form 

^ G(r],C)C + • V,^Cw o\ 
= Vx'n- (4.8) 
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As there are now exphcit formulas for and dyip, they can be substituted into Equa­

tion 4.6a, and the explicit evolution equations for rj and ^ are complete (10): 

dtr] = G{r],()^ (4.9a) 

(4.9b) 
" 2(1 + |V,,P) '  (G('). Of)' 

-2[G{:n ,  C)C]V,r ,  •  V ,C + -  (V,c  • V ,r?)2]  .  

We now consider small deviations from the quiescent state (% = 0, .^o = 0) and suppose 

t h a t  ^{x , t )  =  e^{x , t )  a n d  r j{x , t )  =  £f j{x , t ) .  

Remark 4.1.1. This  e  is  not  in tended to  be  the  same parameter  used in  the  previous  chapter ,  

but  i s  used purely  to  emphasize  the  smal l  deviat ion f rom a f la t  sur face .  Also ,  f rom th is  point  

forward le t  d  =  2 for  computat ional  and notat ional  purposes .  As  such,  Va-  wi l l  be  replaced by  

dx-

In theory, given full information about r i{x , t )  and ^{x , t ) ,  one should be able to use Equa­

tion 4.9 to determine C{x). Even when the quadratic terms in Equation 4.9b are ignored, this 

task is clearly unattractive as the expansion for the DNO, as seen in earlier chapters, is quite 

involved. To simplify, keeping only terms of up to 0{e), the system comprised of Equation 4.9a 

and Equation 4.9b becomes: 

dd = -gv, dtv^G{0,c) l  (4.10) 
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To make the notation less cumbersome, the tildes will be dropped. Taking a time derivative on 

th e  s e c o n d  e q u a t i o n  a n d  s u b s t i t u t i n g  t h e  f i r s t  i n t o  t h e  s e c o n d  r e s u l t s  i n  a  s i n g l e  e q u a t i o n  f o r  r] ,  

which forms the basis of the proposed inverse method. 

Notice that while the surface quantities have been linearized, at this point the DNO retains 

its full nonlinear dependance on C- Also, while the DNO has, up to this point, acted solely on the 

Dirichlet data it is now viewed formally as an operator that acts on the surface deformation 

rj. Equation 4.11 expresses the inverse problem, which is: given surface measurements of r), find 

(. The difficulty in this problem lies in the fact that the DNO depends on in a truly nonhnear 

way. 

4.2 A Partial Expansion of the DNO—Operator Expansion 

In the previous chapter, the DNO was expanded into a double perturbation series, where 

the geometry of our system was viewed as a perturbation of the system with flat bottom and 

top boundaries. In a slight change in theme, we see from Equation 4.11 that we may few the top 

deformation as negligible. When r?(x) = 0 and C(3;) is arbitrary, the solution to Equation 2.8 is 

given by 

dtV = ~9G{0,C)r] ,  (4.11) 

^(x)+sinh(yD)(L(C)OW (4.12) 
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where L{()  is an imphcit operator that acts on .^(x) (see (7) . Then inserting Equation 4.12 

into the definition of the DNO results in 

G(0,C)e = 9,^ly=o = -Dtanh(/iZ?)^ + i?(L(C)O, (4-13) 

and we expand the DNO in terms of the bottom perturbation, ^ = Sb,  alone 

oo 
G(O.C)e= (4.14) 

m—0 

Remark 4.2.1. Note  that  the  Gm(0,  b)  corresponds  to  the  Go,m from the  double  ser ies  expansion 

in  the  previous  chapter .  But  s ince  there  won' t  be  a,  double  sum,  the  ex tra  index  i s  dropped to  

s impl i fy  the  notat ion.  Also ,  as  there  i s  no  q  dependance,  we def ine  Gm(6)  =  Gm(0,6) .  

In light of Equation 4.13 and Equation 4.14, the DNO can now be written as 

oo 
G(C)e = Go(6)C+5](G^(5)0'5" 

CO (4-15) 

= D tanhihD)^  +  ̂  (G™(6)e)5™. 
m=l 

It becomes evident from Equation 4.13 and Equation 4.15, that expanding the DNO is equivalent 

t o  f i n d i n g  a n  e x p a n s i o n  f o r  t h e  o p e r a t o r  L.  I n  o t h e r  w o r d s ,  b y  e x p a n d i n g  L,  

oo 
L{Sb)^=J2Lm{bmS"' (4.16) 

m—1 
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it is easy to see (comparing Equation 4.15 to Equation 4.13) that for m > 0 

Gmm = DL^m- (4.17) 

To demonstrate the "Operator Expansion" approach, it wiU be used to expand L{()  in a 

perturbation series. This method was used in (7) to expand the DNO in a double perturbation 

series (for the case when rj 0). Since there is a solution (Equation 4.12) of the system 

Equation 2.8 when ri{x) = 0, it can be substituted into the Neumann condition on the bottom 

boundary: 

dyip  -  dxfdxC = 0 &ty  = -h  + ({x) ,  

in preparation to expand the operator around y  = —h.  The Neumann condition takes the form 

+ (^C) 
cosh(^D) 

5h{hD) 
+ sinh((C - h)D)L{Q D£,  =  0. (4.18) 

The various hyperbolic trigonometric functions can be expanded in Taylor series which will 

be included here for ease of reference. 

,mh(CD) = cosh(CD) = 

3 = 1 j=0 



49 

For the other functions, the sum/difference formulas for trigonometric functions will be 

applied previous to the expansions; 

cosh(C_D — hD) = cosh(CD) cosh{hD) — sinh((D) sinh(/i-D) 

= g  ^o,h{hD) -  sinHhD) 
3=0 j = l 
even odd 

sinh(C-D — hD) = sinh(CI?) cosh(/iD) — cosh((I>) smh.{hD) 

CO 

^ cosHhD) - smh(hD). 

j=i  j=o 
even 

These expansions can be substituted into Equation 4.18; 

o = E 

odd 

(L»C)~ cosh{hD)D^L{0 + D^{sech{hD)D^ -  smh{hD)D^LiO)  

E 
J = 0  
even 

cosh(hD)D^L{C)  + {DC)^{sech{hD)D^ -  sinh{hD)D^L{C))  (4,19) 

In the spirit of earlier chapters, the bottom boundary is now viewed as a small perturbation 

of the trivial bottom boundary. Letting Ci^) = 5b{x) and inserting Equation 4.16 into Equa-
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tion 4.19, the various Lm{h)  can be identified by collecting terms of the same order of 5.  Then 

for m odd: 

/ m — 1  

Lm{b)  = -sech{hD) ^  
\ i = 2  

even 

— cosh{hD)D^ Lm-j{b)  

1 - 2  

- E  
i = i  
odd 

b> 
^  sinh{hD)D^Lm-j{b)  +  —-sech{hD)D"'  , (4.20) 

m\ 

and for m even: 

/ m — 2  

Lm{b)  = -sech(/i-D)( ^ 

vj=2 
even 

— cos\x{hD)D^ Lrn-j{b)  

m — 1 

-E 
j=l 
odd 

^  smh{hD)D^Ljn^j{b)  |. (4.21) 

From the above formulas, one can calculate the first few terms of the expansion which will 

become quite important in the next section. For instance: 

Li(5) = -sech{hD)bsech{hD)D,  L2(6) = sech{hD)bsmh{hD)DLi{b) .  (4.22) 

From Equation 4.22, we see that the calculation of Go,] = Gi from the "Field Expansions" 

section is confirmed, and G02 = G2 is also calculated for good measure: 

Gi(6) = -Z)sech(/tD)teech(/ii?)D, G2{b)  = Dsech{hD)bsinh{hD)Gi{b) .  (4.23) 
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As is evident from the above formulas, the pseudo-differential operator Dsech{hD) makes re­

peated occurences in the DNO's expansion, so let D = Dsedi{hD). Note that now G2 takes on 

the quite simple form: 

G2 = -DbGobD] (4.24) 

the convenience of this compact form becomes evident when second and higher order methods 

based on factoring are discussed. 

4.3 Craig's First Order Formula 

Now that the DNO is partially expanded, a first order inverse method by Craig (6) can be 

devised. Returning to the general inverse method, 

dh = -gGiOv, (4.25) 

one last assumption is made-the assumption that the wave forms are standing waves, i.e. 

'r]{x,t) = ?7(x)e®'^' with frequency u) and envelope 'rj{x). When this expression is substituted into 

Equation 4.25 and simplified, the expression becomes a basic eigenvalue problem: 

^2 00 

—fj{x)  = G{(yr i{x)  =  D ta ,nh{hD)f]{x)  +  ' '^Gm(,b) f i{x)6"^  (4.26) 

^ m=l 

Now truncating the expansion of the DNO at a first order equation is constructed: 

~f]{x)  = [Goib)  +  Gi{b)] f]{x) .  (4.27) 
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Substituting the formulas for Go and Gi into the above equation, and putting the term with 

(a:) to one side, and all other terms to the other side results in: 

Db{x)Df]{x)  =(Go-j]  ri{x) .  (4.28) 

This expression can be formally solved for b{x) ,  which then gives the formula of Craig (6) 

^ [sinh(/iD) ^ (u^ /g)D-^  coshjhD)]  f]{x)  

Df]{x)  

This expression, however, creates multiple problems. In the numerator, cosh(/iZ)) is 

an operator that amplifies large wave numbers. In the denominator, whenever Dfj{x) = 0 the 

expression is undefined. Backing up a step to see how to circumvent these problems, both sides 

of Equation 4.28 are multiplied by D~^ = cosh(/iD), to give 

b{x)[Df i{x) ' \  =  [sinh(/iD) — (4.30) 

We now define the following functions: 

l ^^ \x)  = Dfj{x) ,  r^° \x)  = \^8in] i{hD) -  {u^/g)D-^  f]{x) .  (4.31) 

This results in the very simple equation b{x) lS^ \x)  =  r^^ \x) .  Recall that one of the problems 

with Equation 4.29 is that it might be undefined at certain values of x where the denominator 

is zero. It certainly would be agreeable to the situation if the bottom b{x) is assumed to 

be continuous. If differentiability is assumed in addition to the continuity of l^^\x),b{x) and 



a derivative can be taken on b(x)l^'^\x) = r'-°)(a;), which defines an operator that 

d e p e n d s  o n  a n d  a c t s  o n  h{x) .  

Aib{x)  =  0a;r(°)(x) (4.32) 

where Ai = dxl'^^\x) + l'^^^{x)dx. Not surprisingly this operator is singular, but using a singular-

value decomposition spectral cut-off method (see Appendix A), a pseudo-inverse can be found 

to get an approximate solution to b{x). The second problem of higher wave numbers being am­

plified through the operator D~^ cosh{hD) can be resolved using one of many filtering schemes. 

In the numerical testing of this and higher order methods, we utilize a low-pass filter which 

leaves low wavenumbers alone while setting high wavenumbers to zero. 

4.4 A Few Second Order Algorithms 

Several second order algorithms can arise from Equation 4.11. It is here that the highly 

nonlinear nature of the DNO really starts to create some problems. Unlike in the Craig formula, 

b{x) can not be easily identified in higher order methods. To get around this problem, an 

iterative approach must be taken, which uses the Craig formula as an initial seed value for the 

algorithm. While there is the obvious second order method of adding G2{b) to the right side 

of Equation 4.27 and using a Picard iteration, there are multiple ways to factor the operator 

Gi -|- G2 which lead to slightly different recursive equations, some of which result in formulas 

with better behaved operators. 
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4.4.1 Picard Iteration 

A natural attempt for a second order algorithm would be to add the second order term to 

the right hand side of Equation 4.27 

= g [Go(6) + Gi{b)  + 62(6)] r i{x) .  (4.33) 

The terms can be rearranged so that the equation is in a similar form to Equation 4.28 

Db{x)Df j{x)  =  (^Go -  f]{x)  +  G2[h) f]{x) .  (4.34) 

Craig's formula Equation 4.29 is used to find bo{x) ,  and the following iteration is set up: 

D b j { x ) D f j { x )  ^  ( ^ G o f j i x )  +  G 2 { b j - i ) f ] ( x ) .  (4.35) 

This iteration is then solved using the same methods developed for Craig's formula. That 

is, it is simplified first by multiplying both sides by resulting in 

bjDf]  =  (^s inh{hD) - fy - bj- iGobj^ iDf j .  (4.36) 

The equation now has a similar form to that seen in Equation 4.30. Indeed Equation 4.36 

takes the form 

bj{x)l''°\x) = rf-^x), (4.37) 



where rQ^^(x)  = and for j  ^  0, 

r f \x)  = [^smh(/iD) - f?(x) - bj - i{x)Go{bj - i ) f j {x) .  (4.38) 

So at j  = 0, Equation 4.37 is Craig's formula which gives bo-  Once bo is found, the successive 

bj's can be found using the same spectral cut-off/filtering method used in Craig's formula. This 

second order Picard method will be referred to as "2P". 

4.4.2 Second Order Methods Derived From Factoring 

There are two other second order algorithms based on Equation 4.11 that will be discussed. 

T h e s e  t w o  o t h e r  m e t h o d s  a r e  b a s e d  o n  f a c t o r i n g  Gi +  G2- H o w  t h i s  f a c t o r i n g  h e l p s  f i n d  b{x)  

becomes more obvious when Equation 4.33 is slightly rearranged into 

[Gi(6) + G2{b)]  f j {x)  =  (Go - (w^/s)) V{x)- (4.39) 

The left hand side of Equation 4.39 can be factored to the right and to the left: 

Glib)  + G2{b)  =  -Db{x)D -  Db{x)Gob{x)D 
(4.40) 

= —D [b{x)  +  b{x)G(ib{x)]  D.  

At this point, a choice can be made in how to further factor Gi + G2. This choice leads to 

what will be denoted the "Second Order, Right Factorization" [b+ bGob] = [/ + bGo]b, and the 

"Second Order, Left Factorization" [b + bGob] = b[I + Gob], which will be referred to as "2R" 

and "2L" respectively. 
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Factoring b{x)  to the right in order to derive 2R results in the recursion 

bj{x) l^^ \x)=rf \x) ,  (4.41) 

where Tq^^x) = and for J 7^ 0 

r^ ix)  = [I  +  bj^ i (x)Go] '^  (4.42) 

Factoring b(x)  to the left in order to derive 2L results in the recursion 

bj{x)l^^\x) = r^^^x), 

where 1^q \x) = l^^^x), and for j  ̂  0 

zW(x) = [/ + Go6, _ i (.x)]/(o)(x-). 

4.5 Higher Order Methods 

Of course, higher order methods can be developed in the same spirit as the second order 

methods. Naturally, an order Picard method can be set up. Also, the existence of the 

second order methods derived from factoring Gi + G2, suggests that a similar factoring might 

be possible for Gi + G2 4- • • • + Gm- Indeed, it is possible to factor the DNO in a similar fashion 

as 2L, but it is not possible to factor in the same way as 2R. The reason for not being able to 

"factor to the right" has to do with the "extra" term ^sech(/iD)£>™ in Lm with m odd. 

(4.43) 

(4.44) 
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The higher order methods are easier to develop if a factored form of the DNO expansion is 

used. Noting again that Gm = DLm, it is evident from Equation 4.20 and Equation 4.21 that 

Db{x) is on the left of every term in the expansion of G™, and also, through simple inductive 

reasoning, that D is on the right of every term in Gj„. Therefore, it is possible to write each 

term of the DNO expansion Gm {m > 1) in the form 

Grnib) = DbGmib)D. (4.45) 

Using this form for the DNO and the fact that Gm = DLm in Equation 4.20 and Equation 4.21 

results in, for m odd, 

Gm(6) = E 

j=l 
odd 

rp  ta i i \i{hD)D^b{x )Gm~j{b)  

r n  —  l  

E 
J=2 
even 

^D^bix)Gm-j ib)  
n! 

+ (4.46a) 

and for m even, 

m  —  l  

Grnib)  =  
J=1 
odd 

• ta .nh{hD)D^bGm-j{b)  

m - 2  

E 
i = 2  
even 

^D^b{x)Gm-j{b)  (4.46b) 

It is also interesting to note that there is now an absence of the ill-conditioned operators 

cosh(/iD) and sinh(/iD). 
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4.5.1 picard 

Of course, an order Picard iteration can also be set up. Extending the idea from 

Equation 4.35, 

/ 2 \ 

Dbj{x)Df j{x)  = ( Go -  — ] f j {x)  -  Dbj- i{x)Y^Gm{bj- i )Df j{x) .  (4.47) 

^ ^ ^ m=2 

After applying D~^ to both sides, we set up the recursion: 

6,(x)/(")(xO=rf'(x-), (4.48) 

where rjf^x)  = r^^^(x) ,  and for j  ^  0, 

M 

r f  \x )  = r^^ \x)  -  Dbj^ i{x) '^Gm{bj- i )Df]{x) .  (4.49) 

7 n=2 

This method will be referred to as "MP". 

4.5.2 Order Left Factorization 

From the factorization Equation 4.46 an order method can be developed which will be 

referred to as "ML". First, an order generalization of Equation 4.39 is made. 

M 

J2Gm{b)fi{x) = (Go - (t^V^)) v(x)- (4-50) 

m=l 
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From Equation 4.45, the left-hand side of the above equation can be written as 

Db{x)  

M 

Y.^ra{b)  
_ m = l  

Dr]{x)  = (Go -  (wVs))  (4.51) 

After multiplying both sides of the above equation hy D we see the familiar recursion 

bj{x) l f \x )  = r(°) (x) .  (4.52) 

where l l ^ \x)  = and for j  ^  0 

M 

i f H x )  =  5 ; ] G™(6,_i)Z(° ) (x) .  (4.53) 

m=l 

As in the second order methods. Once bo is identified using Craig's formula, the successive 6j's 

are found using the spectral cut-off/filtering methods used in Craig's formula. 



CHAPTER 5 

NUMERICAL RESULTS 

As the inverse methods proposed in the previous chapter are highly ill-conditioned, nu­

merical validation of these methods is necessary not only to confirm their validity, but also to 

explore what types of bottom contours can be recovered. This chapter will detail the numerical 

tests that the various methods will undergo. The general method for testing involves inputting 

a given bottom contour into the forward problem Equation 4.26 to find a wave/frequency pair 

(^, w), and then use this data in the algorithms to reconstruct the original input. 

5.1 Method for Numerical Testing 

To test our results, we chose various representative bottom contours, solved the forward 

eigenvalue problem Y^Gm{b)ri{x) = (uP'/g)rj{x) (from this point forward g = 1), and then chose 

one of the resulting eigenfunctions, eigenvalue pairs (?7, w) of lower frequency oj to represent a 

wave we would expect to find in the physical world. We then took that eigenfunction, and used 

it as the initial data for the inverse methods. The two representative contour families that will 

be tested tested are of the form 

Ci(x) = asech(tix). 0 < a < h / 2 ,  • 5 < b < 8  and .25 </i < .85 (5.1a) 
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(2(2:) = a[tanh(6(.T + c)) — tanh(6(x — c))], 

0 < a </i/4, -5 < 6 < 8, 7r/4 < c < 47r/5 and .25 << .85. (5.1b) 

The purpose for these choices is so that might represent a typical single deviation of the 

bottom, like a Gaussian, and (2 might represent a typical small symmetrical sandbar. 

The methods that will be tested are all of the second order methods (2P, 2L and 2R), 

together with the fifth order Picard method "5P", and the fifth order, left factored method 

"5L". The testing will be divided up into six groups. The first group will show that the method 

does, in fact, work. Figures from these test will show the rate of convergence as a method 

and convergence to the original input. The second group will give two representative examples 

comparing the first (Craig's formula), second and fifth order approximations against the original 

bottom contour. The third and fourth groups graph the errors of the second and fifth order 

approximations respectively as the parameters from each family of functions and are 

varied. The fifth group will show how well the methods perform when noise is added to the 

input of the inverse methods. The noise will be added to rj as well as to the frequency u). The 

sixth group will show some approximations to a few other representative bottom contours in 

order to test the proposed algorithms in other situations that might be of interest. The error 

in each graph represents the L°° error. 

Remark 5.1.1. These  parameter  values  wi l l  be  used throughout  the  numerical  tes t ing .  The  

only  except ion i s  when indiv idual  parameters  are  var ied .  The  other  parameters  wi l l  be  he ld  

constant  a t  the  above  values .  



62 

5.2 Convergence 

Figure la, Figure 2a and Figure 3a display the convergence properties of the various methods 

for while Figure lb. Figure 2b and Figure 3b display the convergence properties of the 

various methods for Figure la and Figure lb show the rate of convergence of each method 

as the method converges to itself. Figure 2a and Figure 2b show the error (compared to the 

exact solution) of the method versus the iteration number. Lastly, Figure 3a and Figure 3b 

detail the error of each method as the number of grid points is varied. As the domain in 

question is periodic, the implementation of these methods makes use of the efficient fast Fourier 

transform, and as such the values chosen for were restricted to 8, 16, 32, 64 and 96. While 

8, 16, 32 and 64 would be typical choices to use with the fast Fourier transform, 96 (not 128) is 

the next and last'value tested as a means of displaying one common aspect of inverse problems. 

As the number of gridpoints increases, the accuracy increases but the stability decreases (5). 

This means that there is some optimum choice for The error generally decreases as is 

increased to 64, but several methods fail to converge at Nx = 128, therefore, Nx = 96 was the 

last value tested. 

5.3 Representative Results 

The next figures Figure 4 and Figure 5, will graphically compare the outputs of the methods 

(including Craig's formula) for and with the given parameters in Remark 5.1.1. There 

are a few things of note in these representative results. Not surprisingly, the methods of the 

same order perform comparably. In Figure 4a and Figure 5a, it is easy to distinguish Craig's 

formula from the second and fifth order algorithms, however the second order methods are not 
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easily distinguishable from the fifth order methods. The differences between all of the methods 

are most profound at the crest of the deformation. Therefore, to see the difference between the 

second and fifth order methods, in Figure 4b and Figure 5b we zoom in around the crests to 

show the differences between the second order and fifth order methods. 

For both bottom profiles, the first order approximation (Craig's formula) reasonably recon­

structs the general shape of the input data, but over-exaggerates the amplitude of the bottom 

deformation. The second order approximations improve on the accuracy of the magnitude of 

the amplitude, and the fifth order methods improve the accuracy even more. Both of these 

examples are meant to be representative as to how well the algorithms can work, and while the 

set parameters are all of moderate value, they by no means represent the smallest error that 

the algorithms produce for the families of functions ("i and ("2-

5.4 Variation of Parameters in Ci(^) 

The various bottom topographies defined by the family of functions have three param­

eters; a defines the amplitude of the Gaussian bump, b defines the slope of the sides of the 

bump, and h is the reference depth. The. following figures will show how well the various meth­

ods perform while these parameters are varied. While each individual parameter is varied the 

others will be held constant at their previous values (see Remark 5.1.f). Figure 6a, Figure 6b 

a n d  F i g u r e  6 c  p r o f i l e  t h e  e r r o r s  o f  t h e  v a r i o u s  m e t h o d s  w h i l e  v a r y i n g  t h e  p a r a m e t e r s  a ,  b  a n d  h  

respectively. 

We notice in Figure 6a that the errors of all the methods while varying a  increase nearly 

linearly (on the log plot) and then shoot upward and vary wildly when the value of a becomes 
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too great for the individual methods, with the lone exception of 2R. At this point it might be 

interesting to note that 2R, while not as accurate as the fifth order methods, converges quite a 

bit faster than any of the other second order or higher methods, and it seems to have a wider 

range of applicability. Again, in what will become a recurring theme, different methods of the 

same order, perform virtually identically within their respective range of applicability. Picard 

iteration, however, typically has a smaller range of applicability than the factored methods, 

and while 2R has a much larger range of applicability. 

Figure 6b shows a very interesting characteristic in the fifth order methods for the parameter 

b. It appears that there is some sort of "best case steepness" in which the fifth order methods 

perform almost an entire order of magnitude better than the second order methods. Outside 

of this range (6 > 5), all of the higher order methods are comparable in accuracy. 

In Figure 6c, it can be seen that when h is varied, again the same order methods perform 

comparably. For each method there is some maximum depth h where the method can no longer 

be applied. This is the only apparent difference between methods of comparable order. The left 

factored methods outperform the equivalent methods of similar order. It is interesting to note 

that the Picard iterations have the same blow up value for h, and the 2R slightly outperforms 

the second order Picard method. 

5.5 Variation of Parameters in (2{x) 

In Figure 7a-Figure 7d the parameters a,b,c, and h in the family of functions ^2 are var-

ried. For a, b and h, the plot of the errors are, not surprisingly, quantitatively similar to the 

corresponding graphs for One major difference between varying a in as opposed to 
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should be pointed out. Since adds two hyperbolic tangent functions together, it will 

have an amplitude of almost twice the value of a specified. For example, if a is given the value 

.025 for C(2), •will have an amplitude of .05. 

One observation of note for the parameter a is that the range where the fifth order methods 

outperform the second order methods is much smaller than the range of a for even when 

the fact that a given value of a for is twice that of the corresponding value for a in 

Also, the method 5P simply fails to converge when a is larger than the quite moderate value 
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of .03. The 5L method losses its superiority over the second order methods at the same value 

of a where 5P fails, but it still does converge to something. Continuing a theme seen in earlier 

pictures, the 2R method outperforms the other second order methods by far in terms of range 

of applicability. Along these lines, 2L also outperforms 2P. 

Figure 7b yields nearly identical properties to Figure 6b as far as how the different methods 

compare when b is varied. One interesting point is that as 6 ^ CXD, the sandbar is transformed 

into a flat "table top" type figure. If Figure 7b was extended further, it would appear that 

the errors do level out. This implies that the various methods might be able to reasonably 

reconstruct bottom contours that have points and edges to them. The case of a flat table top 

will be an example used in a later section that will showcase some representative results for 

other curious examples of bottom contours. 

Figure 7c shows some very peculiar results. Not surprisingly, the comparable order methods 

all perform similarly, and perform fairly well. There is not, however, the nice smooth, gradual 

changes in error as seen when other parameters are varied. As c is increased past a certain 

value (approximately 2), the function forms a corner at x = ±7r, so it is not surprising that 

as c increases the error does go up. 

When h is varied, the only qualitative difference between Figure 7d and Figure 6c is that, 

for a very small neighborhood, the second order algorithms actually outperform the fifth order 

algorithms. While the error for the second order algorithms are fairly constant in Figure 6c, in 

Figure 7d the error decreases at first as h increases, and then gradually increases until h is too 

large and the methods become unreliable. 
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5.6 Noise 

Noise will first be added to fj, and then it will be added to co. The noise will be uniform, and 

generated in the following manner. A random number generator is used to generate a vector 

the length of rj (in the case of adding noise to w, the noise will be a scalar) with values ranging 

from zero to one. That vector (scalar) is then scaled so that the values of the noise vector 

fell between 1 — p and 1 + p, where p = {.0001, .001, .01, .1}. The first two figures. Figure 8a 

and Figure 8b detail the error as the noise applied to and is increased from .01% to 

10%. The next two figures. Figure 9a and Figure 9b, detail the error as noise is applied to the 

frequency lo, in a similar manner as it was added to 7/ (but now the noise is just a scalar). 

5.7 Representative Results—Miscellaneous Bottom Contours 

The following few figures are some extra curious examples in attempts to see how far these 

methods can stretch. Included in these (Figure 10a), is the limiting case of the family when 

c ^ CO. Also highlighted is the case of with a sharp crest (Figure 10b), and an antisymmetrical 

example (Figure 10c). 
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CHAPTER 6 

CONCLUSIONS 

6.1 The Expansion of the DNO 

The analyticity of the DNO is a necessary property to justify the expansion of the DNO 

into a double perturbation series. This series allows a straightforward and stable recursive 

method for calculating the DNO. While the Operator Expansions and Field Expansions methods 

might be straightforward and easy to implement, the Transformed Field Expansions yield a 

straightforward, if a bit involved, method for explicitly calculating the DNO that allows for an 

inductive estimation of the terms of the expansion, leading to the analyticity result. 

The explicit nature of the expansions makes possible the inverse methods proposed in this 

thesis. Although Operator Expansions and not Transformed Field Expansions were used in the 

solution to the inverse problem, since so few terms of the expansion were used, the expansion 

has not reached the point where OE or FE methods might diverge. The OE methods form the 

basis of simple methods for the inverse problem of detecting ocean bathymetry from surface 

measurements, which is easy to implement through a Fourier collocation method, extremely 

fast in execution and superior to Craig's method in terms of accuracy. 

6.2 Comparison of Various Methods 

While the result that higher order methods are more accurate is not shocking, it is interesting 

to note that the higher order methods converge slower than lower order methods. While the 

higher order methods can achieve a higher order of accuracy than lower order methods, their 
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range of applicability is typically more limited than methods of lower order. Given the relatively 

high degree of accuracy, faster rate of convergence, and wider range of applicability of lower 

order methods (especially that of the second order) right factored method, they might often 

prove more beneficial in practice than higher order methods. 

, While straightforward and obvious, Picard iteration proves to be an inferior method. It's 

rate of convergence is slower, its range of applicability is smaller, and as it generalizes to higher 

order methods breaks down quickly compared to other methods of comparable order. The left 

factored method shows great promise, especially when use of a higher order method is desirable, 

as it is vastly superior to a higher order Picard method, both in range and in convergence. It 

also will allow for more collocation points and a larger reference depth than any of the other 

methods before the methods become unstable. While the second order, right factored method 

does not generalize to higher order methods, it is vastly superior in terms of rate of convergence, 

and is stable for larger magnitudes of deformations than any other method-arguably the most 

important parameter to be detected. 

6.3 Future Directions 

One obvious drawback to the general inverse method proposed is the requirement for stand­

ing waves. The relaxing of this requirement is necessary for the eventual application of this 

method to near shore environments. Before this is done, however, these methods need to be 

tested in three dimensions. Once these issues have been resolved, verifiable laboratory tests 

should be done on the methods that are developed. 
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Appendix A 

SOME NOTES ON SINGULAR-VALUE DECOMPOSITION 

This appendix is intended to give some background theory of the methods used in approx­

imating b{x) in the equations of the forin b{x)l{x) = r{x) seen in Chapter 4. This is a much 

abridged version of Chapter 4 in (5). For a more detailed discussion, see Chapter 4 of (5) or 

Chapter 15 of (17). First a few definitions. 

Definition A.0.1. Let X be a Hilbert Space and let A : X Y be a compact linear operator, 

and let A* :Y ^ X be its adjoint (which is then also compact). The nonnegative square roots of 

the eigenvalues of the nonnegative self adjoint operator A* A : X X are called the singular 

values of A. 

Theorem A.0.1. Let (/i„) denote the sequence of nonzero singular values of the compact linear 

opera,tor A (with A ^ Q) ordered such that 

Ml > M2 > M3 > • • • 

and repeated according to their multiplicity. Then there exist orthonormal sequences {(pn) 

in X and in Y such thai 

A(Pn ~ lJ'n9m ^ 9n ~ 

for all n eN. For each ip e X we have the singular value decomposition 
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 ̂ 4- Q i4> (A.2) 

n=l 

with the orthogonal projection operator Q : X ^ 

A(p = ^IJ,n{ip,ifin)gn- (A.3) 

n=l 

Definition A.0.2. Each system e N, defined in the theorem above is called a 

singular system of A. 

Theorem A.0.2. (Picard) Let A : x ^ Y be a compact linear operator with singular system 

Then 

Aif = f 

is solvable for if and only if f belongs to the orthogonal complement N{A*)^ and satisfies 

OO -

'^^\{l\9n)\'^ < oo. (A.4) 

In this case the solution to Aip = f is given by 

OO  ̂

V = Yl (f^9n)Vn- (A.5) 

n=l^" 

OO 
1 I/ / ^ M2 The restrictions on /, specifically that the series -\\{f,gn)\'^ is bounded , often prevent 

a direct application of Picard's Theorem (which would theoretically give us an exact solution of 

(f). When the series is on the left hand side of Equation A.5 is unbounded, it would seem that 

by truncating the infinite sum, that an approximation to 9? can be made. This concept leads to 

the regularization scheme called spectral cut-off. The reason for this being that //„ approaches 
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0  a s  n  — o o ,  m a k i n g  t h e  e x p r e s s i o n  E q u a t i o n  A . 5 blow up as n ^ CXD. Before this concept is 

stated as a theorem, one last definition needs to be made. 

Definition A.0.3. Let X and Y be normed spaces and let A : X Y be an injective bounded 

linear operator. Then a fa,rn,ily of bounded linear operators Ra : Y X, a > 0, luith the 

property of pointwise convergence 

for all (f e X is called a regularization scheme for the operator A. The parameter a is called 

With that definition, a spectral cut-off scheme can be rigorously stated. 

Theorem A.0.3. Let A be an injective compact linear operator with singular system ^fn, 9n), 

n e N. Then the spectral cut-ofF 

\\m.RaALp = ip (A.6) 

the regularization parameter. 

(A.7) 

is a regularization scheme with regularization parameter m oo and ||i?rn!| = l/um-
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