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SUMMARY

The accurate simulation of linear electromagnetic scattering by diffraction gratings is crucial in several technologies of scientific interest. In this contribution we describe a High–Order Perturbation of Surfaces (HOPS) algorithm built upon a class of Integral Equations due to the analysis of Fokas and collaborators, now widely known as the Unified Transform Method. The unknowns in this formalism are boundary quantities (the electric field and current at the layer interface) which are an order of magnitude fewer than standard volumetric approaches such as Finite Differences and Finite Elements. Our numerical experiments show the efficiency, fidelity, and high–order accuracy of our algorithm.
INTRODUCTION

We first introduce the setting of Fokas Integral equations and our HOPS approach built on these equations to solve scalar Helmholtz equations satisfied by electro-magnetic waves diffracted across a periodic structure. We later build on the framework established for the Helmholtz equation to solve the vector Maxwell equation satisfied by electromagnetic waves diffracted across a periodic structure.

1.1 Volumetric methods

Classical numerical algorithms such as Finite Elements (e.g., (1; 2; 3; 4)) and Finite Differences (e.g., (5; 6; 7)) have been used to simulate these configurations. Volumetric approaches however have prohibitively large number of unknowns for the piecewise homogeneous grating problem we consider here. In addition, for these methods an error is introduced by enforcing an (approximately) “Non–Reflecting Boundary Condition” (e.g., (8) and variants, e.g., (9; 10; 11)) by restricting the unrestricted problem domain at some finite distance from the grating structure.

1.2 Boundary Integral methods

Consequently, methods based upon Integral Equations (IEs) (12) are a better candidate but they face many limitations. For instance, in order to deliver high–order (spectral) accuracy, special quadrature rules must be designed. These rules result in dense, non–symmetric positive definite linear systems when applied to nonlocal IEs. However, these limitations have been reasonably taken care of (by iterative solution procedures accelerated by Fast Multipole Methods (13)) and hence Boundary Integral methods are a compelling
choice (14). But, the following three properties make them non-competitive compared with our new method for the *periodic, parametrized* problems we consider. First, for *periodic* problems the relevant Green function must be periodized. This periodization induces slow convergence, a well-known problem (15). This slow convergence induced can be accelerated (e.g., with Ewald summation). However, these methods necessitate an additional discretization parameter: The number of approximate terms retained in periodized Green function.

Second, for crossed interface, parameterized by height/slope $\varepsilon$, an IE solver must be invoked for every $\varepsilon$. Finally, for each simulation the dense, non-symmetric positive definite matrices must be inverted.

### 1.3 New alternative

Our new method is a “High-Order Perturbation of Surfaces” (HOPS) method, more specifically a Fokas Integral Equation (FIE) formulation appropriately generalized to the fully three-dimensional vector Maxwell equations (16; 17). These formulations have their beginnings to the low-order calculations of Rayleigh (18) and Rice (19). Their high-order version has been developed into the Method of Field Expansions (FE) by Bruno & Reitich (20; 21; 22), Nicholls and Reitich (23; 24; 25), and Nicholls and Malcolm (26; 27). A closely related algorithm, the Method of Operator Expansions, was developed in parallel by Milder and collaborators (28; 29; 30; 31; 32; 33; 34).

These formulations not only have the advantages of classical Integral Equations formulations (e.g., exact enforcement of far-field conditions and surface formulation) but also avoid the shortcomings listed above. First, quasiperiodicity of solutions is manifested itself and does not need to be further approximated as HOPS schemes utilize eigenfunctions of the Laplacian (suitable complex exponentials) on a *periodic* domain.
Second, once the Taylor coefficients are calculated for the scattering fields, a simple summation for any given boundary parameter $\varepsilon$ will recover the returns instead of starting a new simulation) as these methods are built upon expansion in $\varepsilon$.

Finally, we need to only invert a single, sparse operator (flat–interface approximation operator) for every perturbation order.

As shown in (16; 17) for solving the Helmholtz equation the approach of Fokas (35) and collaborators (see, e.g., (36; 37; 38)) allows one to state simple integral relations for Dirichlet and Neumann data of elliptic boundary value problems which do not involve the fundamental solution. Instead they feature quite smooth kernels related to solutions of the relevant Helmholtz problem meaning that simple quadrature rules (e.g., Nyström’s Method (12)) can be brought to bear on the problem. The Fokas approach (known as the “Unified Transform Method”) does lead to dense, poorly conditioned linear systems to be inverted, but it was shown in (17) how this can be significantly ameliorated with a HOPS methodology. In particular, as we shall see, one trades a single dense and ill–conditioned matrix inversion for a sequence (one for each perturbation order retained) of fast, well–conditioned linear solves around the base (flat–interface) geometry. This matrix is of convolution–type which enables rapid solution by the FFT algorithm. Additionally, we find that, for many configurations of interest, a few perturbation orders are sufficient for a solution of high fidelity, resulting in an algorithm of remarkable speed and accuracy.
CHAPTER 2

TWO-DIMENSIONAL SCATTERING: THE HELMHOLTZ EQUATION

We consider the problem of diffraction of electromagnetic waves across a periodic structure. More precisely, we consider two regions, $\Omega^+$ and $\Omega^-$, that are made up of materials with dielectric constants $\varepsilon^+$ and $\varepsilon^-$, respectively or with dielectric constant $\varepsilon^+$ and a perfect conductor respectively. A grating surface $y = f(x)$, where $f$ is a periodic function of period $d$ separate these regions. We assume the permeability of the dielectrics equal to $\mu_0$, the permeability of vacuum.

When the grating is illuminated by a plane wave

$$E^i = Ae^{i\alpha x - i\beta y}e^{-i\omega t}, \quad (2.1a)$$

$$H^i = Be^{i\alpha x - i\beta y}e^{-i\omega t}, \quad (2.1b)$$

If the two regions are filled with a dielectric and a perfect conductor respectively, the total field in $\Omega^+$ is given by

$$E^{up} = E^i + E^{refl}, \quad (2.2a)$$

$$H^{up} = H^i + H^{refl}, \quad (2.2b)$$
where as the field in $\Omega^−$ vanishes. We remove the factor $\exp(-i\omega t)$, and also point that
the incident, reflected, and total fields satisfy the time-harmonic Maxwell equations (39)

\begin{align}
\nabla \times \mathbf{E} &= i\omega \mu_0 \mathbf{H}, \quad \nabla \cdot \mathbf{E} = 0, \\
\nabla \times \mathbf{H} &= i\omega \varepsilon_0 \mathbf{E}, \quad \nabla \cdot \mathbf{H} = 0,
\end{align}

in $\Omega^+$. And, at the interface between two regions the total field satisfies

$$
\mathbf{n} \times \mathbf{E}^{\text{up}} = 0 \quad \text{on} \quad y = f(x),
$$

(2.4)

where $\mathbf{n}$ is the unit vector normal to the interface. If regions $\Omega^+$ and $\Omega^−$ are made up of two dielectrics, the total field in $\Omega^−$ satisfies Eqs. (2.3) and holds the following transmission conditions:

\begin{align}
\nabla \times (\mathbf{E}^{\text{up}} - \mathbf{E}^{\text{down}}) &= 0, \quad \text{on} \quad y = f(x), \\
\nabla \times (\mathbf{H}^{\text{up}} - \mathbf{H}^{\text{down}}) &= 0, \quad \text{on} \quad y = f(x).
\end{align}

(2.5a, 2.5b)

And finally, the periodic grating surface induces quasi-periodic fields: if $v$ is either $\mathbf{E}$ or $\mathbf{H}$, we have

$$
v(x + d, y) = \exp(i\alpha d)v(x, y).
$$

(2.6)
For the above situation the fields $\mathbf{E}$ and $\mathbf{H}$ are independent of $z$ (refer (39)) and Eqs. (2.3) and (2.4) [or Eqs. (2.3) and (2.5)] can be simplified to set of equations for a single unknown. In fact $u(x,y)$ equal to either diffracted $E_z$(Transverse Electric - TE) or diffracted $H_z$(Transverse Magnetic - TM) satisfy the Helmholtz equation

$$\Delta u + (k^\pm)^2 u = 0 \quad \text{in} \quad \Omega^\pm,$$

(2.7)

where $k^\pm = \omega \sqrt{\mu_0 \varepsilon^\pm}$. Succintly, the solution above is an $\alpha$-quasi-periodic function which satisifies the Helmholtz equation and one of the following boundary conditions (39).

1. **TE Mode: Dielectric-Perfect Conductor Interface**

Set $u = E_z^{\text{refl}}$, then the boundary condition is

$$u = -\exp[i\alpha x - i\beta f(x)] \quad \text{on} \quad y = f(x).$$

(2.8)

2. **TM Mode: Dielectric-Perfect Conductor Interface**

Set $u = H_z^{\text{refl}}$, then the boundary condition is

$$\frac{\partial u}{\partial n} = -\frac{\partial}{\partial n} \exp(i\alpha x - i\beta y) \quad \text{on} \quad y = f(x).$$

(2.9)

3. **TE Mode: Interface between two Dielectrics**

Set $u^+ = E_z^{\text{refl}}, u^- = E_z^{\text{refr}}$, then the boundary conditions are

$$u^+ - u^- = -\exp[i\alpha x - i\beta y] \quad y = f(x),$$

(2.10a)

$$\frac{\partial u^+}{\partial n} - \frac{\partial u^-}{\partial n} = -\frac{\partial}{\partial n} \exp(i\alpha x - i\beta y) \quad \text{on} \quad y = f(x).$$

(2.10b)
4. TM Mode: Interface between Two Dielectrics

Set \( u^+ = H^\text{refl}_z, u^- = H^\text{refr}_z \), then the boundary conditions are

\[
\begin{align*}
    u^+ - u^- &= -\exp[i\alpha x - i\beta y] \quad y = f(x), \\
    \frac{\partial u^+}{\partial n} - \frac{1}{\nu^2} \frac{\partial u^-}{\partial n} &= -\frac{\partial}{\partial n} \exp(i\alpha x - i\beta y) \quad \text{on} \quad y = f(x),
\end{align*}
\]

where \( \nu^2 = \varepsilon - \varepsilon = (k^2 - k^2)^2 \).

2.1 Rayleigh Expansion, Radiation Conditions, and Energy Balance

Let's incorporate boundary conditions at infinity to Eq. (2.7) to determine the solution \( u \). The solution should consist of outgoing waves and must be bounded at infinity.

Let

\[
    \begin{align*}
        K &= \frac{2\pi}{d}, \\
        \alpha_n &= \alpha + nK, \\
        \alpha_n^2 + (\beta_n^\pm)^2 &= (k^\pm)^2,
    \end{align*}
\]

where \( \beta_n^\pm \) is determined by \( \Im \beta_n^\pm > 0 \) or \( \beta_n^\pm \geq 0 \). Assume

\[
    k^+ \neq \pm(\alpha + nK), \quad k^- \neq \pm(\alpha + nK)
\]

where \( n \) is any integer. The case \( k^\pm = \pm(\alpha + nK) \) for any \( n \) are known as Woods anomalies. (Refs. 18 and 19.). This phenomenon is not discussed here, and (2.13) will be assumed to hold.

Under this assumption, in the region \( \Omega^+ \), for \( y > y_M = |f|_\infty \), any \( \alpha \)-quasi-periodic solution to the Helmholtz equation is given by the Rayleigh expansion
\[ u^+ = \sum_{n=-\infty}^{\infty} A_n^+ \exp(i\alpha_n x - i\beta_n^+ y) + \sum_{n=-\infty}^{\infty} B_n^+ \exp(i\alpha_n x + i\beta_n^+ y). \]  

(2.14)

Similarly, in \( \Omega^- \), for \( y < y_m = |f|_\infty \), any solution \( u^- \) to the Helmholtz equation is given by

\[ u^- = \sum_{n=-\infty}^{\infty} A_n^- \exp(i\alpha_n x - i\beta_n^- y) + \sum_{n=-\infty}^{\infty} B_n^- \exp(i\alpha_n x + i\beta_n^- y). \]  

(2.15)

Also solution \( u \) of Eq. (2.7) in \( \Omega^\pm \) satisfies the radiation condition at infinity if

\[ A_n^+ = 0, \quad B_n^- = 0 \quad \text{for all } n. \]  

(2.16)

Finally, to test the convergence for the numerical solution of diffraction problems, we would use the relation between the Rayleigh coefficients of \( u \) given by the principle of conservation of energy (39). For example, if \( \Omega^- \) is made up with a perfect conductor and if \( k^+ \) is real, this energy criterion is given by

\[ \sum_{n \in U^+} \beta_n^+ |B_n^+|^2 = \beta_o^+, \]  

(2.17)

where \( U^+ \equiv \{ n : \beta_n^+ > 0 \} \).

(2.18)

Equivalently

\[ \sum_{n \in U^+} e_n = 1, \]  

(2.19)

where \( e_n = \beta_n^+ |B_n^+|^2 / \beta_o^+ \). The coefficient \( e_n \) is called the nth-order efficiency.
2.2 Theory

When the grating is shaped by \( y = f(x) = \varepsilon g(x) \) and \( g \) is smooth \((C^2, C^{1+\delta}, \text{Lipschitz})\) the field \( u = u(x, y, \varepsilon) \) is analytic with respect to the parameter \( \varepsilon \). Under the assumption \( f(x) \) is analytic, the following results have been established (40).

1. Given a profile \( y = \varepsilon_o f(x) \), for some \( \varepsilon_o \in \mathbb{R} \) and \( y_o \) above (or below) the profile, \( u = u(x, y, \varepsilon) \) is an analytic function of \( x, y, \) and \( \varepsilon \) for \( y \) sufficiently close to \( y_o \) and \( \varepsilon \) sufficiently close to \( \varepsilon_o \).

2. The functions

\[
\begin{align*}
u^\pm(x, \varepsilon f(x), \varepsilon), & \quad (2.20a) \\
\frac{\partial u^\pm}{\partial n_{f(x)}}(x, \varepsilon f(x), \varepsilon) & \quad (2.20b)
\end{align*}
\]

are analytic with respect to \( x \) and \( \varepsilon \).

3. For an \( \varepsilon_o \in \mathbb{R} \), the functions \( u^\pm \) are analytic with respect to \( \varepsilon, x \) and \( y \) for \( \varepsilon \) close to \( \varepsilon_o \) and \( y \) close to the interface \( y = \varepsilon_o f(x) \). This property implies that functions \( u^\pm \) can be analytically extended across the interface.

It follows from 1 and 3, that \( u^\pm \) can be expanded in power series of \( \varepsilon \),

\[
u^\pm(x, y, \varepsilon) = \sum_{n=0}^{\infty} u^\pm_n(x, y) \varepsilon^n, \quad (2.21)\]

and converge for small \( \varepsilon \). The functions \( u^\pm \) also satisfy Helmholtz equations.

From 2 and 3, differentiation of solutions with respect to \( \varepsilon \) and use of the chain rule are permissible.
\[
\begin{align*}
    u^+ - u^- &= -\exp[i\alpha x - i\beta \varepsilon f(x)] \quad \text{on} \quad y = \varepsilon f(x), \quad (2.22a) \\
    \frac{\partial u^+}{\partial n_e} - \nu_o + \frac{\partial u^-}{\partial n_e} &= -\frac{\partial}{\partial n_e} \exp(i\alpha x - i\beta \varepsilon f(x)) \quad \text{on} \quad y = \varepsilon f(x), \quad (2.22b)
\end{align*}
\]

2.3 Fokas Integral Equations

The Dirichlet-Neumann operator (DNO) in our approach comes from the procedure of Fokas which, in our context, particularly follows from the following identity.

**Lemma 2.1.** If we define

\[
Z^{(k)} := \partial_y \phi (\Delta \psi + k^2 \psi) + (\Delta \phi + k^2 \phi) \partial_y \psi
\]

then

\[
Z^{(k)} := \text{div}_x [F^{(x)}] + \partial_y [F^{(x)} + F^{(k)}],
\]

where

\[
F^{(x)} := \partial_y \phi (\nabla_x \psi) + \nabla_x \phi (\partial_y \psi),
\]

\[
F^{(y)} := \partial_y \phi (\partial_y \psi) - \nabla_x \phi \cdot (\nabla_x \psi),
\]

\[
F^{(k)} := k^2 \phi \psi.
\]

Defining the periodic domain

\[
\Omega = \Omega([\bar{l} + l(x), \bar{u} + u(x)] := \{0 < x < d\} \times \{\bar{l} + l(x) < y < \bar{u} + u(x)\}, \quad (2.23a)
\]

\[
l(x + d) = l(x), \quad u(x + d) = u(x), \quad (2.23b)
\]

provided that \(\phi\) and \(\psi\) solve the Helmholtz equations

\[
\Delta \phi + k^2 \phi = 0, \quad \Delta \psi + k^2 \psi = 0, \quad (2.24)
\]
then \( Z^{[k]} = 0 \). A (trivial) consequence of the divergence theorem gives us the following lemma.

**Lemma 2.2.** Suppose that \( G(x,y) \), defined on \( \Omega \), is \( d \)-periodic in the \( x \) variable, \( G(x+d,y) = G(x,y) \), where

\[
    G(x,y) = \begin{pmatrix} G(x,y) & G(y)(x,y) \end{pmatrix}^T,
\]

then

\[
    \int_{\Omega} \text{div}(G) dV = \int_{0}^{d} \left[ G(x,y) \cdot (\nabla_x l) - G(y)(x,y) \right]_{y=I+I(x)} dx
\]

\[
    + \int_{0}^{d} \left[ -G(x,y) \cdot (\nabla_x u) + G(y)(x,y) \right]_{y=\bar{u}+u(x)} dx.
\]

If \( \phi \) is \( \alpha \)-quasiperiodic and \( \psi \) is \( (-\alpha) \)-quasiperiodic, i.e.,

\[
    \phi(x+d,y) = e^{i\alpha d} \phi(x,y), \quad \psi(x+d,y) = e^{-i\alpha d} \psi(x,y),
\]

then the Lemma 2.2 tells us, with \( G = (F^x, F^y + F^{[k]})^T \),

\[
    0 = \int_{\Omega} Z^{[k]} dV = \int_{\partial \Omega} \text{div}(G) dV
\]

\[
    = \int_{0}^{d} \left( F^x \cdot \nabla_x l - F^y - F^{[k]} \right)_{y=I+I(x)} dx
\]

\[
    + \int_{0}^{d} \left( F^x \cdot (-\nabla_x u) + F^y + F^{[k]} \right)_{y=\bar{u}+u(x)} dx,
\]

since, here, \( F^x \), \( F^y \), and \( F^{[k]} \) are periodic. More specifically,
\[
0 = \int_0^d \left[ \partial_y \psi (\nabla_x \psi \cdot \nabla_x l) + 2 \nabla_x \phi \cdot (\Delta \psi \nabla_x l) - \Delta \phi \partial \psi \right] + \nabla_x \phi \cdot (\nabla_x \psi) - k^2 \phi \psi \, dx \bigg|_{y=\bar{y}+l(x)} \] 
\hspace{1cm} (2.29)
\[
\int_0^d (\partial_y \psi)_{y=\bar{u}+u(x)} L \, dx + (\partial_y \psi)_{y=\bar{l}+l(x)} L \, dx \\
= \int_0^d (\nabla_x \psi)_{y=\bar{u}+u(x)} \cdot \nabla_x \xi \, dx - \int_0^d (\nabla_x \psi)_{y=\bar{l}+l(x)} \cdot \nabla_x \xi \, dx \\
- \int_0^d k^2(\psi)_{y=\bar{u}+u(x)} \xi \, dx + \int_0^d k^2(\psi)_{y=\bar{l}+l(x)} \xi \, dx. \tag{2.33}
\]

2.4 The Top Layer

For this problem we consider upward propagating, \(\alpha\)-quasiperiodic solutions of

\[
\Delta \phi + k^2 \phi = 0, \quad \bar{l} + l(x) < y < \bar{u} \\
\phi = \xi, \quad y = \bar{l} + l(x).
\]

To begin, we note that the Rayleigh expansion (39) gives, for \(y > \bar{u}\), that upward propagating \(\alpha\)-quasiperiodic solutions of the Helmholtz equation can be written as

\[
\phi(x, y) = \sum_{q=-\infty}^{\infty} \hat{\zeta}_p e^{i\alpha_p \cdot x + i\beta_p (y-\bar{u})}, \quad p = (p_1, p_2), \quad p_1, p_2 \in \mathbb{Z}, \tag{2.34}
\]

where

\[
\alpha_p := \begin{pmatrix} \alpha_1 + 2\pi p_1/d_1 \\ \alpha_2 + 2\pi p_2/d_2 \end{pmatrix} \quad \beta_p := \begin{cases} \sqrt{|k|^2 - |\alpha_p|^2} & p \in \mathcal{U} \\ i\sqrt{|\alpha_p|^2 - (k)^2} & p \notin \mathcal{U} \end{cases}, \tag{2.35}
\]

and the set of propagating modes is specified by

\[
\mathcal{U} := \{p | |\alpha_p|^2 < k^2\}.
\]

Evaluating \(\phi\) above at \(y = \bar{u}\) delivers the (generalized) Fourier series of \(\zeta(x)\),

\[
\zeta(x) = \sum_{p_1=-\infty}^{\infty} \sum_{p_2=-\infty}^{\infty} \hat{\zeta}_p e^{i\alpha_p \cdot x},
\]

so that we can compute the DNO at \(y = \bar{u}\) as
\[ U = \partial_y \phi(x, \bar{u}) = \sum_{p_1 = -\infty}^{\infty} \sum_{p_2 = -\infty}^{\infty} (i \beta_p) \hat{\zeta}_p e^{i \alpha_p \cdot x} =: (i \beta_D) \zeta. \quad (2.36) \]

Proceeding, we consider an \((-\alpha)\)-quasiperiodic “test function”
\[ \psi(x, y) = e^{-i \alpha_p \cdot x + im_p (y - \bar{l})} \]
with \(m_p\) to be determined so that the difference between the first and the sum of the third and fifth terms in (2.2) are zero. For this we consider the quantity
\[ R(x) := (\partial_y \psi)_{y=\bar{u}} U - (\nabla_x \psi)_{y=\bar{u}} \cdot \nabla_x \zeta + k^2 (\psi)_{y=\bar{u}} \zeta, \]
and define
\[ E_p := \exp(im_p (\bar{u} - \bar{l})). \]
It can be easily shown that
\[ R(x) = (im_p)e^{-i \alpha_p \cdot x} E_p (i \beta_D) \zeta - (-i \alpha_p)e^{-i \alpha_p \cdot x} E_p \cdot \nabla_x \zeta + k^2 e^{-i \alpha_p \cdot x} E_p \zeta \]
\[ = \sum_{q=-\infty}^{\infty} \left\{ (im_p)(i \beta_q) - (-i \alpha_p) \cdot (i \alpha_p) + k^2 \right\} E_p \hat{\zeta}_q e^{-i(\alpha_p - \alpha_q) \cdot x}. \quad (2.37) \]
Integrating \(R\) over the period cell, the only non-zero term features \(p = q\) so that
\[ \int_0^d R(x) \, dx = |d|((im_p)(i \beta_p) - (-i \alpha_p) \cdot (i \alpha_p) + k^2) E_p \hat{\zeta}_p. \]
Choosing \(m_p = \beta_p\), so that
\[ \psi(x, y) = e^{-i \alpha_p \cdot x + i \beta_p (y - \bar{l})}, \]
a ”conjugated solution,” we get \(\int_0^d R \, dx = 0\) since
\[ \alpha_p \cdot \alpha_p + \beta_p^2 = k^2 \Rightarrow (i \alpha_p) \cdot (i \alpha_p) + (i \beta_p)^2 + k^2 = 0. \quad (2.38) \]
In light of these computations we now have
\begin{equation}
\int_0^d \left( \partial_y \psi \right)_{y=\bar{u}+l(x)} \xi \, dx = -\int_0^d (\nabla_x \psi)_{y=\bar{u}+l(x)} \cdot \nabla_x \xi \, dx + \int_0^d k^2 (\psi)_{y=\bar{u}+l(x)} \xi \, dx,
\end{equation}

and, with \( \psi \) defined above,

\begin{equation}
\int_0^d (i\beta \rho) e^{i\beta \rho x} e^{-i\alpha \rho x} \xi \, dx = -\int_0^d (-i\alpha \rho) e^{i\beta \rho x} e^{-i\alpha \rho x} \cdot \nabla_x \xi \, dx + \int_0^d k^2 e^{i\beta \rho x} e^{-i\alpha \rho x} \xi \, dx.
\end{equation}

### 2.5 The Bottom Layer

In a similar fashion we can consider downward propagating, \( \alpha \)-quasiperiodic solutions of

\begin{align*}
\Delta \phi + k^2 \phi &= 0, \quad \bar{l} < y < \bar{u} + u(x) \\
\phi &= \zeta, \quad y = \bar{u} + u(x),
\end{align*}

and the “test function”

\[ \psi(x, y) = e^{-i\alpha \rho x - i\beta \rho (y-\bar{u})}. \]

With this choice of \( \psi \) the second, fourth, and sixth terms in (2.34) combine to zero and we find

\begin{equation}
\int_0^d \left( \partial_y \psi \right)_{y=\bar{u}+u(x)} \xi \, dx = \int_0^d (\nabla_x \psi)_{y=\bar{u}+u(x)} \cdot \nabla_x \zeta \, dx - \int_0^d k^2 (\psi)_{y=\bar{u}+u(x)} \zeta \, dx.
\end{equation}

With \( \psi \) defined in this way we determine that
\[
\int_0^d (-i\beta_p)e^{-i\beta_p u}e^{-i\alpha_p x} \, Ud\mathbf{x} = \int_0^d (-i\alpha_p)e^{-i\beta_p u}e^{-i\alpha_p x} \cdot \nabla_x \zeta \, dx
\] 
(2.42)

2.6 A Middle Layer

Finally, We consider \( \alpha \)-quasiperiodic solutions of

\[
\Delta \phi + k^2 \phi = 0, \quad \bar{l} < y < \bar{u} + u(x)
\]

\[
\phi = \xi, \quad y = \bar{l} + l(x)
\]

\[
\phi = \zeta, \quad y = \bar{u} + u(x),
\]

and the “test functions”

\[
\psi^{(u)}(x,y) = \frac{\cosh(i\beta_p(y-\bar{u}))}{\sinh(i\beta_p(\bar{u} - \bar{l}))} e^{-i\alpha_p x}
\]

\[
\psi^{(l)}(x,y) = \frac{\cosh(i\beta_p(\bar{u} - y))}{\sinh(i\beta_p(\bar{u} - \bar{l}))} e^{-i\alpha_p x}.
\] 
(2.43)

Defining

\[
\text{co}_p := \coth(i\beta_p(\bar{u} - \bar{l})), \quad \text{cs}_p := \text{csch}(i\beta_p(\bar{u} - \bar{l})),
\]

\[
C(u) := \cosh(i\beta_p u), \quad S(u) := \sinh(i\beta_p u),
\] 
(2.44)

\[
C(l) := \cosh(i\beta_p l), \quad S(l) := \sinh(i\beta_p l),
\]

we can show that
\[ \psi^u(x, \bar{u} + u) = (c_\rho C(u) + S(u))e^{-i\alpha_p x} \]
\[ \psi^u(x, \bar{l} + 1) = cs_\rho C(1)e^{-i\alpha_p x} \]
\[ \psi^l(x, \bar{u} + u) = cs_\rho C(u)e^{-i\alpha_p x} \]
\[ \psi^l(x, \bar{l} + 1) = (c_\rho C(1) - S(1))e^{-i\alpha_p x}, \]

and

\[ \partial_x \psi^u(x, \bar{u} + u) = (-i\alpha_p)(c_\rho C(u) + S(u))e^{-i\alpha_p x} \]
\[ \partial_x \psi^u(x, \bar{l} + 1) = (-i\alpha_p) cs_\rho C(1)e^{-i\alpha_p x} \]
\[ \partial_x \psi^l(x, \bar{u} + u) = (-i\alpha_p) cs_\rho C(u)e^{-i\alpha_p x} \]
\[ \partial_x \psi^l(x, \bar{l} + 1) = (-i\alpha_p)(c_\rho C(1) - S(1))e^{-i\alpha_p x}, \]

and

\[ \partial_y \psi^u(x, \bar{u} + u) = (i\beta_p)(C(u) + c_\rho S(u))e^{-i\alpha_p x} \]
\[ \partial_y \psi^u(x, \bar{l} + 1) = (i\beta_p) cs_\rho S(1)e^{-i\alpha_p x} \]
\[ \partial_y \psi^l(x, \bar{u} + u) = (i\beta_p) cs_\rho S(u)e^{-i\alpha_p x} \]
\[ \partial_y \psi^l(x, \bar{l} + 1) = (-i\beta_p)(C(1) - c_\rho S(1))e^{-i\alpha_p x}. \]

From (2.34), with \( \psi^u \) we find
\[
\int_0^d (i\beta_p)(C(u) + \co_p S(u))e^{-i\alpha_p x}Ldx + \int_0^d (i\beta_p)cs_p S(l)e^{-i\alpha_p x}Ldx \\
= \int_0^d (-i\alpha_p)(\co_p C(u) + S(u))e^{-i\alpha_p x} \cdot \nabla_x \zeta dx - \int_0^d (-i\alpha_p)cs_p C(l)e^{-i\alpha_p x} \cdot \nabla_x \xi dx \\
+ \int_0^d k^2cs_p C(l)e^{-i\alpha_p x}\xi dx - \int_0^d k^2\co_p C(l) \cdot \nabla_x \xi dx \\
\quad - \int_0^d k^2cs_p C(u)e^{-i\alpha_p x}\zeta dx + \int_0^d k^2(\co_p C(l) - S(l))e^{-i\alpha_p x}\xi dx. \\
\] (2.48)

With \( \psi^{(l)} \) we find

\[
\int_0^d (-i\beta_p)(C(l) - \co_p S(l))e^{-i\alpha_p x}Ldx + \int_0^d (i\beta_p)cs_p S(u)e^{-i\alpha_p x}Ldx \\
= \int_0^d (-i\alpha_p)(\co_p C(l) - S(l))e^{-i\alpha_p x} \cdot \nabla_x \xi dx + \int_0^d (-i\alpha_p)cs_p C(u)e^{-i\alpha_p x} \cdot \nabla_x \zeta dx \\
+ \int_0^d k^2cs_p C(u)e^{-i\alpha_p x}\zeta dx + \int_0^d k^2(\co_p C(l) - S(l))e^{-i\alpha_p x}\xi dx. \\
\] (2.49)

2.7 Summary of Formulas and Zero-Deformation Simplifications

We point out that all of the formulas derived thus far, can be stated generically as

\[
\hat{A}_p[\hat{\mathcal{V}}] = \hat{R}_p[\mathcal{V}]. \\
\] (2.50)

1. (Top Layer) For (2.43), after dividing by \( (i\beta_p) \),

\[
\hat{\mathcal{V}} = G, \quad \mathcal{V} = \zeta, \quad \hat{A}_p(g)[G] = \int_0^d e^{i\beta_p g}e^{-i\alpha_p x}G(x) \, dx, \quad \] (2.51)

and

\[
\hat{R}_p(g)[\xi] = \int_0^d e^{i\beta_p g}e^{-i\alpha_p x} \frac{i\alpha_p}{i\beta_p} \cdot \nabla_x \xi(x) + \frac{k^2}{i\beta_p} \xi(x) \, dx. \\
\] (2.52)

2. (Bottom Layer) For (2.46), after dividing by \( (i\beta_p) \)
\[ \tilde{V} = J, \quad V = \zeta, \quad \hat{A}_p(g)[J] = \int_0^d e^{i\beta_p g} e^{-i\alpha_p x} J(x) \, dx, \quad (2.53) \]

and

\[ \hat{R}_p(g)[\zeta] = \int_0^d e^{i\beta_p g} e^{-i\alpha_p x} \frac{i\alpha_p}{i\beta_p} \cdot \nabla_x \zeta(x) + \frac{k^2}{i\beta_p} \zeta(x) \, dx. \tag{2.54} \]

3. (Middle Layer) For (2.52) and (2.53), after dividing by \((i\beta_p)\),

\[ \tilde{V} = \begin{pmatrix} \tilde{V}^u \\ \tilde{V}^l \end{pmatrix} = \begin{pmatrix} U \\ L \end{pmatrix}, \quad V = \begin{pmatrix} V^u \\ V^l \end{pmatrix} = \begin{pmatrix} \zeta \\ \xi \end{pmatrix}, \tag{2.55} \]

and

\[ \hat{A}_p(u,l) \begin{pmatrix} U \\ L \end{pmatrix} = \int_0^d \begin{pmatrix} C(u) + c_p S(u) & c_p S(l) \\ -c_p S(u) & C(l) - c_p S(l) \end{pmatrix} \begin{pmatrix} U \\ L \end{pmatrix} e^{-i\alpha_p x} \, dx, \tag{2.56} \]

and

\[ \hat{R}_p(u,l) \begin{pmatrix} \zeta \\ \xi \end{pmatrix} = \int_0^d \begin{pmatrix} -S(u) - c_p C(u) & c_p C(l) \\ cs_p C(u) & S(l) + c_p C(l) \end{pmatrix} \begin{pmatrix} U \\ L \end{pmatrix} e^{-i\alpha_p x} \, dx + \frac{i\alpha_p}{i\beta_p} \cdot \nabla_x \begin{pmatrix} \zeta \\ \xi \end{pmatrix} e^{-i\alpha_p x} \, dx. \tag{2.57} \]

In the case of flat interfaces \((g \equiv 0, u \equiv 0, l \equiv 0)\) we have:
1. (Top Layer)

\[ \hat{A}_p(0)[G] = \int_0^d e^{-i\alpha_p x} G(x) \, dx, \]
\[ \hat{R}_p(0)[\xi] = \int_0^d e^{-i\alpha_p x}\left(\frac{i\alpha_p}{i\beta_p} \cdot \nabla_x + \frac{k^2}{i\beta_p}\right)\xi \, dx. \]

2. (Bottom Layer)

\[ \hat{A}_p(0)[J] = \int_0^d e^{-i\alpha_p x} J(x) \, dx, \]
\[ \hat{R}_p(0)[\zeta] = \int_0^d e^{-i\alpha_p x}\left(\frac{i\alpha_p}{i\beta_p} \cdot \nabla_x + \frac{k^2}{i\beta_p}\right)\zeta \, dx. \]

3. (Middle Layer)

\[ \hat{A}_p(0,0) \begin{pmatrix} U \\ L \end{pmatrix} = \int_0^d \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} U \\ L \end{pmatrix} e^{-i\alpha_p x} \, dx, \]
\[ \hat{R}_p(0,0) \begin{pmatrix} \zeta \\ \xi \end{pmatrix} = \int_0^d \begin{pmatrix} -c_2 & c_1 \\ c_1 & -c_2 \end{pmatrix} \left(\frac{i\alpha_p}{i\beta_p} \cdot \nabla_x + \frac{k^2}{i\beta_p}\right) \begin{pmatrix} \zeta \\ \xi \end{pmatrix} e^{-i\alpha_p x} \, dx. \]

Recognizing the Fourier transform

\[ \hat{\psi}_p = F[\psi] = \int_0^d e^{-i\alpha_p x}\psi \, dx, \]

and using the fact that \((i\alpha_p) \cdot (i\alpha_p) + k^2 = -(i\beta_p)^2\) we find:

1. (Top Layer)
\[\hat{A}_p(0)[G] = \hat{G}_p,\]
\[\hat{R}_p(0)[\xi] = \left(\frac{i\alpha_p}{i\beta_p} \cdot (i\alpha_p) + \frac{k^2}{i\beta_p}\right)\hat{\xi}_p = -(i\beta_p)\hat{\xi}_p.\]

2. (Bottom Layer)

\[\hat{A}_p(0)[J] = \hat{J}_p,\]
\[\hat{R}_p(0)[\zeta] = \left(\frac{i\alpha_p}{i\beta_p} \cdot (i\alpha_p) + \frac{k^2}{i\beta_p}\right)\hat{\zeta}_p = -(i\beta_p)\hat{\zeta}_p.\]

3. (Middle Layer)

\[\hat{A}_p(0,0) \begin{pmatrix} U \\ L \end{pmatrix} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} \hat{U}_p \\ \hat{L}_p \end{pmatrix},\]
\[\hat{R}_p(0,0) \begin{pmatrix} \zeta \\ \xi \end{pmatrix} = \begin{pmatrix} -\cos_p & \cos_p \\ \cos_p & -\cos_p \end{pmatrix} \left(\frac{i\alpha_p}{i\beta_p} \cdot (i\alpha_p) + \frac{k^2}{i\beta_p}\right) \begin{pmatrix} \hat{\zeta}_p \\ \hat{\xi}_p \end{pmatrix}
= \begin{pmatrix} -\cos_p & \cos_p \\ \cos_p & -\cos_p \end{pmatrix} (-i\beta_p) \begin{pmatrix} \hat{\zeta}_p \\ \hat{\xi}_p \end{pmatrix},\]

and discover the classical results:
\[
\hat{G}_p = -(i \beta_p) \hat{\xi}_p, \quad \hat{J}_p = -(i \beta_p) \hat{\zeta}_p,
\]
\[
\begin{pmatrix}
\hat{U}_p \\
\hat{L}_p
\end{pmatrix} = (i \beta_p) \begin{pmatrix}
-c_{p} & c_{s} \\
-c_{s} & -c_{p}
\end{pmatrix} \begin{pmatrix}
\hat{\zeta}_p \\
\hat{\xi}_p
\end{pmatrix}.
\]

### 2.8 A High-Order Perturbation of Surfaces (HOPS) Method.

We recognize that these FIEs depend upon the boundary perturbation \((g = f(x))\) in a rather simple way. In fact, if we set \(g(x) = \epsilon f(x)\) then the integral operators \(\hat{A}_p\) and \(\hat{R}_p\) are analytic with respect to \(\epsilon\) (sufficiently small)

\[
\hat{A}_p(g) = \hat{A}_p(\epsilon f) = \sum_{n=0}^{\infty} \hat{A}_{p,n}(f) \epsilon^n, \quad \hat{R}_p(g) = \hat{R}_p(\epsilon f) = \sum_{n=0}^{\infty} \hat{R}_{p,n}(f) \epsilon^n. \tag{2.58}
\]

In light of these expansions one can posit the forms

\[
V(g) = V(\epsilon f) = \sum_{n=0}^{\infty} V_n(f) \epsilon^n, \quad \tilde{V}(g) = \tilde{V}(\epsilon f) = \sum_{n=0}^{\infty} \tilde{V}_n(f) \epsilon^n. \tag{2.59}
\]

In particular, for the problem of computing a Dirichlet-Neumann Operator \([28, 29, 30]\), given analytic Dirichlet data (so that the first expansion in (2.58) converges strongly), we fully anticipate that the corresponding Neumann data will also be analytic \([28]\) so that the second expansion is also valid.

If we insert the expansions (2.58) and (2.59) into

\[
\hat{A}_p[\tilde{V}] = \hat{R}_p[V], \quad p \in \mathbf{Z}, \tag{2.60}
\]

this results in
\[
\left(\sum_{n=0}^{\infty} \hat{A}_{p,n} \epsilon^n \right) \left[ \sum_{m=0}^{\infty} \hat{V}_m \epsilon^m \right] = \left(\sum_{n=0}^{\infty} \hat{R}_{p,n} \epsilon^n \right) \left[ \sum_{m=0}^{\infty} V_m \epsilon^m \right]. 
\] (2.61)

This, evidently regular, perturbation expansion can now be equated at successive orders of \(\epsilon\) delivering,

\[
\hat{A}_{p,0}[\hat{V}_n] = \hat{R}_{p,0}[\hat{V}_n] + \sum_{m=0}^{n-1} \hat{R}_{p,n-m}[V_m] - \sum_{m=0}^{n-1} \hat{A}_{p,n-m}[\hat{V}_m]. 
\] (2.62)

This recursion describes a natural HOPS scheme for the simulation of quantities of interest which is advantaged over (2.60) in a number of ways.

First, the solution of (2.60) requires the formation and inversion of \(\hat{A}_p(g)\) which, as we shall show, can become quite ill-conditioned as the boundary deformation \(g\) departs significantly from zero. By contrast, in solving (2.61) one must (repeatedly) invert the operator \(\hat{A}_{p,0} = \hat{A}_p(0)\) which, as we will see, is both well-conditioned and can be accomplished rapidly using the FFT algorithm.

Second, one may perceive that a disadvantage of utilizing (2.61) is that this system must be solved at every perturbation order \(n\) desired which would make it much more computationally intensive that inverting (2.60) once. However, this is, in fact, a strength as it allows one to compute the Neumann data for an entire family of profiles \(g(x) = \epsilon f(x)\) with one simulation. That is, upon solving (2.61) for \(0 \leq n \leq N\) we can form

\[
\hat{V}^N(x; \epsilon) := \sum_{n=0}^{N} \hat{V}_n(x) \epsilon^n, 
\] (2.63)

and approximate \(\hat{V}\) corresponding to \(g = \epsilon f\) for any \(\epsilon\) by a simple summation (with linear cost). By contrast, if one wished to do the same with (2.60), the operator \(\hat{A}_p(g)\) must be formed and inverted with every new instance of \(g\).
At this point we simply require forms for the Taylor coefficients of the integral operators \( \hat{A}_p \) and \( \hat{R}_p \), namely the \( \{ \hat{A}_{p,n}, \hat{R}_{p,n} \} \). As we now show, the matter is a simple one and in fact, in the previous section we identified the "flat interface" operators \( \{ \hat{A}_{p,0}, \hat{R}_{p,0} \} \) explicitly (though we made no particular use of them).

### 2.9 Higher-Order Corrections.

Based on the forms for (2.55 - 2.60), it is straightforward to compute the \( \hat{A}_{p,n} \) and \( \hat{R}_{p,n} \). In particular, for the upper layer, if \( g(x) = \varepsilon f(x) \) then (2.54) gives

\[
\hat{A}_{p,n}(f)[G] = \int_0^d (i\beta_p^{(0)})^n F_n(x) e^{-i\alpha_p \cdot x} G(x) \, dx,
\]

(2.64)

and (2.55) gives

\[
\hat{R}_{p,n}(f)[\xi] = \int_0^d (i\beta_p^{(0)})^n F_n(x) e^{-i\alpha_p \cdot x} \left\{ \frac{i\alpha_p}{i\beta_p^{(0)}} \cdot \nabla_x + \frac{(k^{(0)})^2}{i\beta_p^{(0)}} \right\} \xi(x) \, dx,
\]

(2.65)

where \( F_n(x) := f(x)^n/n! \). In the lower layer, if \( g(x) = \varepsilon f(x) \) then (2.56) gives

\[
\hat{A}_{p,n}(f)[J] = \int_0^d (-i\beta_p^{(M)})^n F_n(x) e^{-i\alpha_p \cdot x} J(x) \, dx,
\]

(2.66)

and (2.57) gives

\[
\hat{R}_{p,n}(f)[\zeta] = \int_0^d (i\beta_p^{(M)})^n F_n(x) e^{-i\alpha_p \cdot x} \left\{ \frac{i\alpha_p}{i\beta_p^{(M)}} \cdot \nabla_x + \frac{(k^{(M)})^2}{i\beta_p^{(M)}} \right\} \zeta(x) \, dx.
\]

(2.67)

Finally, in a middle layer, if \( u(x) = \varepsilon f_u(x) \) and \( l(x) = \varepsilon f_l(x) \) then (2.59) gives
\[
\hat{A}_{p,n}(f_u, f_l) \left( \begin{array}{c} U \\ L \end{array} \right) = \int_0^d \left( \begin{array}{cc} (C_n + c_0 p S_n)F_{u,n} & c_0 p S_n F_{l,n} \\ -c_0 p S_n F_{u,n} & (C_n - c_0 p S_n)F_{l,n} \end{array} \right) \left( \begin{array}{c} U \\ L \end{array} \right) e^{-i\alpha_p x} \, dx, \quad (2.68)
\]

and

\[
\hat{R}_{p,n}(f_u, f_l) \left( \begin{array}{c} \zeta \\ \xi \end{array} \right) = \int_0^d \left( \begin{array}{cc} (-S_n - c_0 p C_n)F_{u,n} & c_0 p C_n F_{l,n} \\ c_0 p C_n F_{u,n} & (S_n - c_0 p C_n)F_{l,n} \end{array} \right) \left( \begin{array}{c} \zeta \\ \xi \end{array} \right) e^{-i\alpha_p x} \, dx, \quad (2.69)
\]

where,

\[
F_{u,n} := (f_u(x))^n/n!, \quad F_{l,n} := (f_l(x))^n/n!,
\]

and,

\[
C_{2j} := (i\beta_p^m)^{2j}, \quad C_{2j+1} := 0, \quad S_{2j} := 0, \quad S_{2j+1} := (i\beta_p^m)^{2j+1}, \quad j = 0, 1, \ldots
\]

At this point we are able to make a crucial observation which gives an unexpected computational benefit to our approach as opposed to the one advanced in previous section. Specifically, we note that in (2.64 - 2.69) we are able to separate the wavenumber \((p)\) dependence from the spatial \((x)\) dependence in the following ways. For (2.64) we write
\[ \hat{\mathcal{A}}_{p,n}(f)[G] = (i\beta_p^{(0)})^n \int_0^d F_n(x) e^{-i\alpha_p \cdot x} G(x) \, dx, \]  
(2.70)

for (2.65)

\[ \hat{\mathcal{R}}_{p,n}(f)[\xi] = (i\beta_p^{(0)})^n \frac{i\alpha_p}{i\beta_p^{(0)}} \int_0^d F_n(x) e^{-i\alpha_p \cdot x} \nabla_x \xi(x) \, dx + (i\beta_p^{(0)})^n \frac{(k^{(0)})^2}{i\beta_p^{(0)}} \int_0^d F_n(x) e^{-i\alpha_p \cdot x} \xi(x) \, dx, \]  
(2.71)

for (2.66)

\[ \hat{\mathcal{A}}_{p,n}(f)[J] = -(i\beta_p^{(M)})^n \int_0^d F_n(x) e^{-i\alpha_p \cdot x} J(x) \, dx, \]  
(2.72)

and for (2.67)

\[ \hat{\mathcal{R}}_{p,n}(f)[\xi] = -(i\beta_p^{(M)})^n \frac{i\alpha_p}{i\beta_p^{(M)}} \int_0^d F_n(x) e^{-i\alpha_p \cdot x} \nabla_x \xi(x) \, dx \]  
(2.73)

Finally, for (2.68 and 2.69) we get

\[ \hat{\mathcal{A}}_{p,n}(f_u, f_l) \left( \begin{array}{c} U \\ L \end{array} \right) = \left( \begin{array}{cc} (C_n + c_{op} S_n) & c_{sp} S_n \\ -c_{sp} S_n & (C_n - c_{op} S_n) \end{array} \right) \int_0^d e^{-i\alpha_p \cdot x} \left( \begin{array}{c} F_{u,n} U \\ F_{l,n} L \end{array} \right) \, dx, \]  
(2.74)
\[ \hat{R}_{p,n}(f_u, f_l) \left( \zeta, \xi \right) = \begin{pmatrix} \zeta & \xi \end{pmatrix} \begin{pmatrix} (-S_n - \text{co}_p C_n) & \text{cs}_p C_n \\ \text{cs}_p C_n & (S_n - \text{co}_p C_n) \end{pmatrix} \begin{pmatrix} i\alpha_p \\ i\beta_p \end{pmatrix} \cdot \int_0^d e^{-i\alpha_p \cdot x} \begin{pmatrix} F_{u,n} \nabla_x \zeta \\ F_{l,n} \nabla_x \xi \end{pmatrix} \, dx \]
\[ + \begin{pmatrix} (-S_n - \text{co}_p C_n) & \text{cs}_p C_n \\ \text{cs}_p C_n & (S_n - \text{co}_p C_n) \end{pmatrix} \begin{pmatrix} (k^{|m|})^2 & i\beta_p^m \\ i\beta_p^m & (k^{|m|})^2 \end{pmatrix} \int_0^d e^{-i\alpha_p \cdot x} \begin{pmatrix} F_{u,n} \zeta \\ F_{l,n} \xi \end{pmatrix} \, dx. \]

(2.75)

The important observation to make about all of these is that they are convolution operators which can be rapidly evaluated by the FFT algorithm. For instance, in using (2.74 and 2.75) one could perform the following sequence of steps to evaluate the action of \( \hat{A}_{n,p} \) on the function \( G(x) \) evaluated at the \( N_x \) equally-spaced points on \([0, d]\):

1. Multiply \( G(x) \) by \( F_n(x) \) pointwise in "physical space" (Cost: \( O(N_x) \)).
2. Fourier transform the product via the FFT (Cost: \( O(N_x \log(N_x)) \)).
3. Multiply pointwise by the diagonal operator \( (i\beta_p^{(0)})^n \) in "Fourier space" (Cost: \( O(N_x) \)).

We point out that, at this point, it is quite natural to use inverse Fourier transform to move back to "physical space". We use this convention for the rest of this contribution which amounts to replacing (2.66) by

\[ A_0[V_n] = R_0[V_n] + \sum_{m=0}^{n-1} R_{n-m}[V_m] - \sum_{m=0}^{n-1} A_{n-m}[\hat{V}_m], \quad \text{(2.76)} \]

where

\[ A_n = \frac{1}{|d|} \sum_{p=-\infty}^{\infty} \hat{A}_{p,n} e^{i\alpha_p \cdot \hat{x}}, \quad R_n = \frac{1}{|d|} \sum_{p=-\infty}^{\infty} \hat{R}_{p,n} e^{i\alpha_p \cdot \hat{x}}. \quad \text{(2.77)} \]
2.10 Exact Solutions

Unfortunately, there are no known exact solutions for plane-wave incidence for non-trivial interface shapes for the DNO problem. To prove that our algorithm converges we use the following principle: To build a numerical solver for

\[ Lu = 0 \quad \text{in } \Omega \] \hspace{1cm} (2.78)

\[ Bu = 0 \quad \text{at } \partial \Omega, \]

it is often just as easy to create an algorithm for the corresponding inhomogenous problem:

\[ Lu = R \quad \text{in } \Omega \] \hspace{1cm} (2.79)

\[ Bu = Q \quad \text{at } \partial \Omega. \]

Letting \( \omega \) an arbitrary function, we can solve

\[ R_\omega := L\omega, \quad Q_\omega := B\omega, \] \hspace{1cm} (2.80)

Using which we now have an exact solution for

\[ Lu = R_\omega \quad \text{in } \Omega \] \hspace{1cm} (2.81)

\[ Bu = Q_\omega \quad \text{at } \partial \Omega, \]
namely \( u = \omega \). Using this approach, we can test our homogenous solver which would be a special case \( (R_\omega \equiv 0) \) for our inhomogenous solver. We should however select \( \omega \) which have the same “behavior” as solutions of \( u \) of the homogenous problem. Our exact solution however, does not correspond to plane-wave incidence rather plane-wave reflection.

To be specific, consider the family of functions

\[
\nu_r^{[m]}(x, y) = A^{[m]} e^{i(\alpha_r \cdot x + \beta_r^{[m]} y)} + B^{[m]} e^{i(\alpha_r \cdot x - \beta_r^{[m]} y)}, \quad m \in \mathbb{Z} \tag{2.82}
\]

with \( A^{(M)} = B^{(0)} = 0 \). and \( m \) denotes the surface layer. These are outgoing, \( \alpha \)-quasiperiodic solutions of the Helmholtz equation, so that \( R_\omega \equiv 0 \) in the notation above. These functions however do not satisfy the boundary conditions satisfied by an incident plane wave. We compute the surface data with the construction of the \( Q_\omega \) in mind

\[
\tilde{\zeta}^{[m]} := \nu_r^{[m-1]} - \nu_r^{[m]} \quad y = g(x),
\]

\[
\tilde{\psi}^{[m]} := \partial_{N^{[m]}} [\nu_r^{[m-1]} - \nu_r^{[m]}] \quad y = g(x).
\]

We test our numerical algorithm for any choice of deformation \( g(x) \) using this family of exact solutions.

### 2.11 Numerical Implementation

We utilize Nyström’s method (12) to simulate the Integral Equations (2.64) as they appear in \( MV^1 = Q \). In this setting this amounts to enforcing these equations at \( N = (N_1, N_2) \) equally spaced gridpoints, \( x_j = (x_{1,j}, x_{2,j}) \), on the period cell \( [0, d_1] \times [0, d_2] \), with unknowns being the functions \( \tilde{V}^{[m],1}, V^{[m],1} \) at these same gridpoints \( x_j \).

Using these we define,
\[ \epsilon_{\text{rel}} := \sup_{0 \leq m \leq M-1} \left\{ \frac{|V_{\text{r}}^{(m),l} - \tilde{V}_{\text{r}}^{(m),l}|_{L^\infty}}{|V_{\text{r}}^{(m),l}|_{L^\infty}}, \frac{|V_{\text{r}}^{(m),l} - V_{\text{r}}^{(m),l,N}|_{L^\infty}}{|V_{\text{r}}^{(m),l}|_{L^\infty}} \right\}. \] (2.83)

2.12 Convergence Studies

For our convergence studies, we follow the lead of (41) and select configurations quite close to the ones considered there. First, we consider the two-dimensional and $2\pi$-periodic profiles independent of the $x_2$-variable. We then consider the fully three-dimensional case.

Recalling the three profiles introduced in (42): The sinusoid

\[ f_\text{s}(x) = \cos(x) \] (2.84)

the "rough" ($C^4$ but not $C^5$) profile

\[ f_\text{r}(x) = (2 \times 10^{-4}) \left\{ x^4(2\pi - x)^4 - \frac{128\pi^8}{315} \right\} \] (2.85)

and the Lipschitz

\[ f_\text{l}(x) = \begin{cases} 
-\frac{2}{\pi}x + 1, & 0 \leq x \leq \pi \\
\frac{2}{\pi}x - 3, & \pi \leq x \leq 2\pi 
\end{cases} \] (2.86)

These profiles have approximate amplitude two, zero mean, and maximum slope of approximately one. The Fourier series of $f_\text{r}$ and $f_\text{l}$ are listed in (42). $f_{\text{r,P}}$ and $f_{\text{l,P}}$ represent the truncated P-term Fourier series.

We start with two three-layer configurations:
1. Two Smooth Interfaces

\[ \alpha = 0.1, \quad \beta^{(0)} = 1.1, \quad \beta^{(1)} = 2.2, \quad \beta^{(2)} = 3.3, \]
\[ g^{(1)}(x) = \varepsilon f_s(x), \quad g^{(2)}(x) = \varepsilon f_s(x), \quad \varepsilon = 0.01, \quad d = 2\pi, \]
\[ N = 10, ..., 30. \]  

(2.87)

2. Rough and Lipschitz Interfaces

\[ \alpha = 0.1, \quad \beta^{(0)} = 1.1, \quad \beta^{(1)} = 2.2, \quad \beta^{(2)} = 3.3, \]
\[ g^{(1)}(x) = \varepsilon f_{r,40}(x), \quad g^{(2)}(x) = \varepsilon f_{L,40}(x), \quad \varepsilon = 0.03, \quad d = 2\pi, \]
\[ N = 80, ..., 320. \]  

(2.88)

In these three-layer configurations the wavelengths of propagation \( \lambda^{(m)} = 2\pi/k^{(m)} \) are

\[ \lambda^{(0)} \approx 5.6885, \quad \lambda^{(1)} \approx 2.8530, \quad \lambda^{(2)} \approx 1.9031. \]  

(2.89)

In the first configuration, we show that only a small number of collocation points \( N \approx 20 \) are sufficient to achieve machine precision for small, smooth profiles, (2.88), which displays the spectral accuracy of the scheme. In simulation (2.92) provided that \( N \) is chosen sufficiently large, we show that the algorithm converges quickly even when smooth interfaces are replaced by the rough, (2.89), and Lipschitz, (2.90), profiles respectively (both truncated after \( P = 4F0 \) Fourier series terms).

Among the many multilayer configurations our algorithm can address we choose two more, representative ones:
1. Six-Layer

\[ \alpha = 0.1, \quad \beta^{(m)} = 1.1 + m, \quad 0 \leq m \leq 5 \]

\[ g^{(1)}(x) = \epsilon f_s(x), \quad g^{(2)}(x) = \epsilon f_{r,40}(x), \quad g^{(3)}(x) = \epsilon f_{L,40}(x), \]

\[ g^{(4)}(x) = \epsilon f_{r,40}(x), \quad g^{(5)}(x) = \epsilon f_s(x), \quad \epsilon = 0.02, \quad d = 2\pi, \quad N = 40, \ldots, 120. \tag{2.90} \]

2. 21-Layer

\[ \alpha = 0.1, \quad \beta^{(m)} = \frac{m + 1}{10}, \quad 0 \leq m \leq 20 \]

\[ g^{(m)}(x) = \epsilon f_s(x), \quad 1 \leq m \leq 20, \quad \epsilon = 0.02, \quad d = 2\pi, \quad N = 10, \ldots, 30. \tag{2.91} \]

We again show that in all cases, provided that a sufficient number of degrees of freedom are selected our algorithm provides highly accurate solutions in a stable and rapid manner.

We now consider \((2\pi) \times (2\pi)\) periodic interfaces in a three-dimensional structure. We select the following: The sinusoid

\[ \tilde{f}_s(x_1, x_2) = \cos(x_1 + x_2), \tag{2.92} \]

the "rough" \((C^2 \text{ but not } C^3)\) profile

\[ \tilde{f}_r(x_1, x_2) = \left( \frac{2}{5} \times 10^{-3} \right) \left\{ x_1^2(2\pi - x_1)^2 + x_2^2(2\pi - x_2)^2 - \frac{64\pi^6}{225} \right\}, \tag{2.93} \]

and the Lipschitz boundary
\( \tilde{f}_L(x_1, x_2) = \frac{1}{3} + \begin{cases} 
\frac{2}{\pi}x_1 - 1, & x_1 \leq x_2 \leq 2\pi - x_1 \\
-\frac{2}{\pi}x_2 + 3, & x_2 > x_1, x_2 > 2\pi - x_1 \\
3 - \frac{2}{\pi}x_1, & 2\pi - x_1 \leq x_2 \leq x_1 \\
-1 + \frac{2}{\pi}x_2, & x_2 < x_1, x_2 < 2\pi - x_1 \end{cases} \) 

These profiles have approximate amplitude two, zero mean, and maximum slope of approximately one. The Fourier series of \( f_r \) and \( f_l \) are listed in (42). \( f_{r,P} \) and \( f_{L,P} \) represent the truncated \( P \)-term Fourier series.

We focus upon the two three-layer configurations outlined below.

1. Two Smooth Interfaces:

\[
\alpha_1 = 0.1, \quad \alpha_2 = 0.2, \quad \beta^{(0)} = 1.1, \quad \beta^{(1)} = 2.2, \quad \beta^{(2)} = 3.3, \\
g^{(1)}(x_1, x_2) = \epsilon \tilde{f}_s(x_1, x_2), \quad g^{(2)}(x_1, x_2) = \epsilon \tilde{f}_s(x_1, x_2), \quad \epsilon = 0.1, \\
d_1 = 2\pi, d_2 = 2\pi, \quad N_1 = N_2 = 6, \ldots, 32.
\]

2. Rough and Lipschitz interfaces:

\[
\alpha_1 = 0.1, \quad \alpha_2 = 0.2, \quad \beta^{(0)} = 1.1, \quad \beta^{(1)} = 2.2, \quad \beta^{(2)} = 3.3, \\
g^{(1)}(x_1, x_2) = \epsilon \tilde{f}_{r,20}(x_1, x_2), \quad g^{(2)}(x_1, x_2) = \epsilon \tilde{f}_{L,20}(x_1, x_2), \quad \epsilon = 0.01, \\
d_1 = 2\pi, d_2 = 2\pi, \quad N_1 = N_2 = 8, \ldots, 24.
\]

Our algorithm again delivers highly accurate results. Provided that a sufficient number of collocation points are used, our algorithm exhibits the same behavior independent of interface shape.
2.13 Layered Medium Simulation

Having verified the validity of our codes, we demonstrate the utility of our approach by simulating \textit{plane-wave} scattering from all of the configurations described in the previous section. Recall, in two dimensions this included two-layer (2.91) \& (2.92) and two multiple-layer problems (2.94) \& (2.95); while in three dimensions this featured two two-layer scenarios (2.99) \& (2.100). For this there is no exact solution for comparison we resort to the diagnostic of energy defect.

\[\delta = 1 - \sum_{p \in U^S} e_p^S - \sum_{p \in U^M} e_p^M.\] (2.97)

We observe in Figure 7 that we achieve full double precision accuracy with our coarsest discretization for the smooth-smooth configuration, (2.91), while in Figure 8 we show that the same can be realized with \(N \approx 200\) for the rough-Lipschitz problem, (2.92). The same generic behavior is noticed for the six-layer configuration, (2.94), and the 21 layer device, (2.95), which are displayed in Figures 9 and 10, respectively. Finally, we display three-dimensional results corresponding to the two-layer problems, (2.99) \& (2.100), and the quantitative results are given in Figures 11 \& 12, respectively.
Figure 1. Relative error for 2D smooth-smooth config (Eq: 2.91) for Helmholtz equation
Figure 2. Relative error for 2D rough-Lipschitz config (Eq: 2.92) for Helmholtz equation
Figure 3. Relative error for 2D smooth-rough-Lipschitz-rough-smooth config (Eq: 2.94) for Helmholtz equation
Figure 4. Relative error for 20 smooth interfaces (Eq: 2.95) for Helmholtz equation
Figure 5. Relative error for 3D smooth-smooth configuration (Eq: 2.99) for Helmholtz equation
Figure 6. Relative error for 3D rough-Lipschitz configuration (Eq: 2.100) for Helmholtz equation
Figure 7. Energy defect for 2D smooth-smooth configuration (Eq: 2.91) for Helmholtz equation
Figure 8. Energy defect for 2D rough-Lipschitz configuration (Eq: 2.92) for Helmholtz equation
Figure 9. Energy defect for 2D smooth-rough-Lipschitz-rough-smooth config (Eq: 2.94) for Helmholtz equation
Figure 10. Energy defect for 21 layer config with 20 smooth interfaces (Eq: 2.95) for Helmholtz equation
Figure 11. Energy defect for 3D smooth-smooth configuration (Eq: 2.99) for Helmholtz equation
Figure 12. Energy defect for 3D smooth-smooth configuration (Eq: 2.100) for Helmholtz equation
CHAPTER 3

THREE DIMENSIONAL SCATTERING: THE MAXWELL EQUATION

3.1 The Governing Equations

At \( z = g(x, y) \), lets consider a diffraction grating with crossed periodic interface.

Where \( x \) and \( y \) are the lateral coordinates, and \( z \) is the vertical coordinate.

The interface delineates two layers

\[
S^+ := \{ z > g(x, y) \}, \quad S^- := \{ z < g(x, y) \}.
\]

The layers are filled with materials having dielectric constants \( \{ \epsilon^u, \epsilon^w \} \), permeability of each equal to \( \mu_0 \). In this chapter we consider the crossed and periodic grating interface

\[
g(x + d_1, y + d_2) = g(x, y);
\]

see Figure 3.1: Plot of the configuration with grating interface shaped by \( g(x, y) = (\epsilon/4) (\cos(2\pi x/d_1) + \cos(2\pi y/d_2)) \), \( d_1 = d_2 = d = 500 \text{ nm} \), \( \epsilon/d = 0.01 \) giving \( \epsilon = 5 \text{ nm} \).

The plane-wave incidence is of the form

\[
E^{\text{inc}}(x, y, z) := e^{i\omega t} E^{\text{inc}}(x, y, z, t) = A e^{i(\alpha x + \beta y - \gamma z)}
\]

\[
H^{\text{inc}}(x, y, z) := e^{i\omega t} H^{\text{inc}}(x, y, z, t) = B e^{i(\alpha x + \beta y - \gamma z)},
\]

where

\[
A \cdot \kappa = 0, \quad B = \frac{1}{\omega \mu_0} \kappa \times A, \quad |A| = |B| = 1,
\]
and $\kappa := (\alpha, \beta, -\gamma)^T$.

As before dropping the factor $\exp(-i\omega t)$, the time–harmonic Maxwell equations (43; 39) can be written as

\begin{align}
\nabla \times \mathbf{E} &= i\omega \mu_0 \mathbf{H}, \quad \text{div} [\mathbf{E}] = 0, \tag{3.1a} \\
\nabla \times \mathbf{H} &= -i\omega \varepsilon \mathbf{E}, \quad \text{div} [\mathbf{H}] = 0. \tag{3.1b}
\end{align}

All the reduced fields satisfy the vector Helmholtz equation, e.g.,

\[ \Delta \mathbf{E} + k^2 \mathbf{E} = 0, \tag{3.2} \]

with $k^2 = \omega^2 \varepsilon \mu_0$. 

Figure 13. Configuration Plot for Maxwell problem
The total fields are decomposed into incident and scattered components by

\[ E = \begin{cases} E^u + E^{\text{inc}} & \text{in } S^u, \\ E^w & \text{in } S^w, \end{cases} \quad H = \begin{cases} H^u + H^{\text{inc}} & \text{in } S^u, \\ H^w & \text{in } S^w. \end{cases} \]

and each satisfy vector Helmholtz equations, e.g.,

\[ \Delta E^u + (k^u)^2 E^u = 0, \quad \text{in } S^u \]

where \((k^u)^2 := \omega^2 \varepsilon_u \mu_0\), and

\[ \alpha^2 + \beta^2 + \gamma^2 = (k^u)^2. \]

At the interface, the transmission conditions \((43; 39)\),

\[ N \times [E^u - E^w] = \zeta, \]
\[ N \times [H^u - H^w] = \psi, \]

where \(N := (-\partial_x g, -\partial_y g, 1)^T\), and,

\[ \zeta = -N \times [E^{\text{inc}}]_{z=g}, \quad \psi = -N \times [H^{\text{inc}}]_{z=g}. \]

In light of Maxwell’s equations, (Equation 3.1), we get

\[ N \times [E^u - E^w]_{z=g} = \zeta, \quad (3.3a) \]
\[ N \times [\nabla \times [E^u - E^w]]_{z=g} = \psi, \quad (3.3b) \]

where

\[ \psi = -N \times [\nabla \times [E^{\text{inc}}]]_{z=g}. \]
We point out that only four of these six boundary conditions are linearly dependent (the \( z \)-component of each can be written as a linear combination of the \( x \)- and \( y \)-components, for instance). Clearly it only makes sense to enforce four and we choose the \( x \)- and \( y \)-components of each. To compensate for this “defect” we recall that the electric field is divergence free in the bulk, and must also be so at the interface. Thus we enforce the two additional boundary conditions

\[
\text{div}[\mathbf{E}^u] = \text{div}[\mathbf{E}^w] = 0, \quad z = g. \tag{3.3c}
\]

Finally, the fields are quasiperiodic because of the periodicity of the grating interfaces

\[
\mathbf{E}^m(x + d_1, y + d_2, z) = e^{i(\alpha d_1 + \beta d_2)} \mathbf{E}^m(x, y, z), \quad m = u, w,
\]

and we demand that \( \mathbf{E}^u \) and \( \mathbf{E}^w \) are outgoing at positive and negative infinity, respectively.

### 3.2 The Rayleigh Expansions, Efficiencies, and the Reflectivity Map

Rayleigh expansions (39) which are quasiperiodic, outgoing solutions of (Equation 3.2) are given by separation of variables. The electric fields can be expanded as

\[
\mathbf{E}^u(x, y, z) = \sum_{p=\infty}^{\infty} \sum_{q=\infty}^{\infty} a_{p,q} e^{i \gamma^u_{p,q} z} e^{i(\alpha_p x + \beta_p y)}, \quad (3.4a)
\]

and

\[
\mathbf{E}^w(x, y, z) = \sum_{p=\infty}^{\infty} \sum_{q=\infty}^{\infty} d_{p,q} e^{-i \gamma^w_{p,q} z} e^{i(\alpha_p x + \beta_p y)}, \quad (3.4b)
\]

where, for \( p, q \in \mathbb{Z} \),

\[
\alpha_p := \alpha + (2\pi/d_1)p, \quad \beta_q := \beta + (2\pi/d_2)q,
\]

\[
\gamma^m_{p,q} := \begin{cases} 
\sqrt{(k^m)^2 - \alpha_p^2 - \beta_q^2} & (p, q) \in \mathcal{U}^m \\
-i \sqrt{(k^m)^2 + \beta_q^2} & (p, q) \notin \mathcal{U}^m
\end{cases}, \quad m = u, w,
\]
and,

\[ U^m = \{ p, q \in \mathbb{Z} \mid \alpha_p^2 + \beta_q^2 < (k^m)^2 \}, \quad m = u, w, \]

which are the “propagating modes” in the upper and lower layers. (Where \( a_{p,q} \) and \( d_{p,q} \) are the upward and downward propagating Rayleigh amplitudes.) 

*Efficiencies* are given by

\[
e^{u}_{p,q} = \left( \frac{\gamma^u_{p,q}}{\gamma} \right)|a_{p,q}|^2, \quad (p, q) \in U^u, \\
e^{w}_{p,q} = \left( \frac{\gamma^w_{p,q}}{\gamma} \right)|d_{p,q}|^2, \quad (p, q) \in U^w,
\]

and the object of fundamental importance to the design of Surface Plasmon Resonance (SPR) biosensors (44; 45; 46; 47; 48; 49) is the “Reflectivity Map”

\[
R := \sum_{\{p, q\} \in U^u} e^{w}_{p,q}. \tag{3.5}
\]

If the lower layer is filled with a perfect electric conductor, and a lossless dielectric fills the upper medium, we get \( R = 1 \) by conservation of energy. However in the case of a metal (such as gold) in the lower domain, \( R \) drops in its value to a tenth or even a hundredth. This is the fundamental phenomenon behind the utility of Surface Plasmon Resonance (SPR) sensors (50; 51; 52).

### 3.3 Boundary Formulation

We will now demonstrate how the governing equations (Equation 3.2) & (Equation 3.3) can be rewritten in terms of surface quantities, more specifically the Dirichlet and (exterior) Neumann traces. For this we define the surface quantities

\[
U(x, y) := E^u(x, y, g(x, y)) \tag{3.6a} \\
W(x, y) := E^w(x, y, g(x, y)) \tag{3.6b} \\
\tilde{U}(x, y) := [-\partial_x E^u + (\partial_x g)\partial_x E^u + (\partial_y g)\partial_y E^u](x, y, g(x, y)) \tag{3.6c} \\
\tilde{W}(x, y) := [\partial_x E^w - (\partial_x g)\partial_x E^w - (\partial_y g)\partial_y E^w](x, y, g(x, y)), \tag{3.6d}
\]
where
\[
\begin{align*}
U &= \begin{pmatrix} U^x \\ U^y \\ U^z \end{pmatrix}, \\
W &= \begin{pmatrix} W^x \\ W^y \\ W^z \end{pmatrix}, \\
\tilde{U} &= \begin{pmatrix} \tilde{U}^x \\ \tilde{U}^y \\ \tilde{U}^z \end{pmatrix}, \\
\tilde{W} &= \begin{pmatrix} \tilde{W}^x \\ \tilde{W}^y \\ \tilde{W}^z \end{pmatrix},
\end{align*}
\]
so
\[
\begin{align*}
\{ U, W, \tilde{U}, \tilde{W} \} : &\mathbb{R}^2 \to \mathbb{R}^3, \\
\{ U^j, W^j, \tilde{U}^j, \tilde{W}^j \} : &\mathbb{R}^2 \to \mathbb{R}, \quad j = x, y, z.
\end{align*}
\]

As each of the components of \( \{ U, W \} \) is an outgoing, quasiperiodic solution of the Helmholtz equation, (Equation 3.2), the Dirichlet and Neumann traces are related by the Fokas Integral Equations (FIE) (16; 17)
\[
A^u \tilde{U}^j - R^u U^j = 0, \quad A^w \tilde{W}^j - R^w W^j = 0, \quad j = x, y, z.
\]

The operators are defined (for \( j = x, y, z \)) by
\[
\begin{align*}
A^u [\tilde{U}^j] &:= \frac{1}{d_1 d_2} \sum_{p = -\infty}^{\infty} \sum_{q = -\infty}^{\infty} \hat{A}^u_{p,q} [\tilde{U}^j] e^{i(\alpha_p x + \beta_q y)}, \\
R^u [U^j] &:= \frac{1}{d_1 d_2} \sum_{p = -\infty}^{\infty} \sum_{q = -\infty}^{\infty} \hat{R}^u_{p,q} [U^j] e^{i(\alpha_p x + \beta_q y)},
\end{align*}
\]
and
\[
\begin{align*}
A^w [\tilde{W}^j] &:= \frac{1}{d_1 d_2} \sum_{p = -\infty}^{\infty} \sum_{q = -\infty}^{\infty} \hat{A}^w_{p,q} [\tilde{W}^j] e^{i(\alpha_p x + \beta_q y)}, \\
R^w [W^j] &:= \frac{1}{d_1 d_2} \sum_{p = -\infty}^{\infty} \sum_{q = -\infty}^{\infty} \hat{R}^w_{p,q} [W^j] e^{i(\alpha_p x + \beta_q y)}.
\end{align*}
\]
In these

\[ \hat{\mathcal{A}}_{p,q}^u[\tilde{U}] := \int_0^{d_1} \int_0^{d_2} e^{i\gamma_{p,q} g(x,y)} e^{-i(\alpha_p x + \beta_q y)} \tilde{U}(x,y) \, dx \, dy \]

\[ \hat{\mathcal{K}}_{p,q}^u[U] := \int_0^{d_1} \int_0^{d_2} e^{i\gamma_{p,q} g(x,y)} e^{-i(\alpha_p x + \beta_q y)} \left\{ \frac{i\alpha_p \partial_x + i\beta_q \partial_y + (k^u)^2}{i\gamma_{p,q}} \right\} U(x,y) \, dx \, dy \]

\[ \hat{\mathcal{A}}_{p,q}^w[\tilde{W}] := \int_0^{d_1} \int_0^{d_2} e^{-i\gamma_{p,q} g(x,y)} e^{-i(\alpha_p x + \beta_q y)} \tilde{W}(x,y) \, dx \, dy \]

\[ \hat{\mathcal{K}}_{p,q}^w[W] := \int_0^{d_1} \int_0^{d_2} e^{-i\gamma_{p,q} g(x,y)} e^{-i(\alpha_p x + \beta_q y)} \left\{ \frac{i\alpha_p \partial_x + i\beta_q \partial_y + (k^w)^2}{i\gamma_{p,q}} \right\} W(x,y) \, dx \, dy. \]

### 3.4 Tangential Trace

Regarding the boundary conditions, we begin with the trace of the tangential component of a vector field. For this we have

\[ \mathbf{N} \times \mathbf{U} = \mathbf{S} \mathbf{U}, \]

where

\[ \mathbf{S} := \begin{pmatrix} 0 & -1 & -(\partial_y g) \\ 1 & 0 & (\partial_x g) \\ (\partial_y g) & -(\partial_x g) & 0 \end{pmatrix}. \]

We further require the \((x,y)\)-projection operator

\[ \mathbf{P}_{x,y} \mathbf{U} = \mathbf{P}_{x,y} \begin{pmatrix} \mathbf{U}^x \\ \mathbf{U}^y \\ \mathbf{U}^z \end{pmatrix} = \begin{pmatrix} \mathbf{U}^x \\ \mathbf{U}^y \end{pmatrix}, \]

so that

\[ \mathbf{P}_{x,y} := \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix}. \]

This gives

\[ \mathbf{S}_{x,y} := \mathbf{P}_{x,y} \mathbf{S} = \begin{pmatrix} S_{xx} & S_{xy} & S_{xz} \\ S_{yx} & S_{yy} & S_{yz} \end{pmatrix}. \]
where

\[ S_{xx} = 0, \quad S_{xy} = -1, \quad S_{xz} = -(\partial_y g), \quad S_{yx} = 1, \quad S_{yy} = 0, \quad S_{yz} = (\partial_x g). \]  (3.8)

Thus, the two (x- and y-components of the) Dirichlet boundary conditions, (Equation 3.3a), read

\[ S_{x,y} U - S_{x,y} W = P_{x,y} \zeta. \]  (3.9)

### 3.5 Tangential Curl

We recall that the curl of \( E^m \) is given by

\[
\nabla \times E^m = \begin{pmatrix}
\partial_y E^{m,z} - \partial_z E^{m,y} \\
\partial_z E^{m,x} - \partial_x E^{m,z} \\
\partial_x E^{m,y} - \partial_y E^{m,x}
\end{pmatrix}, \quad m = u, w.
\]

We now change to the surface variables \( \{U, W\} \) with tangential derivatives \( \{\partial_x U, \partial_y U\}, \{\partial_x W, \partial_y W\} \), and normal derivatives, \( \{\tilde{U}, \tilde{W}\} \). The chain rule gives

\[
\partial_x U(x, y) = [\partial_x E^u + (\partial_x g)\partial_z E^u](x, y, g(x, y)),
\]

\[
\partial_y U(x, y) = [\partial_y E^u + (\partial_y g)\partial_z E^u](x, y, g(x, y)),
\]

\[
\partial_x W(x, y) = [\partial_x E^w + (\partial_x g)\partial_z E^w](x, y, g(x, y)),
\]

\[
\partial_y W(x, y) = [\partial_y E^w + (\partial_y g)\partial_z E^w](x, y, g(x, y)),
\]

while (Equation 3.6) gives formulas for \( \tilde{U} \) and \( \tilde{W} \). It is not difficult to see that

\[
|N|^2 \partial_x E^u = \left(|N|^2 - (\partial_x g)^2\right) \partial_x U - (\partial_x g)(\partial_y g)\partial_y U + (\partial_x g)\tilde{U}
\]

\[
|N|^2 \partial_y E^u = -(\partial_x g)(\partial_y g)\partial_x U + \left(|N|^2 - (\partial_y g)^2\right) \partial_y U + (\partial_y g)\tilde{U}
\]

\[
|N|^2 \partial_z E^u = (\partial_x g)\partial_z U + (\partial_y g)\partial_y U - \tilde{U},
\]
and

\[
|N|^2 \partial_x E^w = (|N|^2 - (\partial_x g)^2) \partial_x W - (\partial_x g)(\partial_y g) \partial_y W - (\partial_x g) \tilde{W}
\]

\[
|N|^2 \partial_y E^w = -(\partial_x g)(\partial_y g) \partial_x W + \left( |N|^2 - (\partial_y g)^2 \right) \partial_y W - (\partial_y g) \tilde{W}
\]

\[
|N|^2 \partial_z E^w = (\partial_x g) \partial_x W + (\partial_y g) \partial_y W + \tilde{W},
\]

where

\[
|N|^2 = (\partial_x g)^2 + (\partial_y g)^2 + 1.
\]

In light of this inconvenient pre-factor, regarding the tangential curl boundary condition, (Equation 3.3b), we premultiply by $|N|^2$ and enforce the equivalent equation

\[
N \times \left[ |N|^2 \nabla \times [E^u - E^w] \right]_{z=g} = |N|^2 \psi. \tag{3.10}
\]

Regarding the curl of $E^u$ we now proceed deliberately, beginning with the $x$–component

\[
|N|^2 (\partial_y E^{u,z} - \partial_z E^{u,y}) = \left\{ -(\partial_x g)(\partial_y g) \partial_x U^z + \left( |N|^2 - (\partial_y g)^2 \right) \partial_y U^z + (\partial_y g) \tilde{U}^z \right\}
\]

\[ - \left\{ (\partial_x g) \partial_z U^y + (\partial_y g) \partial_z U^y - \tilde{U}^y \right\}
\]

\[ = \tilde{C}^{u,xx} \tilde{U}^x + \bar{C}^{u,xy} \tilde{U}^y + \bar{C}^{u,xz} \tilde{U}^z + \bar{C}^{u,yy} \tilde{U}^y + \bar{C}^{u,zy} \tilde{U}^z + \bar{C}^{u,xz} \tilde{U}^z,
\]
where

\[ \tilde{C}_{u,xx} = 0, \quad (3.11a) \]
\[ \tilde{C}_{u,xy} = 1, \quad (3.11b) \]
\[ \tilde{C}_{u,xz} = (\partial_y g), \quad (3.11c) \]
\[ C_{u,xx} = 0, \quad (3.11d) \]
\[ C_{u,xy} = \partial_y g \partial_y - (\partial_y g) \partial_x, \quad (3.11e) \]
\[ C_{u,xz} = \partial_x g \partial_y + (|N|^2 - (\partial_y g)^2) \partial_y. \quad (3.11f) \]

Continuing, for the \( y \)-component,

\[ |N|^2 (\partial_z E_{u,x} - \partial_x E_{u,z}) = \left\{ (\partial_x g) \partial_y U^x + (\partial_y g) \partial_y U^x - \tilde{U}^x \right\} \]
\[ - \left\{ (|N|^2 - (\partial_x g)^2) \partial_x U^z - (\partial_x g)(\partial_y g) \partial_y U^z + (\partial_x g) \tilde{U}^z \right\} \]
\[ = \tilde{C}_{u,yx} \tilde{U}^x + \tilde{C}_{u,yy} \tilde{U}^y + \tilde{C}_{u,yz} \tilde{U}^z + C_{u,yx} U^y + C_{u,yy} U^y + C_{u,yz} U^z, \]

where

\[ \tilde{C}_{u,yx} = -1, \quad (3.12a) \]
\[ \tilde{C}_{u,yy} = 0, \quad (3.12b) \]
\[ \tilde{C}_{u,yz} = -(\partial_x g), \quad (3.12c) \]
\[ C_{u,yx} = (\partial_x g) \partial_x + (\partial_y g) \partial_y, \quad (3.12d) \]
\[ C_{u,yy} = 0, \quad (3.12e) \]
\[ C_{u,yz} = -\left(|N|^2 - (\partial_x g)^2\right) \partial_x + (\partial_x g)(\partial_y g) \partial_y. \quad (3.12f) \]
Finally, for the $z$–component,

$$|N|^2 \left( \partial_x E^{u,y} - \partial_y E^{u,x} \right) = \left\{ \left( |N|^2 - (\partial_x g)^2 \right) \partial_x U^y - (\partial_x g)(\partial_y g)\partial_y U^y + (\partial_x g)\tilde{U}^y \right\}$$

$$- \left\{ - (\partial_x g)(\partial_y g)\partial_x U^x + \left( |N|^2 - (\partial_y g)^2 \right) \partial_y U^x + (\partial_y g)\tilde{U}^x \right\}$$

$$= \tilde{C}^{u,zx} U^x + \tilde{C}^{u,zy} U^y + \tilde{C}^{u,zz} U^z + C^{u,zx} U^x + C^{u,zy} U^y + C^{u,zz} U^z,$$

where

$$\tilde{C}^{u,zx} = -(\partial_y g),$$  \hspace{1cm} (3.13a)

$$\tilde{C}^{u,zy} = (\partial_x g),$$ \hspace{1cm} (3.13b)

$$\tilde{C}^{u,zz} = 0,$$ \hspace{1cm} (3.13c)

$$C^{u,zx} = (\partial_x g)(\partial_y g)\partial_x - \left( |N|^2 - (\partial_y g)^2 \right) \partial_y,$$ \hspace{1cm} (3.13d)

$$C^{u,zy} = \left( |N|^2 - (\partial_x g)^2 \right) \partial_x - (\partial_x g)(\partial_y g)\partial_y,$$ \hspace{1cm} (3.13e)

$$C^{u,zz} = 0.$$ \hspace{1cm} (3.13f)

Defining

$$\tilde{C}^u = \begin{pmatrix} \tilde{C}^{u,xx} & \tilde{C}^{u,xy} & \tilde{C}^{u,xz} \\ \tilde{C}^{u,yx} & \tilde{C}^{u,yy} & \tilde{C}^{u,yz} \\ \tilde{C}^{u,zx} & \tilde{C}^{u,zy} & \tilde{C}^{u,zz} \end{pmatrix}, \quad C^u = \begin{pmatrix} C^{u,xx} & C^{u,xy} & C^{u,xz} \\ C^{u,yx} & C^{u,yy} & C^{u,yz} \\ C^{u,zx} & C^{u,zy} & C^{u,zz} \end{pmatrix},$$

we have

$$|N|^2 \nabla \times E^u = \begin{pmatrix} \tilde{C}^u \\ C^u \end{pmatrix} \begin{pmatrix} \tilde{U} \\ U \end{pmatrix}.$$
Again considering that we only wish to enforce these for the $x$- and $y$-components, we define

\[
C_{x,y}^u := S_{x,y} C^u = \begin{pmatrix}
-C_{u,yx} - (\partial_y g) C_{u,zx} & -C_{u,yy} - (\partial_y g) C_{u,zy} & -C_{u,yz} - (\partial_y g) C_{u,zz} \\
-C_{u,xx} + (\partial_x g) C_{u,zx} & C_{u,xy} + (\partial_x g) C_{u,zy} & C_{u,xz} + (\partial_x g) C_{u,zz}
\end{pmatrix}
\]

\[
\tilde{C}_{x,y}^u := S_{x,y} \tilde{C}^u = \begin{pmatrix}
-\tilde{C}_{u,yx} - (\partial_y g) \tilde{C}_{u,zx} & -\tilde{C}_{u,yy} - (\partial_y g) \tilde{C}_{u,zy} & -\tilde{C}_{u,yz} - (\partial_y g) \tilde{C}_{u,zz} \\
-\tilde{C}_{u,xx} + (\partial_x g) \tilde{C}_{u,zx} & \tilde{C}_{u,xy} + (\partial_x g) \tilde{C}_{u,zy} & \tilde{C}_{u,xz} + (\partial_x g) \tilde{C}_{u,zz}
\end{pmatrix}.
\]

In an analogous manner one can derive for the curl of $E^w$ that

\[
|N|^2 \nabla \times E^u = \begin{pmatrix}
\tilde{C}_w \\
C_w
\end{pmatrix}
\begin{pmatrix}
\tilde{U} \\
U
\end{pmatrix},
\]

where

\[
\tilde{C}_w = \begin{pmatrix}
\tilde{C}_w,xx & \tilde{C}_w,xy & \tilde{C}_w,xz \\
\tilde{C}_w,yx & \tilde{C}_w,yy & \tilde{C}_w,yz \\
\tilde{C}_w,zx & \tilde{C}_w,zy & \tilde{C}_w,zz
\end{pmatrix},
\]

\[
C^w = \begin{pmatrix}
C_w,xx & C_w,xy & C_w,xz \\
C_w,yx & C_w,yy & C_w,yz \\
C_w,zx & C_w,zy & C_w,zz
\end{pmatrix}.
\]

As before we define

\[
C_{x,y}^w := S_{x,y} C^w = \begin{pmatrix}
-C_{w,yx} - (\partial_y g) C_{w,zx} & -C_{w,yy} - (\partial_y g) C_{w,zy} & -C_{w,yz} - (\partial_y g) C_{w,zz} \\
-C_{w,xx} + (\partial_x g) C_{w,zx} & C_{w,xy} + (\partial_x g) C_{w,zy} & C_{w,xz} + (\partial_x g) C_{w,zz}
\end{pmatrix}
\]

\[
\tilde{C}_{x,y}^w := S_{x,y} \tilde{C}^w = \begin{pmatrix}
-\tilde{C}_{w,yx} - (\partial_y g) \tilde{C}_{w,zx} & -\tilde{C}_{w,yy} - (\partial_y g) \tilde{C}_{w,zy} & -\tilde{C}_{w,yz} - (\partial_y g) \tilde{C}_{w,zz} \\
-\tilde{C}_{w,xx} + (\partial_x g) \tilde{C}_{w,zx} & \tilde{C}_{w,xy} + (\partial_x g) \tilde{C}_{w,zy} & \tilde{C}_{w,xz} + (\partial_x g) \tilde{C}_{w,zz}
\end{pmatrix},
\]

so that the ($x$- and $y$-components of the) two Neumann boundary conditions, (Equation 3.10), read

\[
\tilde{C}_{x,y}^u \tilde{U} + C_{x,y}^u U - \tilde{C}_{x,y}^w \tilde{W} - C_{x,y}^w W = P_{x,y} |N|^2 \psi.
\]

(3.14)
The entries of these operators can be shown to be

\[ \tilde{C}_w^{,xx} = 0, \quad (3.15a) \]
\[ \tilde{C}_w^{,xy} = -1, \quad (3.15b) \]
\[ \tilde{C}_w^{,xz} = -(\partial_y g), \quad (3.15c) \]
\[ C_w^{,xx} = 0, \quad (3.15d) \]
\[ C_w^{,xy} = -(\partial_x g)\partial_x - (\partial_y g)\partial_y, \quad (3.15e) \]
\[ C_w^{,xz} = -(\partial_x g)(\partial_y g)\partial_x + (|N|^2 - (\partial_y g)^2)\partial_y, \quad (3.15f) \]

and

\[ \tilde{C}_w^{,yx} = 1, \quad (3.16a) \]
\[ \tilde{C}_w^{,yy} = 0, \quad (3.16b) \]
\[ \tilde{C}_w^{,yz} = (\partial_x g), \quad (3.16c) \]
\[ C_w^{,yx} = (\partial_x g)\partial_x + (\partial_y g)\partial_y, \quad (3.16d) \]
\[ C_w^{,yy} = 0, \quad (3.16e) \]
\[ C_w^{,yz} = -(|N|^2 - (\partial_y g)^2)\partial_x + (\partial_x g)(\partial_y g)\partial_y, \quad (3.16f) \]

and

\[ \tilde{C}_w^{,zx} = (\partial_y g), \quad (3.17a) \]
\[ \tilde{C}_w^{,zy} = -(\partial_x g), \quad (3.17b) \]
\[ \tilde{C}_w^{,zz} = 0, \quad (3.17c) \]
\[ C_w^{,zx} = (\partial_x g)(\partial_y g)\partial_x - (|N|^2 - (\partial_y g)^2)\partial_y, \quad (3.17d) \]
\[ C_w^{,zy} = (|N|^2 - (\partial_y g)^2)\partial_x - (\partial_x g)(\partial_y g)\partial_y, \quad (3.17e) \]
\[ C_w^{,zz} = 0. \quad (3.17f) \]
3.6 Divergence–Free Conditions

Finally, we enforce the divergence–free condition (again premultiplied by the factor $|N|^2$) in the new variables

$$|N|^2 \text{div } [E^u] = |N|^2 (\partial_x E^{u,x} + \partial_y E^{u,y} + \partial_z E^{u,z})$$

$$= \left( |N|^2 - (\partial_x g)^2 \right) \partial_x U^x - (\partial_x g)(\partial_y g)\partial_y U^x + (\partial_x g)\tilde{U}^x$$
$$+ -(\partial_x g)(\partial_y g)\partial_x U^y + \left( |N|^2 - (\partial_y g)^2 \right) \partial_y U^y + (\partial_y g)\tilde{U}^y$$
$$+ (\partial_x g)\partial_x U^z + (\partial_y g)\partial_y U^z - \tilde{U}^z$$
$$= \tilde{D}^{u,x} U^x + \tilde{D}^{u,y} U^y + \tilde{D}^{u,z} U^z + D^{u,x} U^x + D^{u,y} U^y + D^{u,z} U^z,$$

where,

$$\tilde{D}^{u,x} = (\partial_x g),$$

$$\tilde{D}^{u,y} = (\partial_y g),$$

$$\tilde{D}^{u,z} = -1,$$

$$D^{u,x} = \left( |N|^2 - (\partial_x g)^2 \right) \partial_x - (\partial_x g)(\partial_y g)\partial_y,$$

$$D^{u,y} = -(\partial_x g)(\partial_y g)\partial_x + \left( |N|^2 - (\partial_y g)^2 \right) \partial_y,$$

$$D^{u,z} = (\partial_x g)\partial_x + (\partial_y g)\partial_y.$$

In a similar manner,

$$|N|^2 \text{div } [E^w] = |N|^2 (\partial_x E^{w,x} + \partial_y E^{w,y} + \partial_z E^{w,z})$$

$$= \tilde{D}^{w,x} \tilde{W}^x + \tilde{D}^{w,y} \tilde{W}^y + \tilde{D}^{w,z} \tilde{W}^z + D^{w,x} W^x + D^{w,y} W^y + D^{w,z} W^z,$$
where

\[\tilde{D}^w_{w,x} = - (\partial_x g),\]  
(3.19a)

\[\tilde{D}^w_{w,y} = - (\partial_y g),\]  
(3.19b)

\[\tilde{D}^w_{w,z} = 1,\]  
(3.19c)

\[D^w_{w,x} = \left( |N|^2 - (\partial_x g)^2 \right) \partial_x - (\partial_x g)(\partial_y g)\partial_y,\]  
(3.19d)

\[D^w_{w,y} = -(\partial_x g)(\partial_y g)\partial_x + \left( |N|^2 - (\partial_y g)^2 \right) \partial_y,\]  
(3.19e)

\[D^w_{w,z} = (\partial_x g)\partial_x + (\partial_y g)\partial_y.\]  
(3.19f)

If we define

\[\tilde{D}^u := \left( \tilde{D}^u_{u,x} \quad \tilde{D}^u_{u,y} \quad \tilde{D}^u_{u,z} \right), \quad D^u := \left( D^u_{u,x} \quad D^u_{u,y} \quad D^u_{u,z} \right),\]

\[\tilde{D}^w := \left( \tilde{D}^w_{w,x} \quad \tilde{D}^w_{w,y} \quad \tilde{D}^w_{w,z} \right), \quad D^w := \left( D^w_{w,x} \quad D^w_{w,y} \quad D^w_{w,z} \right),\]

then the two divergence–free conditions read

\[
\begin{pmatrix}
\tilde{D}^u & D^u
\end{pmatrix}
\begin{pmatrix}
\tilde{U} \\
U
\end{pmatrix} = 0, \quad \begin{pmatrix}
\tilde{D}^w & D^w
\end{pmatrix}
\begin{pmatrix}
\tilde{W} \\
W
\end{pmatrix} = 0.
\]  
(3.20)

### 3.7 Surface Equations

Summarizing all of these developments, we find that we must solve (Equation 3.7), (Equation 3.9), (Equation 3.14), and (Equation 3.20) which we state abstractly as

\[Mv = b\]  
(3.21)
where

$$M = \begin{pmatrix} \tilde{M}_{BC} & M_{BC} \\ \tilde{M}_{DN} & M_{DN} \end{pmatrix}, \quad v = \begin{pmatrix} \tilde{U} \\ \tilde{W} \\ U \\ W \end{pmatrix}, \quad b = \begin{pmatrix} b_{BC} \\ b_{DN} \end{pmatrix}. \quad (3.22)$$

In these

$$\tilde{M}_{BC} = \begin{pmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ \tilde{C}_{ux} & \tilde{C}_{ux} & \tilde{C}_{ux} & -\tilde{C}_{wx} & -\tilde{C}_{wx} & -\tilde{C}_{wx} \\ \tilde{C}_{uy} & \tilde{C}_{uy} & \tilde{C}_{uy} & -\tilde{C}_{wy} & -\tilde{C}_{wy} & -\tilde{C}_{wy} \\ \tilde{D}_{ux} & \tilde{D}_{ux} & \tilde{D}_{ux} & 0 & 0 & 0 \\ 0 & 0 & 0 & \tilde{D}_{wx} & \tilde{D}_{wx} & \tilde{D}_{wx} \end{pmatrix}. \quad (3.23a)$$

and

$$M_{BC} = \begin{pmatrix} S_{xx} & S_{xy} & S_{xz} & -S_{xx} & -S_{xy} & -S_{xz} \\ S_{yx} & S_{yy} & S_{yz} & -S_{yx} & -S_{yy} & -S_{yz} \\ \tilde{C}_{ux} & \tilde{C}_{ux} & \tilde{C}_{ux} & -\tilde{C}_{wx} & -\tilde{C}_{wx} & -\tilde{C}_{wx} \\ \tilde{C}_{uy} & \tilde{C}_{uy} & \tilde{C}_{uy} & -\tilde{C}_{wy} & -\tilde{C}_{wy} & -\tilde{C}_{wy} \\ \tilde{D}_{ux} & \tilde{D}_{ux} & \tilde{D}_{ux} & 0 & 0 & 0 \\ 0 & 0 & 0 & \tilde{D}_{wx} & \tilde{D}_{wx} & \tilde{D}_{wx} \end{pmatrix}. \quad (3.23b)$$

and

$$\tilde{M}_{DN} = \begin{pmatrix} A^u & 0 & 0 & 0 & 0 & 0 \\ 0 & A^u & 0 & 0 & 0 & 0 \\ 0 & 0 & A^u & 0 & 0 & 0 \\ 0 & 0 & 0 & A^w & 0 \\ 0 & 0 & 0 & 0 & A^w \end{pmatrix}. \quad (3.23c)$$
\[
M_{\text{DN}} = \begin{pmatrix}
-R^u & 0 & 0 & 0 & 0 \\
0 & -R^u & 0 & 0 & 0 \\
0 & 0 & -R^u & 0 & 0 \\
0 & 0 & 0 & -R^w & 0 \\
0 & 0 & 0 & 0 & -R^w
\end{pmatrix},
\]

(3.23d)

and

\[
b_{\text{BC}} = \begin{pmatrix}
-\zeta^u - (\partial_y g)\zeta^z \\
\zeta^x + (\partial_x g)\zeta^z \\
-\psi^u - (\partial_y g)\psi^z \\
\psi^x + (\partial_x g)\psi^z \\
0 \\
0
\end{pmatrix},
\]

\[
b_{\text{DN}} = \begin{pmatrix}
0 \\
0 \\
0 \\
0 \\
0
\end{pmatrix},
\]

(3.23e)

3.8 \textbf{A High–Order Perturbation of Surfaces (HOPS) Approach}

Our High–Order Perturbation of Surfaces (HOPS) methodology for solving (Equation 3.21) is a straightforward application of regular perturbation theory. It can be shown that not only are the (known) linear operator \( M = M(g) = M(\epsilon f) \) and inhomogeneity \( b = b(g) = b(\epsilon f) \) \textit{analytic} functions of \( \epsilon \) for \( f \) sufficiently smooth (e.g., \( C^2 \), \( C^{1+\alpha} \), or even Lipschitz), so is our unknown \( v = v(g) = v(\epsilon f) \) (53; 54; 24). Therefore we can make the strongly convergent expansions

\[
\{M, v, b\} = \{M, v, b\}(g) = \{M, v, b\}(\epsilon f) = \sum_{n=0}^{\infty} \{M_n, v_n, b_n\}(f) \epsilon^n.
\]

(3.24)

Insertion of these into (Equation 3.21) followed by equating at order \( \epsilon^n \) yields

\[
M_0 v_n = b_n - \sum_{\ell=0}^{n-1} M_{n-\ell} v_{\ell}.
\]

(3.25)
Note that at each perturbation order, while one must apply the operators $M_{n-\ell}$, one need only invert the flat-interface operator $M_\Omega$ (repeatedly). Once this has been accomplished for a range of orders $0 \leq n \leq N$ (delivering $v_n$) one can form an approximate solution

$$v^N(x, y; \varepsilon) := \sum_{n=0}^{N} v_n(x, y)\varepsilon^n. \quad (3.26)$$

All that remains is to specify $M_n$ and $b_n$. These come from (Equation 3.22) and it is clear that this will mandate expansions

$$\left\{ \tilde{M}_{BC}, M_{BC}, \tilde{M}_{DN}, M_{DN}, b_{BC}, b_{DN} \right\}(\varepsilon f) = \sum_{n=0}^{\infty} \left\{ \tilde{M}_{BC,n}, M_{BC,n}, \tilde{M}_{DN,n}, M_{DN,n}, b_{BC,n}, b_{DN,n} \right\}(f)\varepsilon^n.$$

This, in turn, requires forms for

$$\left\{ S^{rs}_{n}, \tilde{C}^{m,rs}_{n}, C^{m,rs}_{n}, D^{m,r}_{n}, D^{m,r}_{n}, A^u, A^w, R^u, R^w, \zeta^r, \psi^r \right\}(\varepsilon f) = \sum_{n=0}^{\infty} \left\{ S^{rs}_{n}, \tilde{C}^{m,rs}_{n}, C^{m,rs}_{n}, D^{m,r}_{n}, D^{m,r}_{n}, A^u, A^w, R^u, R^w, \zeta^r, \psi^r \right\}(f)\varepsilon^n,$$

for $m \in \{u, w\}$ and $r, s \in \{x, y, z\}$. All of these are easily derived, and forms for $\{A^u_n, A^w_n, R^u_n, R^w_n, \zeta_n, \psi_n\}$ appear in (17). We presently specify the remainder.

From (Equation 3.8) we have the non–zero components

$$S^{xy}_0 = -1, \quad S^{xz}_1 = -(\partial_y f), \quad S^{yx}_0 = 1, \quad S^{yz}_1 = (\partial_x f).$$

(Equation 3.11), (Equation 3.12), and (Equation 3.13) give the non–zero members

$$\tilde{C}^{u,xy}_{0} = 1, \quad \tilde{C}^{u,xz}_{1} = (\partial_y f),$$

$$C^{u,xy}_{1} = -(\partial_x f)\partial_x - (\partial_y f)\partial_y, \quad C^{u,xz}_{0} = \partial_y, \quad C^{u,xz}_{2} = -(\partial_x f)(\partial_y f)\partial_x + (\partial_x f)^2\partial_y.$$
\( \tilde{C}_{0}^{u,xy} = -1, \quad \tilde{C}_{1}^{u,yz} = - (\partial_x f), \)

\( C_{1}^{u,xy} = (\partial_x f)\partial_x + (\partial_y f)\partial_y, \quad C_{0}^{u,yz} = - \partial_x, \quad C_{2}^{u,yz} = -(\partial_y f)^2\partial_x + (\partial_x f)(\partial_y f)\partial_y, \)

and

\( \tilde{C}_{0}^{u,zz} = - (\partial_y f), \quad \tilde{C}_{1}^{u,zy} = (\partial_x f), \)

\( C_{1}^{u,zz} = - \partial_y, \quad C_{2}^{u,zz} = (\partial_x f)(\partial_y f)\partial_x - (\partial_x f)^2\partial_y, \)

\( C_{0}^{u,zy} = \partial_x, \quad C_{2}^{u,zy} = (\partial_y f)^2\partial_x - (\partial_x f)(\partial_y f)\partial_y. \)

Similarly, (Equation 3.15), (Equation 3.16), and (Equation 3.17) deliver

\( \tilde{C}_{0}^{w,xy} = -1, \quad \tilde{C}_{1}^{w,xz} = - (\partial_y f), \)

\( C_{1}^{w,xy} = -(\partial_x f)\partial_x + (\partial_y f)\partial_y, \quad C_{0}^{w,xz} = \partial_y, \quad C_{2}^{w,xz} = -(\partial_x f)(\partial_y f)\partial_x + (\partial_x f)^2\partial_y, \)

and

\( \tilde{C}_{0}^{w,yx} = 1, \quad \tilde{C}_{1}^{w,zy} = (\partial_x f), \)

\( C_{1}^{w,yx} = (\partial_x f)\partial_x + (\partial_y f)\partial_y, \quad C_{0}^{w,zy} = - \partial_x, \quad C_{2}^{w,zy} = -(\partial_y f)^2\partial_x + (\partial_x f)(\partial_y f)\partial_y, \)

and

\( \tilde{C}_{0}^{w,zx} = (\partial_y f), \quad \tilde{C}_{1}^{w,zx} = - (\partial_x f), \)

\( C_{0}^{w,zx} = - \partial_y, \quad C_{2}^{w,zx} = (\partial_x f)(\partial_y f)\partial_x - (\partial_x f)^2\partial_y, \)

\( C_{0}^{w,zy} = \partial_x, \quad C_{2}^{w,zy} = (\partial_y f)^2\partial_x - (\partial_x f)(\partial_y f)\partial_y. \)
Finally, from (Equation 3.18) and (Equation 3.19) we find, respectively, the non-zero contributions

\[ \tilde{D}_{u,x}^1 = (\partial_x f), \quad \tilde{D}_{u,y}^1 = (\partial_y f), \quad \tilde{D}_{u,z}^0 = -1, \]

\[ D_{u,x}^0 = \partial_x, \quad D_{u,x}^2 = (\partial_y f) \partial_x - (\partial_x f)(\partial_y f) \partial_y, \]

\[ D_{u,y}^0 = \partial_y, \quad D_{u,y}^2 = -(\partial_x f)(\partial_y f) \partial_x + (\partial_x f)^2 \partial_y, \]

\[ D_{u,z}^1 = (\partial_x f) \partial_x + (\partial_y f) \partial_y, \]

and

\[ \tilde{D}_{w,x}^1 = -(\partial_x f), \quad \tilde{D}_{w,y}^1 = -(\partial_y f), \quad \tilde{D}_{w,z}^0 = 1, \]

\[ D_{w,x}^0 = \partial_x, \quad D_{w,x}^2 = (\partial_y f) \partial_x - (\partial_x f)(\partial_y f) \partial_y, \]

\[ D_{w,y}^0 = \partial_y, \quad D_{w,y}^2 = -(\partial_x f)(\partial_y f) \partial_x + (\partial_x f)^2 \partial_y, \]

\[ D_{w,z}^1 = (\partial_x f) \partial_x + (\partial_y f) \partial_y. \]

### 3.9 Numerical Results

We now point out that a numerical implementation of this algorithm is immediate. Indeed, we consider a HOPS approach to the solution of (Equation 3.21) which amounts to a numerical approximation of solutions to (Equation 3.25),

\[ v_n = M_0^{-1} \left[ b_n - \sum_{\ell=0}^{n-1} M_{n-\ell} v_\ell \right]. \]

We approximate the members of the truncated Taylor series (Equation 3.26),

\[ v_n(x, y) = \begin{pmatrix} \tilde{U}_n(x, y) \\ \tilde{W}_n(x, y) \\ U_n(x, y) \\ W_n(x, y) \end{pmatrix}, \]
by

\[ v_{n,x}^{N_x,N_y}(x,y) := \sum_{p=-N_x/2}^{N_x/2-1} \sum_{q=-N_y/2}^{N_y/2-1} \left( \hat{v}_{n,p,q}(x,y) \right) e^{i\alpha p x + i\beta q y}. \]

The unknown coefficients are recovered upon demanding that (Equation 3.25) be true for these forms. Convolution products are computed using the FFT algorithm (55) and the only “discretization” is that we restrict to \(-N_x/2 \leq p \leq N_x/2 - 1\) and \(-N_y/2 \leq q \leq N_y/2 - 1\).

Of great importance is how the Taylor series in \(\varepsilon\), (Equation 3.26), is to be summed. To be specific, to approximate \(v\) we have just considered the truncation

\[ v_{n,x}^{N_x,N_y,N_z}(x,y;\varepsilon) := \sum_{n=0}^{N} \left( \sum_{p=-N_x/2}^{N_x/2-1} \sum_{q=-N_y/2}^{N_y/2-1} \hat{v}_{p,q,n}\varepsilon^n \right) e^{i\alpha p x + i\beta q y}, \]

which generates the Taylor polynomials

\[ \hat{v}_{p,q}^{N}(\varepsilon) := \sum_{n=0}^{N} \hat{v}_{p,q,n}\varepsilon^n. \]

The Padé approximation (56) has been successfully used with HOPS methods on many occasions (see, e.g., (21; 54)), and we recommend its use here. Padé approximation simulate the truncated Taylor series \(\hat{v}_{p,q}^{N}(\varepsilon)\) by

\[ \frac{[L/M]}{\varepsilon} := \frac{a(t)\varepsilon^t}{b(t)\varepsilon^t} = \frac{\sum_{\ell=0}^{L-1} a_{\ell}\varepsilon^\ell}{1 + \sum_{m=1}^{M} b_m\varepsilon^m} \tag{3.27} \]

where \(L + M = N\) and

\[ [L/M](\varepsilon) = \hat{v}_{p,q}^{N}(\varepsilon) + O(\varepsilon^{L+M+1}); \]

well-known formulas for the coefficients \(\{a_{\ell}, b_m\}\) can be found in (56). This approximant has remarkable properties of enhanced convergence, which can be found in § 2.2 of Baker & Graves–Morris (56) and § 8.3 of Bender & Orszag (57).
3.10 Validation

For the problem of plane-wave scattering by a (non-flat) diffraction grating there are, of course, no exact solutions. Therefore, in order to validate our code, we compare results of our simulations with those generated from Field Expansions (FE) simulations described and previously verified in (27). Among the myriad choices of quantities to measure we have selected the zeroth (“specular”) reflected efficiency, $e_{0,0}^\theta$, as it is the precipitous drop in this quantity which signals the onset of a Surface Plasmon Resonance (50; 51; 52).

With this in mind we chose a particular physical configuration which is motivated by the seminal work of Bruno & Reitich (22) on the FE scheme for simulating the vector Maxwell equations for a doubly layered medium. We consider the sinusoidal biperiodic grating shape specified by

$$f(x, y) = \frac{1}{4} \left[ \cos \left( \frac{2\pi x}{d} \right) + \cos \left( \frac{2\pi y}{d} \right) \right],$$

(3.28a)

so that $d_1 = d_2 = d$. We chose their wavelength-to-period ratio $\lambda/d = 0.83$, but did not restrict to normally incident radiation. Indeed, if we express

$$\alpha = (2\pi/\lambda)v^u \sin(\theta) \cos(\phi), \quad \beta = (2\pi/\lambda)v^u \sin(\theta) \sin(\phi),$$

(3.28b)

$$k^u = (2\pi/\lambda)v^u, \quad k^w = (2\pi/\lambda)v^w,$$

(3.28c)

$$\gamma^u = \sqrt{(k^u)^2 - \alpha^2 - \beta^2}, \quad \gamma^w = \sqrt{(k^w)^2 - \alpha^2 - \beta^2},$$

(3.28d)

where $v^m$ is the index of refraction of layer $m$, then we chose

$$\theta = 10(2\pi/360), \quad \phi = 5(2\pi/360), \quad v^u = 1, \quad v^w = 2.$$  

(3.28e)

To conclude the specification of the configuration, we selected

$$\epsilon/d = 0.003, 0.01, 0.03, 0.1, \quad d = 0.500.$$  

(3.28f)
For numerical parameters we chose

\[ N_x = N_y = 16, \quad N = 10, \]

and computed the relative error between our new approach (denoted “FIE”) and the FE algorithm:

\[ \text{Error} = \frac{|e_{0,0}^{u,\text{FIE}} - e_{0,0}^{u,\text{FE}}|}{|e_{0,0}^{u,\text{FE}}|}. \]

In Figure 3.2 we study the convergence of our new methodology for various perturbation orders \( N \) utilizing Padé approximation as the profile height \( \varepsilon \) is varied.
Figure 3.2: Relative error versus perturbation parameter $\epsilon$ for various perturbation orders $N$ (with $[N/2,N/2]$ Padé approximation). Results for the (Equation 3.28), with $N_x = N_y = 16$.

In Figure 3.3 we display results of our convergence study for different values of the height $\epsilon$ as $N$ is refined.
Relative Error versus $N$

In each of these figures we note the rapid and robust convergence of our new approach to the results of the validated, high–order accurate FE methodology (27).

3.11 Simulation of Reflectivity Maps

To conclude, we considered configurations inspired by the simulations of the laboratory of S.–H. Oh (Minnesota), particularly the Surface Plasmon Resonance (SPR) sensing devices studied in (46; 49). In these a two–dimensional sensor was studied featuring a corrugated
insulator/conductor interface. While we are unable at present to study the third insulator layer featured there, we are able to add three-dimensional effects and, with very little trouble, change the types of the insulator and/or conductor.

We retained the grating interface shape \( f \) defined in (Equation 3.28a), chose vacuum as the insulator above the interface so that \( \nu^u = 1 \), and filled the lower layer with either gold or silver. The indices of refraction of these metals are the subject of current research, and for these we selected Lorentz models

\[
\varepsilon^\sigma = \varepsilon_\infty^\sigma + \sum_{j=1}^{6} \frac{\Delta_j^\sigma}{-a_j^\sigma \omega^2 - ib_j^\sigma \omega + c_j^\sigma}, \quad \sigma \in \{Au, Ag\},
\]

where \( \omega = 2\pi/\lambda \), and the parameters \( \varepsilon_\infty^\sigma, \Delta_j^\sigma, a_j^\sigma, b_j^\sigma, c_j^\sigma \) can be found in (58). For physical and numerical parameters we chose

\[
\theta = 0, \quad \phi = 0,
\]

\[
h = \varepsilon = 0, \ldots, 0.200, \quad d_1 = d_2 = 0.650,
\]

\[
N_x = N_y = 12, \quad N = 0, \ldots, 8.
\]

In Figure 3.4 we display the Reflectivity Map, \( R(\lambda, h) \), (Equation 3.5), for this configuration which shows a strong resonance around \( \lambda = 670 \) nm and \( h = 90 \) nm.

Figure 3.4: Reflectivity Map for the two-layer vacuum/gold configuration, \( R(\lambda, h) \), versus incident wavelength, \( \lambda \), and deformation height \( h = \varepsilon \). Results for the sinusoidal shape (Equation 3.28a) with \( N_x = N_y = 12, [4/4] \) Padé approximant.

By contrast, in Figure 3.5 we display \( R \), (Equation 3.5), where we have replaced gold with silver. This shows a much more sensitive (narrower in \( \lambda \)) resonance at the new values
Figure 15. Reflectivity Map for two-layer vacuum/gold configuration for Maxwell problem

\( \lambda = 665 \) nm and \( h = 60 \) nm.

Figure 3.5: Reflectivity Map for the two-layer vacuum/silver configuration, \( R(\lambda, h) \), versus incident wavelength, \( \lambda \), and deformation height \( h = \varepsilon \). Results for the sinusoidal shape (Equation 3.28a) with \( N_x = N_y = 12 \), [4/4] Padé approximant.
Figure 16. Reflectivity Map for two-layer vacuum/silver configuration for Maxwell problem
CHAPTER 4

CONCLUSION

We first implemented the HOPS algorithm designed by Nicholls for “Two Dimensional Helmholtz equation” by inverting the flat interface operator for every wavenumber thereby reducing the size of the linear system involved. This new approach resulted in a linear system with better condition number and lower dimensions. Using this approach, we successfully reproduced the Resonance phenomenon achieved by Bruno and Reitich for two layers and by Nicholls and Maxwell for multiple layers (21 layers). The performance improvement is significant for the 21-layers case. Encouraged by our results, we successfully built on the framework developed for the scalar Helmholtz equation to solve the 3D vector Maxwell equations for single interface separating two layers. Our results confirmed our assertions about the benefits of this method compared to others.
CHAPTER 5

FUTURE DIRECTION

Going forward, we want to reduce the number of unknowns for three dimensional scattering in the two layer case by writing the lower layer Dirichlet and Neumann trace parameters in terms of the upper layer Dirichlet and Neumann trace parameters as done in the case of two dimensional scattering. This would reduce the size of our linear system by a factor 6. We later wish to extend our three dimensional scattering algorithm to handle multiple layers (greater than 2).
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