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Abstract. We study certain projections of binary linear codes onto larger fields. These pro-
jections include the well-known projection of the extended Golay [24, 12, 8] code onto the hexacode
over GF(4) and the projection of the Reed–Muller code R(2, 5) onto the unique self-dual [8, 4, 4] code
over GF(4). We give a characterization of these projections, and we construct several binary linear
codes which have best known optimal parameters, for instance, [20, 11, 5], [40, 22, 8], [48, 21, 12], and
[72, 31, 16]. We also relate the automorphism group of a quaternary code to that of the corresponding
binary code.
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1. Introduction. The construction of good binary (linear) codes from shorter
codes has been widely studied by coding theorists. One of the main reasons in this
direction is to lower the decoding complexity of the original code. The (u|u + v)
construction [17], the projection of Z4-linear codes onto nonlinear binary codes [14],
and the projection of codes over GF(pm) onto codes over GF(p) are such examples.
Each of these constructions applies to a large class of binary codes.

We recall a projection construction that is quite different from those mentioned
above. In the mid 1980s the third author [18] showed that the Golay code of length
24 (as well as the ternary Golay code of length 12) can be easily constructed from
the Hexacode of length 6 over GF(4) (resp., the tetracode of length 4 over GF(3)). It
was expected [18, p. 565] that one can construct, in a somewhat analogous fashion,
good large binary codes whose decoding can be reduced, in part, to the decoding of
a good quaternary code. However, only a few codes had the above type of projection
construction.

Recently Gaborit, Kim, and Pless [12, 16] showed that the three singly even self-
dual binary [32, 16, 8] codes and three of the five doubly even self-dual [32, 16, 8] codes
have a similar projection. The construction of Amrani and Be’ery [1] of binary Reed–
Muller codes is also an interesting generalization of a projection. These projections
regard a binary linear code of length 4m as a set of 4×m arrays and then project these
arrays onto a quaternary code of lengthm. A projection onto GF(16) was suggested by
Esmaeili, Gulliver, and Khandani [10] to investigate whether the [48, 24, 12] quadratic
residue code has such a projection.

The purpose of our paper is to give a uniform characterization of these projec-
tions. We provide many examples of binary linear codes having these projections.
In particular, we construct several binary linear codes that have best known optimal
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parameters, for instance, [20, 11, 5], [40, 22, 8], [48, 21, 12], and [72, 31, 16]. We also re-
late the automorphism group of a quaternary code to that of the corresponding binary
code. Sections 2 and 3 survey the basic facts about projections onto GF(4) and addi-
tive codes over GF(4). In section 4 we characterize which binary linear codes have a
projection onto GF(4). In section 5 we apply results of section 4 to extremal binary
self-dual codes, and section 6 discusses a projection onto GF(16). Finally, in section 7
we construct two codes having the best known parameters [48, 21, 12] and [72, 31, 16].

2. Projection. We begin with the projection of binary linear codes into quater-
nary codes (i.e., codes over GF(4)) as explained in [18]. Consider a 4 ×m array with
zeros and ones in it. Label the four rows with the elements of GF(4): 0, 1, ω, ω. Recall
that ω = ω2, ω2 = ω, and ω = 1 +ω. If we take the inner product of a column of our
array with the row labels, we obtain an element of GF(4). In this way we have a cor-
respondence between binary vectors of length 4m and quaternary vectors of length m.
For example, let v = (1, 0, 1, 1, 0, 0, 0, 0, 1, 0, 0, 1, 0, 0, 1, 1, 0, 1, 0, 1, 0, 0, 1, 1, 0, 1, 0, 1, 0,
1, 1, 0) be the binary vector of length 32. Then

v =

1 2 3 4 5 6 7 8
0 1 0 1 0 0 0 0 0
1 0 0 0 0 1 0 1 1
ω 1 0 0 1 0 1 0 1
ω 1 0 1 1 1 1 1 0

1 0 ω 1 ω 1 ω ω

corresponds to (or projects onto) the quaternary vector w = (1, 0, ω, 1, ω, 1, ω, ω) of
length 8. We denote this projection by Proj(v) = w. The columns of such an array
associated with vector v will be referred to as the columns of v and the top row of
the array will be referred to as the top row of v. Note that Proj is a GF(2)-linear
map from the set of binary vectors of length 4m to the set of quaternary vectors of
length m.

Let the parity of a column be either even or odd, respectively, if an even or an
odd number of ones exists in the column. Define the parity of the top row in a similar
fashion. Thus the first column of the 4 × 8 array of the above vector has odd parity,
and the rest have even parity. The top row also has even parity. By a quaternary
additive code C4 of length m we mean a set of vectors in GF(4)m that is closed under
addition.

Definition 2.1. Let S be a set of binary vectors of length 4m and C4 a quater-
nary additive code of length m. Then S is said to have projection O onto C4 if the
following conditions are satisfied:

(P1) For any vector v ∈ S, Proj (v) ∈ C4. Conversely, for any vector w ∈ C4, all
vectors v such that Proj (v) = w are in S.

(P2) The columns of the array of any vector of S are either all even or all odd.
(P3) The parity of the top row of the array of any vector of S is the same as the

column parity of the array.

It is easy to see that the above set S is in fact a binary linear code of length 4m.
It is well known [18] that the extended Golay [24, 12, 8] code has projection O onto
the [6, 3, 4] Hexacode. The main advantage of this projection is its ability to decode
a binary code by decoding the projected code. Generally this lowers the decoding
complexity. Hard decision decoding by hand using this projection was done in [18]
and soft decision decoding was done by several authors [7, 21, 22, 23].
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The Reed–Muller [32, 16, 8] code R(2, 5) has a similar projection [12]. We define
such a projection, called projection E, as follows.

Definition 2.2. Using the same notation as Definition 2.1, S is said to have
projection E onto C4 if conditions (P1) and (P2), as well as the following third con-
dition (P3′), are satisfied:

(P3′) The parity of the top row of the array of any vector of S is always even.

3. Introduction to additive codes over GF(4). In this section we give some
basic definitions and preliminaries related to additive codes, and we refer the reader
to [4, 11] for more details. As before, an additive code C4 over GF (4) of length n is an
additive subgroup of GF(4)n. As C4 is a free GF(2)-module, it has size 2k for some
0 ≤ k ≤ 2n. We call C4 an (n, 2k) code. It has a basis, as a GF(2)-module, consisting
of k basis vectors; a generator matrix of C4 will be a k × n matrix with entries in
GF(4) whose rows form a basis of C4. Interest in additive codes over GF(4) has arisen
because of their correspondence to quantum codes, as described in [4]. There is a
natural inner product arising from the trace map. If we let GF(4) = {0, 1, ω, ω},
where ω = ω2 = 1 + ω, the trace map Tr : GF(4) → GF(2) is given by

Tr(x) = x+ x2.

In particular Tr(0) = Tr(1) = 0 and Tr(ω) = Tr(ω) = 1. The conjugate of x ∈ GF(4),
denoted x, is the image of x under the Frobenius automorphism; hence, 0 = 0, 1 = 1,
and ω = ω. We now define the trace inner product of two vectors x = (x1x2 · · ·xn)
and y = (y1y2 · · · yn) in GF(4)n to be

x�y =

n∑
i=1

Tr(xiyi).

Example 3.1. Let G6 be the [6, 3, 4] hexacode whose generator matrix as a linear
GF(4)-code is [

1 0 0 1 ω ω
0 1 0 ω 1 ω
0 0 1 ω ω 1

]
.

This is also an additive (6, 26, 4) code; thinking of G6 as an additive code, we see that
it has generator matrix 

1 0 0 1 ω ω
ω 0 0 ω ω ω
0 1 0 ω 1 ω
0 ω 0 ω ω ω
0 0 1 ω ω 1
0 0 ω ω ω ω

 .
If C4 is an additive code, its dual, denoted C⊥

4 , is the additive code {x ∈ GF(4)n |
x�c = 0 for all c ∈ C4}. If C4 is an (n, 2k) code, then C⊥

4 is an (n, 22n−k) code. As
usual, C4 is self-orthogonal if C4 ⊆ C⊥

4 and self-dual if C4 = C⊥
4 . In particular, if

C4 is self-dual, C4 is an (n, 2n) code. The code G6 in Example 3.1 is self-dual as an
additive code. (Any GF(4)-linear code that is self-orthogonal under the Hermitian
inner product is a self-orthogonal additive code under the trace inner product.)

As usual, the weight wt(c) of c ∈ C4 is the number of nonzero components of c.
The minimum weight d of C4 is the smallest weight of any nonzero codeword in C4.
If C4 is an (n, 2k) additive code of minimum weight d, C4 is called an (n, 2k, d) code.
We say C4 is Type II if C4 is self-dual and all codewords have even weight. It can



594 JON-LARK KIM, KEITH E. MELLINGER, AND VERA PLESS

be shown that Type II codes of length n exist if and only if n is even [11]. If C4 is
self-dual but some codeword has odd weight (in which case the code cannot be GF(4)
linear), we say the code is Type I (see [20, section 4.2]). There exists a bound on the
minimum weight of an additive self-dual code [20, Theorem 33]. If dI and dII are the
minimum distances of additive self-dual Type I and Type II codes, respectively, of
length n > 1, then

dI ≤
 2

⌊
n
6

⌋
+ 1 if n ≡ 0 (mod 6),

2
⌊
n
6

⌋
+ 3 if n ≡ 5 (mod 6),

2
⌊
n
6

⌋
+ 2 otherwise,

(3.1)

dII ≤ 2
⌊n

6

⌋
+ 2.(3.2)

A code that meets the appropriate bound is called extremal. Note that (3.2) is the
same as saying that d = 2m + 2 if n = 6m + 2(i − 1), with i = 1, 2, or 3. Type
II codes meeting the bound dII have a unique weight enumerator. This property is
not true for Type I extremal codes. A self-dual (with respect to the Hermitian inner
product) linear code over GF(4) also satisfies bound (3.2), and an extremal code is a
[6m, 3m, 2m+ 2] code.

We say that two additive codes C4 and C′
4 are equivalent provided there is a

map sending the codewords of C4 onto the codewords of C′
4, where the map consists

of a permutation of coordinates, followed by a scaling of coordinates by elements
of GF(4), possibly followed by conjugation of some of the coordinates. Notice that
permuting coordinates, scaling coordinates, and conjugating some coordinates of a
self-orthogonal (or self-dual) code do not change self-orthogonality (or self-duality).
The automorphism group of C4, denoted Aut(C4), consists of all bijections on code-
words in C4 to codewords in C4, which permute coordinates, scale coordinates, and
conjugate coordinates.

4. Projection of binary linear codes onto GF(4). In this section we char-
acterize binary linear codes of length 4m having projection O or projection E onto
GF(4). We let C (resp., C′) be the set of binary vectors satisfying (P2) and (P3)
(resp., (P2) and (P3′)). A standard counting argument shows that C (resp., C′) is
a linear [4m, 3m] code. If we look at all the vectors in C that project to the zero
vector, we obtain a subcode of C, which we denote D. The subcode D is generated
by all even sums of weight 4 vectors, all of whose ones appear in the same column
together with the one additional vector f1 = (1000 1000 · · · 1000 1000) if m is odd,
or f2 = (1000 1000 · · · 1000 0111) if m is even. Similarly C′ has such a subcode
D, which contains f1 when m is even and contains f2 when m is odd. A counting
argument again shows that D has dimension m.

Lemma 4.1. Let D and C ( C′) be defined as above. Let v1 and v2 be two vectors
in C (resp., C′) such that v1 �≡ v2 (mod D). Then Proj (v1) �= Proj (v2).

It easily follows that there is a one-to-one correspondence between the cosets of
D in C (C′) and GF(4)m given by Proj(v + D) = Proj(v).

Lemma 4.2. Let C2 be a binary linear subcode of C that also contains the subcode
D. Suppose that there are r linearly independent vectors vm+1, . . . ,vm+r in C2 such
that any nontrivial linear combination of them is not in D. Then Proj (vm+1), . . . ,
Proj (vm+r) are linearly independent over GF (2).

We can now give a characterization of a binary linear code C2 of length 4m that has
either projection O or projection E onto an additive code over GF(4). The following
results are easy to prove and will be used in future arguments.
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Proposition 4.3. Let C2 be a binary linear [4m, k, d] code with projection O (or
projection E) onto an additive code C4 over GF (4). Then

1. d ≤ d(D) ≤ 8, where d(D) is the minimum weight of D, and C4 has dimension
r = k −m ≥ 0 over GF (2);

2. there exist (k−m) linearly independent vectors vm+1, . . . ,vm+(k−m) = vk of
C2 whose projection forms a basis for C4 as an additive code;

3. the vectors in part 2 above can be chosen so that wt(vi) = 2wt(Proj (vi)) for
i = m+ 1, . . . , k, and wt(vi ∩vj) ≡ Proj (vi) �Proj (vj) (mod 2) for m+ 1 ≤
i, j ≤ k, i �= j.

Proof. We prove only the projection O case. Clearly d ≤ d(D) ≤ 8, as D
is a subcode of C2. Since C2 has dimension k and D has dimension m, we know
there exist k −m linearly independent vectors vm+1, . . . ,vm+(k−m) = vk in C2 such
that any nontrivial linear combination of them is not in D. Hence, by Lemma 4.2,
Proj(vm+1), . . . ,Proj(vk) are linearly independent over GF(2). Therefore C4 has di-
mension k−m over GF(2) with basis {Proj(vm+1), . . . ,Proj(vk)}. This proves parts
1 and 2.

We can assume that the columns of the above k−m linearly independent vectors
vm+1, . . . ,vk all have even parity by adding f1(m : odd) or f2(m : even) to those
vectors of odd column parity. Furthermore, we may assume that the top row of
each vector vm+1, . . . ,vk consists of zeros of length m by adding proper codewords
from D. Hence, the columns of any vector from vm+1, . . . ,vk have only one of the
following four forms: (0000), (0011), (0101), (0110). Thus for m + 1 ≤ i, j ≤ k, and
i �= j, wt(vi ∩ vj) ≡ Proj(vi) � Proj(vj) (mod 2) and wt(vi) = 2wt(Proj(vi)), i =
m+ 1, . . . , k. This proves part 3.

We give an explicit construction of a binary linear code, which has projection O
or projection E onto a given additive code C4. Suppose now that C4 is an additive
(m, 2r) code, and let Ĉ4 be the binary linear [4m, r] code obtained from C4 by replacing
each GF (4) component with a 4-tuple in GF(2)4 as follows : 0 → 0000, 1 → 0011,
ω → 0101, ω → 0110.

Construction O: ρO(C4) = Ĉ4 + D, where D contains f1 when m is odd and f2
when m is even.

Construction E: ρE(C4) = Ĉ4 + D, where D contains f2 when m is odd and f1
when m is even.

The above constructions were known [11] for additive self-dual codes. The next
result follows from Proposition 4.3.

Corollary 4.4. Let C4 be an additive (m, 2r) code with 0 ≤ r ≤ 2m. Then,

1. ρO(C4) and ρE(C4) are binary linear [4m,m + r] codes having projection O
and projection E onto C4, respectively.

2. Any binary linear code having projection O or projection E onto C4 can be
constructed in this way.

Next we consider the natural question of whether two equivalent additive codes
could be constructed from two inequivalent binary linear codes via projection O or
projection E. We label the positions in a 4-tuple with the integers 1, 2, 3, and 4.
With this notation, under the above mapping of each GF(4) component to a 4-tuple
in GF(2)4, the multiplication of x ∈ GF(4) by ω corresponds to the cycle permutation
(234) of each binary 4-tuple of x. Also the conjugation of x ∈ GF(4) corresponds to the
transposition (34) of the binary 4-tuple of x. Trivially the permutation of coordinates
of additive codes corresponds to the column permutation of their associated binary
arrays. Hence we have shown the following.
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Table 4.1
Projection of binary linear codes onto GF (4).

(m, r) Linear codes Parameters for binary codes Highest minimum

over GF(4) [3] via construction O or E weight dB [3]

(7, 8) [7, 4, 3] [28, 15, 6] dB = 6

(8, 10) [8, 5, 3] [32, 18, 6] dB = 6− 7

(9, 12) [9, 6, 3] [36, 21, 6] dB = 7− 8

(10, 14) [10, 7, 3] [40, 24, 6] dB = 7− 8

(7, 6) [7, 3, 4] [28, 13, 7] dB = 8

(8, 8) [8, 4, 4] [32, 16, 8] dB = 8

(9, 10) [9, 5, 4] [36, 19, 8] dB = 8

(10, 12) [10, 6, 4] [40, 22, 8] dB = 8

(11, 14) [11, 7, 4] [44, 25, 8] dB = 8− 9

(12, 16) [12, 8, 4] [48, 28, 8] dB = 8− 10

(13, 18) [13, 9, 4] [52, 31, 8] dB = 8− 10

(14, 20) [14, 10, 4] [56, 34, 8] dB = 8− 10

(15, 22) [15, 11, 4] [60, 37, 8] dB = 8− 10

(16, 24) [16, 12, 4] [64, 40, 8] dB = 9− 11

(17, 26) [17, 13, 4] [68, 43, 8] dB = 9− 12

Lemma 4.5. Let C4 and C′
4 be additive codes that are equivalent via maps defined

in section 3. Then ρO(C4) and ρO(C′
4) are equivalent by some coordinate permutation.

Similarly ρE(C4) and ρE(C′
4) are equivalent.

Corollary 4.6. Let C4 be an additive code. The automorphism group of C4 is
isomorphic to a subgroup of the automorphism group of ρO(C4) (resp., ρE(C4)).

4.1. Examples.

Example 4.7. Let P5 be the Pentacode [21], an additive self-dual (5, 25, 3) code
over GF(4). Ran and Snyders [21, Lemma 4] showed that a binary linear [20, 10, 5]
code P b

20 has projection O onto P5. If we define P c
20 = ρE(P5), then P c

20 is also a
binary linear [20, 10, 5] code. The software package Magma [5] was used to show that
P b

20 and P c
20 have the same weight distribution and isomorphic automorphism groups

of order 1920 and that they are not equivalent. We remark that P b
20 and P c

20 have
minimum weight, which is one less than the optimal [3] binary [20, 10, 6] codes.

Example 4.8. Consider the case when m = 5. There exists a linear [5, 3, 3] code
C4 over GF(4) [3]. It has parameters (5, 26, 3) as an additive code. By Corollary 4.4,
ρO(C4) and ρE(C4) are both binary linear [20, 11] codes. It is not difficult to prove that
the minimum weights of these binary codes is 5. It is known [3] that binary [20, 11, 5]
codes are optimal. Hence we have shown that some such codes have projection O or
projection E.

Example 4.9. Let C4 be any additive (m, 2r, 3) code, where m ≥ 6. Then ρO(C4)
and ρE(C4) have minimum weight 6. In this way we obtain optimal binary [28, 15, 6]
codes having projection O or projection E onto a linear [7, 4, 3] code over GF(4).
See Table 4.1 for more codes, where the fourth column denotes the highest minimum
weight of the corresponding binary [n, k] code together with the theoretical upper
bound.

Example 4.10. Consider the case when m = 10. There exists a linear [10, 6, 4]
code C4 over GF(4) [3]. It has parameters (10, 212, 4) as an additive code. By Corol-
lary 4.4, both ρO(C4) and ρE(C4) are binary linear [40, 22] codes. We want to show
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that the minimum weight of these binary codes is 8 in order to obtain optimal [3]
binary [40, 22, 8] codes. Without loss of generality, let w be a codeword in C4 whose
first four coordinates are nonzero. Such a vector w necessarily exists, as the minimum
weight of C4 is 4. Then in the case of even parity columns, the columns corresponding
to the nonzero coordinates each contain two 1’s. In the case of odd parity columns,
there is at least one 1 in every column. Hence the minimum weight of ρO(C4) and
ρE(C4) is 8. We have shown that there exist binary optimal [40, 22, 8] codes that have
projection O or projection E.

Generalizing this example, let C4 be any additive (m, 2r, 4) code, where m ≥ 7.
Then (i) if m = 7, the minimum weight of ρO(C4) and ρO(C4) is 7 and (ii) if m ≥ 8,
the minimum weight of ρO(C4) and ρO(C4) is 8. We get several optimal binary codes
having projection O or projection E on C4. See Table 4.1 for more examples.

5. Projections of binary self-dual codes onto GF(4). In this section, we
characterize binary self-dual codes of length 8k that have either projection O or pro-
jection E. The following proposition will be useful when we determine which binary
self-dual codes have projection O or projection E.

Proposition 5.1. Let C2 be a binary self-dual [4m, 2m, d] code with projection
O (or projection E) onto a quaternary additive code C4. Then

1. m is even.
2. C4 has dimension m over GF (2).
3. C4 is a self-dual code under the trace inner product. Furthermore when C2 is
doubly even, C4 is even.

Proof. We prove the claim only for projection O. By definition, D is a subcode
of C2. We take f1 or f2 in D, depending on (P3). Since C2 is self-dual, wt(f1) and
wt(f2) are even. As wt(f1) = m and wt(f2) = m+ 2, it follows that m is even. This
proves part 1. Part 2 follows from part 1 of Proposition 4.3. Part 3 follows from part
3 of Proposition 4.3.

We can say a little more about the relationship between the automorphism group
of an even additive code C4 and its associated binary linear code in the case when the
binary linear code is self-orthogonal.

Proposition 5.2. Let C4 be an even additive (m, 2r) code that lifts to a self-
orthogonal binary linear code C2 of length 4m via construction O or E given above.
Then Aut(C2) contains a subgroup of order 2r, which is not induced by a subgroup of
Aut(C4).

Proof. We consider only construction E, as the proof for construction O is similar.
Let v be a vector of Ĉ4 whose columns have even parity. We associate a unique
coordinate permutation pv with the vector v in the following way. If a column of
v contains all 1’s or all 0’s, then every position in that column is fixed under pv.
If a column of v contains exactly two 1’s, then the permutation pv interchanges
the coordinate positions in that column which contain 1’s and also interchanges the
coordinate positions which contain 0’s. For instance, the permutation associated with
the vector

v =


0 0 0 0 0 0
0 0 1 0 1 0
1 0 1 1 0 0
1 0 0 1 1 0


is given by the coordinate permutation (1, 2)(3, 4)(9, 12)(10, 11)(13, 14)(15, 16)(17, 19)
(18, 20). We claim that such a coordinate permutation leaves the code invariant and
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Table 5.1
Automorphism group orders of some self-dual codes.

C |Aut(C)| |Aut(ρE(C))| |Aut(ρO(C))|
G6 24 · 33 · 5 210 · 33 · 5 210 · 33 · 5 · 7 · 11 · 23
C1 27 · 32 215 · 32 · 5 · 7 215 · 32
C2 24 · 3 · 7 212 · 3 · 7 212 · 3 · 7
C3 27 · 32 · 7 215 · 32 · 5 · 7 · 31 215 · 32 · 7

hence is part of the full automorphism group of the binary linear code ρE(C4). Hence,
we need to show that the image of any codeword under such a permutation is still in
the code.

Let w be any binary codeword in ρE(C4) with even column parity and let pv be
a permutation associated with vector v as above. If w is fixed under pv, then we are
done. Otherwise, we consider the columns of w whose coordinates are not fixed under
pv. Let ci be any such column of w. Then ci contains exactly two 1’s and, since this
column of w is not fixed under pv, we know that ci meets the corresponding column
of v in exactly one position. Because of the self-orthogonality condition, there must
be another column of w, say cj , with the same property. Letting di,j be the element
of the subcode D with all 1’s in the ith and jth columns and 0’s everywhere else, we
see that the action of pv on the ith and jth columns of w is the same as adding di,j to
w. We conclude that the image of the codeword w under the coordinate permutation
pv is equal to w + d, where d is some element of D.

Now let u be any binary codeword in ρE(C4) with odd column parity. Any such
vector can be written as f1 +w for some vector w with even column parity. Hence,
it is sufficient to check that the image of f1 under pv is still in the code C2. Since
C4 is an even code, the action of pv on f1 will only permute the positions in an even
number of columns of f1. Let dv be the element of D that has all 1’s in the columns
where v has weight 2. Then, one can easily check that the image of f1 under the
permutation pv is equal to f1 + v + dv.

Hence, we have shown that the permutation pv leaves the code ρE(C4) invariant.
Note that any nontrivial permutation as described above does not permute columns,
but does permute the top position of any column on which it does not act triv-
ially. This shows that every such permutation cannot be induced from an element
of Aut(C4). Since the number of codewords of Ĉ4 is exactly 2r, this completes the
proof.

Note that the action of a permutation pv on a particular column can be viewed
as an element of the Klein 4 group, that is, a cycle permutation corresponding to
(1,2)(3,4), (1,3)(2,4), or (1,4)(2,3). This observation can be used to show that for any
two permutations pv1 and pv2 , the composition gives the permutation pv1+v2 .

Corollary 5.3. Let C4 be an even additive (m, 2r) code that lifts to a self-
orthogonal binary linear code C2 of length 4m via construction O or E given above.
Then 2r · |Aut(C4)| divides |Aut(C2)|.

We note that this result about automorphism groups partially explains the size
of the automorphism groups of the binary codes given in Table 5.1, which originally
appeared in [11, section 5, p. 149].1 Here, G6 is the (6, 26, 4) hexacode, and C1, C2,
and C3 are the three (8, 28, 4) Type II codes. Note that the orders of the binary
linear codes all satisfy the relationship given in the corollary above. In fact, the entire
automorphism group is completely determined for those cases in which the binary

1Table reprinted with permission of the American Mathematical Society, Providence, RI.



PROJECTIONS OF BINARY LINEAR CODES 599

code is singly even. This is the case for only one of the doubly even codes, namely
ρE(C2).

5.1. Examples. In the following we consider an extremal Type II self-dual [8k,
4k, 4

⌊
n
24

⌋
+ 4] code.

Example 5.4. When k = 1 we get the unique Hamming [8, 4, 4] code H3. Let i2
be the self-dual linear [2, 1, 2] code over GF(4) with generator matrix [1 1]. Then the
set of vectors satisfying conditions (P1), (P2), and (P3) with C4 = i2 in Definition 2.1
gives H3. In other words, H3 has projection O onto i2.

Example 5.5. When k = 2, there are exactly two Type II [16, 8, 4] binary codes
A8 ⊕ A8 and E16 in the notation of [19]. By using exactly two Type II additive
quaternary (4, 24, 2) codes from [15, Table 1] or [13], we see that A8 ⊕ A8 and E16

have projection E onto (4, 24, 2) codes. The Type I [16, 8, 4] binary code F16 has
projection E onto the Type I (4, 24, 2) code from [15, Table 2] or [13].

Example 5.6. When k = 3, it is well known [18] that the extended Golay code
has projection O onto the hexacode. If we consider projection E onto the hexacode,
we get the Type I [24, 12, 6] code [12].

Example 5.7. When k = 4, we consider the five Type II [32, 16, 8] codes given
in [6]. Several authors [1, 11, 12, 24] are interested in a projection construction for
some of these codes. It is known [11, Example 5.4] that applying construction E to
the three Type II additive (8, 28, 4) codes produces three of these five, i.e., 2g16, 8f4,
and r32 in the notation of [6].

It is claimed in [24] that the extended quadratic residue code q32 has projection
O onto a quaternary linear [8, 4, 4] code B given by Yuan, Chen, and Ma [24, p. 410].
In an example, they construct a singly even [32,16,8] code, which they claim is the
quadratic residue code. However, the latter code is doubly even. Their example
contains a weight 14 vector, which was claimed to be in q32. We note that the code B
in [24, p. 410] is equivalent to the unique linear self-dual [8, 4, 4] code over GF(4) with
generator matrix of the binary Hamming [8, 4, 4] code. So the set of vectors in [24,
Definition 1] is actually r32, one of the three Type I [32, 16, 8] codes given in [8].

Furthermore we prove here that q32 does not have projection E onto an additive
code over GF(4). It is easy to see that Type II [32, 16, 8] codes do not have projection
O.

Proposition 5.8. Exactly three Type II [32, 16, 8] codes out of the five Type II
codes, namely 2g16, 8f4, and r32, have projection E onto the three Type II additive
(8, 28, 4) codes.

Proof. Let C2 be one of the five Type II [32, 16, 8] codes which have projection
E onto one of the three Type II additive (8, 28, 4) codes. Then by part 1 and part 2
of Corollary 4.4, we note that at most three Type II [32, 16, 8] codes are constructed.
From the discussion in Example 5.7, these three codes are in fact 2g16, 8f4, and r32.
This completes the proof.

There is an alternative way to prove Proposition 5.8. Suppose that C2 is one of
the five Type II [32, 16, 8] codes which have projection E onto one of the three Type
II additive (8, 28, 4) codes. By Proposition 4.3, C2 contains the set D0 of all even
sums of weight 4 vectors with all four 1’s in a column. The set D0 gives rise to an
octet, that is, a weight 4 coset of C2 containing exactly eight weight 4 vectors (see [8,
p. 1328]). As codes q32 and 16f2 have no octets while codes 2g16, 8f4, and r32 have
one or more [8], the above proposition follows.

Example 5.9. For k = 5, there are at most 19 Type II [40, 20, 8] codes having
projection E onto additive (10, 210, 4) codes, as there are exactly 19 Type II (10, 210, 4)
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codes given in [2, 11].

6. Projections of binary codes onto GF(16). So far we have investigated
projections of binary linear codes onto GF(4) using arrays with four rows. It is natural
to consider a generalization to arrays with more rows. In this case we need other field
extensions of GF(2) apart from GF(4). Esmaeili, Gulliver, and Khandani [10] first
studied a projection of binary linear codes onto GF(16) as follows.

Let GF(16) be generated by α such that α4 + α + 1 = 0, where α is a primitive
element of GF(16). We write a binary vector of length 6m as a 6 ×m array whose
rows are indexed by 0, 1, α, α2, α3, β, where β = α12 = 1 + α + α2 + α3. As before,
we take the inner product of a column of our array with the row labels, producing
an element of GF(16). It is easy to see that for any element x in GF(16), there are
exactly two columns of odd parity and two columns of even parity which project to x.
For example, let x = α4. Then (111000)t, and its complement are two odd columns
projecting to α4. Similarly (011000)t, and its complement are two even columns
projecting to α4.

Now we can define projection O and projection E onto GF(16) as we defined them
onto GF(4) in section 2. It is clear that the binary [48, 24, 12] quadratic residue code
q48 does not have projection O or projection E onto any additive code over GF(4)
since the minimum weight of q48 is greater than 8. It is also shown [10, Theorem 2]
by computer search that q48 does not have projection O onto any linear code over
GF(16). We show this without a computer search. Suppose that q48 has projection O
or projection E onto an additive code of length 8 over GF(16). Then q48 would have
a subcode generated by all even sums of weight 6 vectors, all of whose ones appear in
the same column. This subcode gives rise to a weight 6 coset of q48 containing exactly
eight weight 6 vectors. However, it is known [9, Table I] that there is no such coset of
q48. Therefore q48 cannot have projection O or projection E onto any additive code
of length 8.

Furthermore we can prove that any [48, 24, 12] binary code C2 does not have
projection O or projection E onto an additive code of length 8 over GF(16). If it did,
then C2 would be projected onto an additive (8, 216, d ≥ 6) code C16 over GF(16). It
is well known [3, p. 299] that any q-ary (n,M, d) code has at most qn−d+1 vectors in
it. Applying this to C16 we get 216 ≤ 168−d+1, so d ≤ 5. This is a contradiction.

Proposition 6.1. No binary [48, 24, 12] code has projection O or projection E
onto GF (16).

7. Projections of codes with large minimum weight. We note that projec-
tion O and projection E are very useful when the minimum weight of the binary code
is at most 8. In what follows, we generalize projection E so that we can construct a
binary [48, 21, 12] code and a [72, 31, 16] code which both have a projection onto an
additive GF(4) code. Interestingly, these codes are optimal [3].

Apart from the projection of a binary 4-tuple to an element of GF(4) from sec-
tion 2, we recall two other maps TOP and PAR defined in [1, p. 2562]. TOP is the
mapping of a binary 4-tuple (v1, v2, v3, v4) to v1. PAR is the mapping of a binary
4-tuple (v1, v2, v3, v4) to v1 + v2 + v3 + v4. Both of these maps are linear. We extend
these maps onto a 4 ×m binary array, operating on every column of the array.

Under this notation, we define a projection as follows.
Definition 7.1. Let S be a set of binary vectors of length 4m written as 4 ×m

arrays as before. Let P and T be binary codes of length m and let C4 be a quaternary
additive code of length m. Then S is said to have projection G onto C4 if the following
conditions are satisfied:
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(G1) For any vector v ∈ S, Proj (v) ∈ C4. Conversely, for any vector w ∈ C4, all
vectors v such that Proj (v) = w are in S.

(G2) PAR of any vector of S is in P.
(G3) TOP of any vector of S is in T .

We call codes P and T a parity code and a top code, respectively.
Taking the parity code as the repetition [m, 1,m] code and the top code as the

even [m,m − 1, 2] code, projection G is the same as projection E. Now we give
properties of projection G. Since its proof is similar to that of Proposition 4.3, we
omit the details.

Proposition 7.2. Let C2 be a binary linear [4m, k, d] code with projection G
onto an additive code C4 over GF (4). Let P be a parity code with dimension k1 and
T a top code with dimension k2. Then

1. C4 has dimension r = k − (k1 + k2) ≥ 0 over GF (2).
2. There exist r linearly independent vectors vk1+k2+1, . . . ,vk1+k2+r = vk of C2

whose projection forms a basis for C4 as an additive code.
We remark that part 3 of Proposition 4.3 does not hold in general.

7.1. Examples.
Example 7.3. It was shown in Theorem 1 and Corollary 2 of [1] that the binary

Reed–Muller R(r,m) code, where r ≥ 1 and m > r + 1, has a projection onto R(r −
1,m− 2) over GF(4). This fact can be described in terms of projection G by taking
C2 = R(r,m), C4 = R(r − 1,m − 2), P = R(r − 2,m − 2), and T = R(r,m − 2). In
the case of the first-order Reed–Muller R(1,m) code for m > 2, we understand P as
the zero code of length 2m−2.

Example 7.4. We will construct a binary [48, 21, 12] code having projection G
onto the unique self-dual additive (12, 212, 6) code over GF(4) called the dodecacode [4,
11]. For the top code, we consider a binary optimal [12, 8, 3] code, which is easy to
construct. We also take the repetition [12, 1, 12] code as the parity code. Then by
Proposition 7.2 we construct a binary [48, 21, 12] code having projection G onto the
dodecacode. See Table 7.1 for the generator matrix of the binary [48, 21, 12] code and
Table 7.2 for its weight distribution. This code has an automorphism group of order
2 generated by the following transposition found by Magma:

(1, 29)(2, 31)(3, 30)(4, 32)(5, 33)(6, 36)(7, 35)(8, 34)(9, 25)(10, 26)(11, 28)
(12, 27)(13, 21)(14, 24)(15, 22)(16, 23)(37, 45)(38, 48)(39, 46)(40, 47)

Example 7.5. We can similarly construct a binary [72, 31, 16] code having pro-
jection G onto the quaternary linear [18, 9, 8] code S18 [20]. We take as the top code
a binary [18, 12, 4] code and as the parity code the repetition code of length 18. Then
by Proposition 7.2 we get a binary [72, 31, 16] code having projection G onto S18.

7.2. Decoding. We sketch a hard decision decoding algorithm for binary linear
codes having projection G. The decoding idea is analogous to the syndrome decoding
algorithm [12] and, generally, the decoding algorithm given in [16].

Let C2 have projection G onto C4 with the parity code P and the top code T . In
order to make the situation simple we assume that P is the repetition code of proper
length. Suppose v is a received vector. First we compute the parities of the columns
of v and take the majority parity among them. We regard the columns of v with
this parity as correct columns. Then we project v onto a vector w over GF(4). We
find a closest codeword x in C4 to w by solving a syndrome equation with respect
to H4, the parity check matrix of C4. See [16] for more details. We then lift x to a
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Table 7.1
Generator matrix of the binary [48, 21, 12] code.

1111 0000 0000 0000 0000 0000 0000 0000 1111 1111 0000 0000
0000 1111 0000 0000 0000 0000 0000 0000 1111 0000 1111 0000
0000 0000 1111 0000 0000 0000 0000 0000 1111 0000 0000 1111
0000 0000 0000 1111 0000 0000 0000 0000 0000 1111 1111 0000
0000 0000 0000 0000 1111 0000 0000 0000 0000 1111 0000 1111
0000 0000 0000 0000 0000 1111 0000 0000 0000 0000 1111 1111
0000 0000 0000 0000 0000 0000 1111 0000 1111 1111 1111 0000
0000 0000 0000 0000 0000 0000 0000 1111 1111 0000 1111 1111
1000 0111 0111 0111 0111 0111 0111 0111 1000 1000 0111 0111
0000 0000 0000 0000 0000 0000 0011 0011 0011 0011 0011 0011
0000 0000 0000 0000 0000 0000 0101 0101 0101 0101 0101 0101
0011 0011 0011 0011 0011 0011 0000 0000 0000 0000 0000 0000
0101 0101 0101 0101 0101 0101 0000 0000 0000 0000 0000 0000
0000 0000 0000 0011 0101 0110 0000 0000 0000 0011 0101 0110
0000 0000 0000 0101 0110 0011 0000 0000 0000 0101 0110 0011
0011 0110 0101 0000 0000 0000 0011 0110 0101 0000 0000 0000
0101 0011 0110 0000 0000 0000 0101 0011 0110 0000 0000 0000
0000 0000 0000 0011 0110 0101 0101 0110 0011 0000 0000 0000
0000 0000 0000 0101 0011 0110 0011 0101 0110 0000 0000 0000
0011 0101 0110 0000 0000 0000 0000 0000 0000 0110 0101 0011
0110 0011 0101 0000 0000 0000 0000 0000 0000 0011 0110 0101



.

Table 7.2
Weight distribution of the binary [48, 21, 12] code.

Weights No. Weights No. Weights No. Weights No.
0 1 18 56832 26 203264 34 3072
12 2065 20 374012 28 373142 36 1884
14 2944 22 201984 30 56192 40 4
16 49254 24 722548 32 49953 44 1

binary vector v′. There are often several choices for v′. When the syndrome of v′

with respect to H, the parity check matrix of T , is zero, we take v′ as a codeword of
C2. Otherwise we go back to the previous step, finding a closest codeword in C4 to
w by solving another syndrome equation. We repeat this step until we get a binary
vector v′ whose syndrome with respect to H is zero.

We can apply this algorithm to the second-order Reed–Muller code R(2,m), as it
has projection G with the repetition code as the parity code. We remark that a soft
decision decoding for the first-order Reed–Muller code R(1,m) was explained in [1].
It appears that a soft decision decoding for binary linear codes having projection G
is possible in a similar fashion; see [1, 7, 10, 21, 22, 23, 24]. It would be interesting to
find a fast hard or fast soft decision decoding algorithm for projection G.
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