MATH 425 Hour Exam I Solution Radford 02/22/08

1. (20 points) First

2
(a) observe that a-+bx+cx? € St ifand only if 0 = <a + bx + c2?, o> = / (a+ bz + ca®)x dz
0

2 x? 23 2t [P 8 4
:/ (ax + ba? + cx®)dr = (a—= + b= +c~—)| =2a+ -b+4c;0=a+ -b+2c. (10)
0 2 3 47, 3 3
4
a = _§b —2c
(b) Solutions to this equation, which is equivalent to the system b o— b , is
c = c
a —4/3 —2 4
givenby | b | =b 1 |+c 0 |. A basis for S* is {_§ +z, —2+2°}. (10)
c 0 1

2. (20 points) Recall that s’ is a closest vector in .S to v means s € S and ||[v—s'|| < ||[v—s]|
for all s € S.

(a) Let s € S. Then
v —s[l* = [I(v = s0) + (so = 8)|[* = [[v = sol|* + llso — s[|* > [Iv — soll?, (1)

where the second equation follows since sg—s € S. By (1) we deduce ||v —s]||? > [|v —sol[%,
hence ||v — s|| > ||v — s¢||. (10)

(b) ||[v —s|| > ||v —s1]| for all s € S; in particular for s = sg. Thus by (1), with s = sy,

we deduce |[v —sol|? > ||[v = s1]]? = [|v = sol|* + |[so — s1]|* > ||v — so|[?, from which
[[v — sol|* = ||V — so||* + ||so — s1][?, or equivalently ||sy — s1||* = 0, follows. Therefore
l|so — s1|| = 0 and consequently sy = s;. (10)
2
3. (20 points) Let {qi,qs2} be the orthonormal basis, and let v = i
1
: : 2 7 ,
(a) By inspection <v, q;> = I3 and <v, qo> = 3 Thus the closest vector is
—6 — 28 —34
<v >q1 + <v > —i 2440 —i 21
0+ 84 84

(10)



1 ~12 0
_ t t . = _ _
(b) A= @ia + 202 = 55 LB —2za0+ | o [(-40312)
0 12
9 —36 12 0 16 0 —12 —48
1 ~36 144 —48 0 N 00 0 0
169 12 —48 16 0 —12 0 9 36
0 0 00 —48 0 36 144
25 —36 0 —48
1 | —36 144 —48 0
~ 160 0o —48 925 36 |10

—48 0 36 144

4. (20 points) The characteristic polynomial of A is cq(z) = 0 5—x 1] =

(3 —2)(5 —x)(3 — x). Thus the eigenvalues for A are A\ = 3, 5.

0 8 4 0 00 01 1/2
)\3:A)\13<0 2 1)—>---—>(0 2 1)—>---—>(0 0 O);eigen—
0 00 000 0 0
1
0
0

x 1 ~1/2 ~1/2
vectors in vector form are [ y | =z | 0 |+z 0 |. Thus { : 0 |}is
z 0 1 1

a basis for the space of eigenvectors for A belonging to A = 3.

-2 8 4 -2 8 0 1 -4 0
/\5:A—)\13( 0 0 1)—>—>( 001)—>---—>(O 01);
00 =2 000 0 00
T 4 4
eigenvectors in vector form are ( y) = y( 1 ) Thus {( 1 |} is a basis for the space

z 0 0
of eigenvectors for A belonging to A = 5.
0
0 | (10).
5

1 —1/2 4 3
TakeS(O 0 1)(10)andD(O
—1/2 1/2 1/4)

0 10 0

5. (20 points) Note that A is a transition matrix.

(a) This is the nullspace of A—1I3. By row redutcion A—1I3 = 1/4 =3/4 1/4
/4 1/4 —1/2

o w o



-2 2 1 0 4 -3 0 0 0
- — 1 3 1| —+—10-4 3| —- - — 1|01 —3/4

1 1 =2 1 1 2 1 0 —5/4
5/4 5
which means {| 4/3 |}, or {| 3 |} is a basis for the set of solutions. (10)
1 4

(b) Since A is a transition matrix has a row of non-zero entries it follows that A has a
unique probability distribution. Such vectors are probability vectors. Thus from part (a)

15/12
the vector we seek is 1/4 1. (10)
1/3



