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Definition 1. Let (2, %,P) be a probability space. A stochastic process is a family of
random variables on (Q, Z,P) is { X; }+er. Here T is an index set. Typically T'= {0, 1,2, ...},
a sequence of random variables or T = [0, 00), a continuous family of random variables.

Q1: How to specify a stochastic process?

1. How to specify a Random Variable?
Suppose we have a probability space (€2, 4, P) and X is a random variable on ({2, %, P).
What do we mean by specifying that X is a standard Gaussian N(0,1)?

Look at
1

P{X e B} — S dr =Po X~ N(B).
(Xepy- [ =cu-2ox(n)

Here, X : (Q, 8,P) — (R, #(R)) induces a measure Po X ~'. We need to specify that
Po X~1(B) is given by something, i.e. we need to specify the measure that it induces.

2. What do we mean by (X,Y) is a Gaussian with mean 0 and covariance [ ] ?

Here (X,Y) : (Q, %, P) — (R? 2B(R?)), where the induced measure is Po (X,Y)~! and

1 2
Po(X,Y) ' = // (—_> e “dxd
( ) B1><B2 27T y
—P{X e B andY € By}.

3. For a stochastic process, to specify the distribution of it, we just give all the finite
dimensional distributions. Let x be the measure on R*. Then

,utl,tQ ..... tk(F1XF2X"'XFk>:P{Xt1€F17Xt2€F27"'7th€Fk}7

for all t1,ty,...,tx € T and t; < ty < --- <t} (only pick a finite number).
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% Given a family of measures 4, +,,. 1, Where t1,%o,...,t, € T, how to know there is indeed
a stochastic processes X; such that

P{X:, € F1, Xy, € Fo, ..., X4, € Fi} = puy,.tp, (F1 X Fy X -+ - X F)?

Theorem 1. (Kolmogorov’s Ezxtension Theorem) Suppose we have a family of probability
measures which is given by g, 4, , a measure on RE t1,ty, ... tn €T, andt; <ty < - - <ty
such that for any u; < ug < -+ <u <t < 8§ <ty < S <+ <ty <8, <V <V <00 <
Um (a sequence of times), then we have the measure

Moy ogtrsrotnsmorowm | RX o X Rx F; X R OXFy xRx--- xF, x RxRx--- xR

I components for t1 for s1 m components
= pit, 1, (F1 % -+ Fy) Compatibility Property
then there is a probability space (2, B,P) and a stochastic process such that
]P){th - Fl, Ce ,th - Fk} = Mt17”.7tk (Fl X oeee Fk) .

Interpretation: If we have a measure p (distribution), then as long as it satisfies some
properties, it has a probability space and a stochastic process.

Ezample 1. Do we have two random variables X; and X, such that (X, X») as a random
vector is Gaussian? So pu; is a Gaussian measure on R?. And X is Bernoulli, i.e. p is a
Bernoulli on R!. No, because all marginals should be Gaussian:

pz (Fy X R) # pu (F1).
Ezample 2. (Brownian Motion - BM)

Definition 2. A Brownian motion starting from 0 is a family of random variables {B;}i>0
such that

1. BQZO

2. It has independent increments. If we have

then Bt1 — Bt():O; BtQ — Btl, ce 7Btn — Btn,1 are independent.

3. B, — B, ~N(0,t — s)



Idea of Brownian Motion:

From 0 to s the displacement ~ N(0, s). The process keeps moving (as shown above by the
red line). The new displacement between s and t ~ N(0,t — s).

How do we know we have a process? We need to specify the distributions with Kolmogorov’s
Extension Theorem and make sure we have compatibility. The requirements are 1 - 3 from
the definition of Brownian Motion. We have

lut1,t2,...,tk (Fl X F2 X oo X Fk)
ngt ]P{Btl S F1lth2 € FQ, Ce ’Btk c Fk}

:/ P(tl,O,Xl)Xm/ P(tQ—tl,Xl,X2>dX2"'/ Pty — tp—1, Xp—1, Xg) dXg.
F1 F2

Fy,

Note that the last line of the above is compatible and on R¥.
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Recall: (Q,2,P). A stochastic process is a collection of random variables {X;};>0, T =
{0,1,2,...,n,...} or T' =10, 00).

Theorem 2. (Kolmogorov’s Extension Theorem) Given a family of probability measures
Wiy to,tn 0N R 1) <9 < --- < t, such that

Hsotis1tasaSn—_1tnsn (R X F1 x R x F2 X - X R X Fn X R) = Wtitot, (F1 X F2 X X Fn)7

Where [hsotysitasys,_1tnsn 1S @ probability measure on R2"*+L Then there is a probability space
(Q, B,P) and a stochastic process { X} such that

]P{th € Fl,th € FQ,. .. ,th - Fn} = Wty tn (Fl X F2 X - X Fn) .

Intuition: If we want a distribution to have a process like this, then the given distribution
should have compatibility and then we will have the stochastic process.

Definition 3. A Gaussian process is a stochastic process {X;} such that for any 0 < t; <
to <tz < -+ <ty (X4, Xty ..., X;,) is a Gaussian vector.

For Gaussian vectors, to specify the distribution, we only need to specify the mean and
the covariance. For simplicity, we only look at Gaussian processes with mean 0, that is,
E X, =0,Vt € T. This is a centered Gaussian because the mean is 0. We only look at the



mean because X; is Gaussian, E X; = m(t). Then take Y; = X; — m(¢) and now we have a
centered Gaussian. The covariances are still the same.

For a centered Gaussian Process, to specify the distribution of (Xj,,..., X;,) for any ¢; <
ty < -+ < t,, we only need to specify the covariance of (X;,,...,X;,), that is

atitj = EXtith7 1 S 7’7] S n.
If you look at (atitj)?jzl’ this should be
1. symmetric

2. non-negative definite

These properties guarantee there is a Gaussian process, and that the Gaussian process has
this covariance. This is further reduced to specify a function C(s,t), where C is the covari-
ance. We want E X; X, = C(s,1).

1. Symmetric condition: we want C(s,t) = C(t,s)
2. We want szzl b;C(t;, t;)b; > 0 for all by,...,b, € R and all choices of t;,...,t,.
Ezample 3. Why do we have compatibility /consistency? Take

Mt totstats (Fl X FQ X F3 X F4 X F5) = ]P){Btl € Fl,BtQ € FQ,Bt3 € F3,Bt4 € F4,Bt5 € Fg,},

where By, ..., By, is a centered Gaussian with covariance
C(ty,t1) C(tr,ta) -+ C(ty,t5)
C(ts,t1) Cl(ts,ta) -+ C(ts,t5)
Also,

,utz,t4 (FQ X F4) — P{Btz - FQ,BM - F4} s

where (BtQ, Bt4) is a centered Gaussian with covariance

C(ta,ta) Clty, ta)

Consistency is to pick some of F; to be R, i.e., is

P{B,, €R,B,, € F5,B;, € R, B,, € Fy, B;, € R} =P{B,, € 5, B,, € F,}?
We have that

P{B;, € R,B;, € I[,,B;, € R, B,, € Fy, B, € R} =P{B,, € I, By, € Fy}

because when we have € R, it is no longer a restriction. It is still a Gaussian vector with
appropriate covariance (delete appropriate rows and columns), which is the same as the other
covariance. So they have the same distribution, so we have consistency.



Ezample 4. Brownian Motion {B;};>¢ is called a Brownian Motion starting from 0 if
1. Bp=0
2. Independent Increments (see diagram from last time)
3. B; — Bs ~N(0,t —s)

Question: Do we have a process with these properties?

Answer: Check the covariance function for ¢ > s.

C(t,s) = E B, B,
— E(B, - B, + B,)B,
— E(B, — B,)B, + E B
= E(B; — Bs) E B, + s, since By — By is independent of B
and since EB, =0,EB?=VB’=5-0=s
= s ANt,

which is symmetric. Why is it non-negative definite? We need to show Z? =1 biC (ti,t;)b; >0
for all by,...,b, € R and for all t;,... t,.

> bC(tit)by = > bi(ti At;)b;

ij=1 ij=1
=Y {bibj / 1[0,ti}(U)1[o,tj](U)dU]
ij=1 0
= / [Z (bilp,ea(u) (bjl[wj](u))] du
0 [ij=1
fe’e) n 2
0 i=1
> 0.

So we do have a process, and we call this process Brownian Motion.

Question: Why is Brownian Motion continuous in some sense?

Definition 4. Let X;,Y; be two stochastic processes. We say X; and Y; is a modification of
each other if P[X; =Y;| = 1 for every t € T almost surely, i.e. it is the same process in the
sense that the distribution is the same.

Theorem 3. A Brownian Motion always has a continuous modification, i.e. fitw € €Y, then
Xi(w) becomes a function of t. This is the sample path of the process. If the sample path is
continuous almost surely, then the process is continuous.



Theorem 4. (Kolmogorov’s Continuity) If X; is a stochastic process, suppose E|X; — X |* <
C|t — s|1+6 for some o, 3 > 0. Then X; has a continuous modification.

Example 5. Suppose X; is a stochastic process (we don’t know if it is continuous). Let T be
a random variable of the continuous type. That is, P [T = t] = 0. Let

) Xi(w), mot at T'(w)
Yilw) = {oo, at T'(w) '

We look at Y;(w) and the sample path. An example of this is shown below.

Tilm)

Then look at T'(w).
PX;=Y]=1-P[T(w)=t]=1.



