
THE TREE PROPERTY AT ℵω+1

DIMA SINAPOVA

Abstract. We show that given ω many supercompact cardinals,
there is a generic extension in which there are no Aronszajn trees
at ℵω+1. This is an improvement of the large cardinal assump-
tions. The previous hypothesis was a huge cardinal and ω many
supercompact cardinals above it, in Magidor-Shelah [7].

1. Introduction

The tree property at κ+ states that there are no Aronszajn trees
at κ+ i.e. that every κ+-tree has an unbounded branch. In 1996,
Magidor and Shelah in [7] showed the consistency of the tree property
at ℵω+1. They start with a ground model with a huge cardinal and
ω many supercompact cardinals above it. Here we reduce the large
cardinal hypothesis. We present a proof for the consistency of the tree
property at ℵω+1 starting only from ω many supercompact cardinals.
Our construction is motivated by Gitik-Sharon [5] and Neeman [8]. In
particular, we will show the following theorem:

Theorem 1. Suppose that in V , 〈κn | n < ω〉 is an increasing sequence
of supercompact cardinals and GCH holds. Then there is a generic
extension in which:

(1) κ0 = ℵω,
(2) the tree property holds at ℵω+1.

Furthermore, there is a bad scale at κ.

Scales play a central role in PCF theory. Let τ be a singular cardinal,
τ = supη<cf(τ) τη, where each τη is regular. A scale of length τ+ is a

sequence of functions 〈fα | α < τ+〉 from
∏

η<cf(τ) τη which is increasing
and cofinal with respect to the eventual domination ordering. The scale
〈fα | α < τ+〉 is good if for almost all γ < τ+ with cf(γ) > cf(τ) there
exists an unbounded set A ⊆ γ, such that {fβ(η) | β ∈ A} is strictly
increasing for all large η. If “unbounded in γ” is replaced by “club in
γ”, the scale is very good. Bad scales that are those that are not good.
The existence of a bad scale implies the failure of the approachability
property, and so it implies the failure of weak square. For more details

1



2 DIMA SINAPOVA

on scales and their connection to singular cardinal combinatorics see
Cummings-Foreman-Magidor [2], [3], and [4].

The rest of the paper presents the proof of Theorem 1. In section
2 we describe the forcing notion and some basic properties about the
forcing. In section 3 we will show that there is a bad scale at κ in the
resulting model. Section 4 deals with a preservation lemma, which will
be used to show the tree property. Finally, in section 5 we prove that
there are no Aronszajn trees at ℵω+1.

2. The forcing

Let 〈κn | n < ω〉 be an increasing sequence of supercompact cardi-
nals. We start by using Laver’s forcing to make κ0 indestructably su-
percompact. Let V be the resulting model. Denote κ = κ0, ν = supn κn
and µ = ν+. First we force with the full support iterated collapse C to
make each κn be the n-th successor of κ. Let H be C-generic over V .
Work in V [H]. Let U be a normal measure on Pκ(κ+ω+1). For each n,
let Un be the projection of U to Pκ(κ+n) and let jn = jUn .

Proposition 2. For each n < ω there exists a (Col((κ+n+2)Nn , <
jn(κ)))Nn - generic filter, Kn, over Nn = Ult(V [H], Un).

Proof. Col((κ+n+2)Nn , < jn(κ))Nn has at most κ+n+1 many antichains.
Using that the poset is < κ+n+1 closed and Nn is closed under sequences
of length κ+n, build a decreasing sequence of conditions 〈qi | i < κ+n+1〉
meeting these antichains. We use this sequence to construct a generic
filter Kn in V [H].

�

Fix generic filters 〈Kn | 0 < n < ω〉 as in the above lemma. By a sim-
ilar argument, we can choose a (Col((κ+ω+2)N0 , < j0(κ)))N0 - generic
filter, K0, over N0 = Ult(V [H], U0).

By standard arguments using the fact that κ is supercompact, we
have that in V [H], there is a bad scale 〈g∗β | β < µ〉 in

∏
n κ

+n+1 (see
[9]). Furthermore we can fix a U0 - measure one set B ⊂ κ, such that
for all δ ∈ B, 〈g∗β | β < µ〉 has stationary many bad points of cofinality

δ+ω+1:

Lemma 3. Suppose 〈gβ | β < µ〉 is a scale in
∏

n κ
+n+1. There exists

a U0-measure one set B, such that for all δ ∈ B, there are stationary
many bad points β < µ with cf(β) = δ+ω+1.

Proof. The proof builds on parts of the arguments in [9]. Let B =
{δ < κ | there are stationary many bad points with cofinality δ+ω+1}.
Suppose for contradiction that B is not measure one. Then A = κ\B ∈
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U0. For each δ ∈ A fix a club Cδ in µ, such that all points in Cδ with
cofinality δ+ω+1 are good for the scale. Let C =

⋂
δ∈ACδ, which is also

club in µ since cf(µ) = µ > κ.
Recall that U0 is the projection of U to κ, where U is a normal

measure on Pκ(µ). Let j = jU : V [H] −→ M and let ρ = sup(j”µ).
Then we have

M |= ρ ∈ j(C), cf(ρ) = cf(µ) = κ+ω+1

and since κ ∈ j(A) we have by elementarity that M |= ρ is good.
Define f to be the function α 7→ sup(j”κ+n+1); we claim that f is

an exact upper bound for 〈j(g)η | η < ρ〉 with non-uniform cofinality:
If η < ρ, let β < µ be such that η < j(β). Then j(g)η <

∗ j(g)j(β) =
j(gβ) <∗ f since for each n < ω, j(gβ)(n) = j(gβ(n)) < sup(j”κ+n+1).
Also, if h <∗ f , without loss of generality assume that for all n, h(n) <
sup(j”κ+n+1). Define h ∈

∏
n κ

+n+1 by h(n) to be the least γ < κ+n+1

such that h(n) < j(γ). Let β < µ be such that h <∗ gβ. Then
h <∗ j(g)j(β).

It follows that ρ cannot be good. Contradiction. �

Using standard reflection arguments, we choose sets Xn ∈ Un for
n < ω with X0 ⊂ B, such that for all x ∈ Xn:

• κ ∩ x = κx is κ+n
x -supercompact.

• (∀k ≤ n)o.t.(x ∩ κ+k) = κ+k
x . In particular, o.t.(x) = κ+n

x .

We are ready to define the main forcing. Basically, we take the
Gitik-Sharon forcing and add collapses using the filters 〈Kn | n < ω〉.

Definition 4. Conditions in P are of the form p = 〈d, 〈pn | n < ω〉〉,
where setting l = lh(p), we have:

(1) For 0 ≤ n < l, pn = 〈xn, cn〉 such that:
• xn ∈ Pκ(κ+n), xn ∈ Xn and for i < n, xi ≺ xn,
• c0 ∈ Col(κ+ω+2

x0
, < κx1) if 1 < l, and if l = 1, c0 ∈

Col(κ+ω+2
x0

, < κ).
• if 1 < l, for 0 < n < l − 1, cn ∈ Col(κ+n+2

xn , < κxn+1), and
cl−1 ∈ Col(κ+l+1

xl−1
, < κ).

(2) For n ≥ l, pn = 〈An, Cn〉 such that:
• An ∈ Un, An ⊂ Xn, and xl−1 ≺ y for all y ∈ An.
• Cn is a function with domain An, for y ∈ An, Cn(y) ∈
Col(κ+n+2

y , < κ) if n > 0, and Cn(y) ∈ Col(κ+ω+2
y , < κ) if

n = 0,
• [Cn]Un ∈ Kn.

(3) if l > 0, then d ∈ Col(ω, κ+ω
x0

), otherwise d ∈ Col(ω, κ).
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Here x ≺ y denotes that x ⊂ y and |x| < κy. For a condition p,
we will use the notation p = 〈dp, 〈pn | n < ω〉〉, pn = 〈xpn, cpn〉 for
0 ≤ n < lh(p), and pn = 〈Apn, Cp

n〉 for n ≥ lh(p). The stem of p is
h = 〈dp, 〈pn | n < lh(p)〉〉. Sometimes we will also denote the stem of
p by 〈dp, 〈~x,~c〉〉, where ~x and ~c are with length lh(p), and for i < lh(p),
pi = 〈xi, ci〉.

q = 〈dq, 〈qn | n < ω〉〉 ≤ p = 〈dp, 〈pn | n < ω〉〉 if lh(q) ≥ lh(p) and:

• dq ≤ dp,
• for all n < lh(p), xpn = xqn, c

q
n ≤ cpn,

• for lh(p) ≤ n < lh(q), xqn ∈ Apn and cqn ≤ Cp
n(xqn),

• for n ≥ lh(p), Aqn ⊂ Apn and for all y ∈ Aqn, Cq
n(y) ≤ Cp

n(y)

We say that q is a direct extension of p, denoted by q ≤∗ p, if q ≤ p
and lh(q) = lh(p). For two stems h1 and h2, we say that h1 is stronger
or an extension of h2 if there are conditions p1 ≤ p2 with stems h1 and
h2 respectively.

Let G be P generic over V [H], and let 〈xn | n < ω〉, where each
xn ∈ Pκ(κ+n), be the added generic sequence. Set λn = xn ∩ κ. By
adapting the arguments in [5] to our situation, we get:

Proposition 5.

(1) If 〈An | n < ω〉 ∈ V [H] is a sequence of sets such that every
An ∈ Un, then for all large n, xn ∈ An.

(2)
⋃
n xn = ν = (κ+ω)V [H].

(3) For each n ≥ 0, the cofinality of κn = (κ+n)V [H] in V [H][G] is
ω.

(4) Since any two conditions with the same stem are compatible, P
has the µ = κ+ω+1 chain condition. So, cardinals greater than
or equal to κ+ω+1 are preserved.

(5) P has the Prikry property. I.e. if p is a condition with length
at least 1 and φ is a formula, then there is a direct extension
p′ ≤∗ p which decides φ.

Remark 6. The main point in the proof of the Prikry property is the
diagonal lemma, which states that for p ∈ P with length at least 1 and
lh(p) < n < ω if H is a set of stems of length lh(p)+n and 〈qh | h ∈ H〉
are conditions stronger than p such that each qh has a stem h, then
there is q ≤∗ p such that if r ≤ q is a condition of length at least
lh(p) + n, then r ≤ qh for some h ∈ H.

Remark 7. Using the closure of the collapsing posets, we get the fol-
lowing corollary to the Prikry property: If p is a condition with length



THE TREE PROPERTY AT ℵω+1 5

n+ 1 and φ is a formula, then there is a direct extension q ≤∗ p, such
that q � n = p and if r ≤ p decides φ, then r � n_q � (ω \ n) decides φ.

The last property implies that all cardinals χ, such that λn ≤ χ ≤
λ+n+2
n for some n > 0 are preserved. In particular, in V [H][G] every
λn for n > 0 is a cardinal. And so, P preserves κ. Also, P preserves
(λ+ω+1

0 )V [H], (λ+ω+2
0 )V [H], and collapses (λ+ω

0 )V [H] to ω. So in V [H][G],
κ = ℵω, µ = κ+, (λ+ω+1

0 )V [H] = ℵ1.
Before we turn our attention to the tree property, we will show that

there is a bad scale in V [H][G].

3. The bad scale

In this section we will show that there is a bad scale in V [H][G]. From
this it follows that weak square fails. The construction is motivated
by a similar construction of a bad scale in Cummings-Foreman [1]. We
start with a couple of propositions.

Proposition 8. Suppose that in V [H][G], f ∈
∏

n λ
+n+1
n . Then there

is a sequence of functions 〈Hn | n < ω〉 in V [H], such that dom(Hn) =
Xn, Hn(x) < κ+n+1

x for all x, and f(n) < Hn(xn) for all large n.

Proof. The proof builds on an argument in [1]. Let p force that ḟ is as
in the statement of the lemma. For simplicity assume that the length
of p is 1. Denote p = 〈dp, 〈pn | n < ω〉〉 and pn = 〈An, Cn〉 for n > 0.

Fix 0 < n < ω and x ∈ An. For any stem h = 〈dp, 〈~z,~c〉〉 of
length n+ 1 with zn = x and ci = Cp

i (zi) for i ≤ n, such that there is a
condition stronger than p with this stem, let ph ≤ p be a condition with
this stem. Then ph 
 ḟ(n) < κ+n+1

x . The closure of Col(κ+n+2
x , < κ)

is more than the number of stems of length n that are stronger than
h � n. So, by the Prikry property we can build a decreasing sequence
〈qγ | γ < κ+n+1

x 〉, such that for each γ, qγ ≤∗ ph is such that qγ � n =

ph � n, and if some r ≤ qγ decides “ḟ(n) = γ”, then r � n_qγ � (ω \ n)

decides ḟ(n) = γ (see Remark 7 from the previous section).
Let qh be a direct extension of every qγ, for γ < κ+n+1

x . Again
we use that the closure of Col(κ+n+2

x , < κ) is big enough. Let ch ∈
Col(κ+n+2

x , < κ) be such that qhn = 〈x, ch〉. Using induction, we define
the qh’s so that the ch’s are decreasing according to some enumeration.
Set cx to be stronger than each ch, where h is a stem of length n + 1
ending in 〈x,Cp

n(x)〉. Define Hn(x) = sup{γ < κ+n+1
x | (∃q)lh(q) =

n + 1, qn = 〈x, cx〉 and q 
 ḟ(n) = γ} + 1. Since the number of such
q’s is κ+n

x , we have that Hn(x) < κ+n+1
x .

Apply the diagonal lemma to qh, for all stems h of length n + 1 as
considered above, to get a condition qn ≤∗ p such that if r ≤ qn has
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length at least n+ 1, then for some h, r ≤ qh (see Remark 6 from the

previous section). Then qn 
 ḟ(n) < H(ẋn). Note that since for each

h, dq
h

= dp, then dq
n

= dp. Let q be stronger than each qn. Then q
forces that 〈Hn | n < ω〉 is as desired.

�

Proposition 9. Suppose V [H][G] |= A ⊂ ON, o.t.(A) = ℵ1. Then
there is a set B ∈ V [H] such that B is an unbounded subset of A.

Proof. As before, for p ∈ P, we denote p = 〈dp, 〈pn | n < ω〉〉.
For p ∈ P let Ap = {α | p 
 α ∈ Ȧ}; A =

⋃
p∈GAp. Let δ < κ and

q ∈ G with length 1 be such that q 
 λ̇0 = δ. Let τ = (δ+ω+1)V [H],

then q 
 ℵ̇1 = τ . Work below q. Fix n > 0, d ∈ Col(ω, δ+ω) such that⋃
p∈G,lh(p)=n,dp=dAp = A′ is unbounded in A. In V [H][G] let h : τ → A′

enumerate A′. Then by definition of A′, for each γ < τ , we can fix
pγ ∈ G with length n and dpγ = d deciding a value for h(γ). Let p be
stronger than every pγ. Then p decides h. �

Next we define the bad scale in V [H][G]. Recall that 〈g∗β | β < µ〉 ∈∏
n κ

+n+1 is a bad scale in V [H] fixed in advance, so that it has sta-
tionary (in V [H]) many bad points of cofinality λ+ω+1

0 = (ℵ1)V [H][G].
For all n < ω and η < κ+n+1, fix f ηn : Xn −→ V [H], such that
∀xf ηn(x) < κ+n+1

x , and [f ηn ]Un = η. Define in V [H][G], 〈gβ | β < µ〉
in

∏
n λ

+n+1
n by:

gβ(n) = f
g∗β(n)
n (xn)

Lemma 10. 〈gβ | β < µ〉 is a bad scale in V [H][G], and so weak square
fails.

Proof. First we check that 〈gβ | β < µ〉 is a scale. If β < γ < µ,

then for all large n, [f
g∗β(n)
α ]Un = g∗β(n) < g∗γ(n) = [f

g∗γ(n)
n ]Un . By (1)

of Proposition 5, it follows that for all large n, gβ(n) = f
g∗β(n)
n (xn) <

f
g∗γ(n)
n (xn) = gγ(n), so 〈gβ | β < µ〉 is increasing.
To prove that 〈gβ | β < µ〉 is cofinal, suppose that in V [H][G],

h ∈
∏

n λ
+n+1
n . Fix 〈Hn | n < ω〉 ∈ V [H] as in the conclusion of

Proposition 8. In V [H], define h∗ ∈
∏

n κ
+n+1 by h∗(n) = [Hn]Un .

Let β < µ be such that for all large n, h∗(n) < g∗β(n). Then for all

large n, [Hn]Un = h∗(n) < g∗β(n) = [f
g∗β(n)
n ]Un , and so for all large n,

h(n) < Hn(xn) < f
g∗β(n)
n (xn) = gβ(n).

To show that the scale is not good we need the following claim.
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Claim 11. Suppose that γ is a good point in V [H][G] for 〈gβ | β < µ〉
with cofinality ℵ1 in V [H][G]. Then γ is a good point in V [H] for
〈g∗β | β < µ〉.

Proof. Setting τ = (ℵ1)V [H][G] = (λ+ω+1
0 )V [H], note that cf(γ) = τ in

both V [H] and V [H][G]. Fix unbounded A∗ ⊂ γ, and n < ω wit-
nessing goodness of γ in V [H][G]. Then by Proposition 9, there is an
unbounded set A ⊂ A∗ in V [H]. Then A and n witness goodness, so
let p ∈ G be such that p 
 (∀k > n)〈ġβ(k) | β ∈ A〉 is increasing.

Subclaim 12. ∀k > max(n, lh(p)), for Uk-almost all y ∈ Apk, we have

that 〈f g
∗
β(α)

k (y) | β ∈ A〉 is increasing.

Proof. Otherwise, for some k > max(n, lh(p)), we can find yk ∈ Apk,

such that 〈f g
∗
β(k)

k (yk) | β ∈ A〉 is not increasing and a condition q ≤ p,
such that k < lh(q) and qk = 〈yk, c〉 for some c. Then:

• (∀β < µ)q 
 ġβ(k) = f
g∗β(k)

k (yk),
• q ≤ p⇒ q 
 〈ġβ(k) | β ∈ A〉 is increasing.

But we assumed that 〈f g
∗
β(k)

k (yk) | β ∈ A〉 is not increasing. Contradic-
tion. �

So, we have that for all large k, 〈[f g
∗
β(k)

k ]Uk | β ∈ A〉 is increasing,
and so for all large k, 〈g∗β(k) | β ∈ A〉 is increasing. Thus, γ is good for
〈g∗β | β < µ〉 in V [H]. �

Then since P has the µ chain condition and there are stationary
many bad points with cofinality λ+ω+1

0 in V [H] for 〈g∗γ | γ < µ〉, we get
that 〈gγ | γ < µ〉 is not good. �

4. The preservation lemma

In this section we prove a preservation lemma, which will be used
to show the tree property. The proof of this lemma is motivated by
the Preservation Theorem in Magidor-Shelah [7]. The main difference
is that instead of trees, here we are working with narrow systems,
which are defined below. Throughout this section V will denote some
arbitrary ground model. We start with defining the notion of a narrow
system.

Definition 13. S = 〈I,R〉 is a narrow system of height ν+ and levels
of size κ < ν if:

• I is an unbounded subset of ν+, and for each α ∈ I, Sα =
{α} × κ is the α-level of S,
• R is a set of transitive binary relations on S, such that |R| < ν,
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• for every α < β in I, there are u ∈ Sα, v ∈ Sβ, and R ∈ R
such that 〈u, v〉 ∈ R,
• for all R ∈ R, if u1, u2 are distinct nodes such that 〈u1, v〉 ∈ R

and 〈u2, v〉 ∈ R, then 〈u1, u2〉 ∈ R or 〈u2, u1〉 ∈ R.

For a1, a2 ∈ S and R ∈ R we write a1 ⊥R a2 if 〈a1, a2〉 /∈ R and
〈a2, a1〉 /∈ R, and in that case say that a1, a2 are R-incomparable.

A branch of S is a set b ⊂
⋃
α∈I Sα such that for every α, |b∩Sα| ≤

1, and for some R ∈ R, we have that for all u, v ∈ b, 〈u, v〉 ∈ R or
〈v, u〉 ∈ R. In this case we say that b is a branch through R (or with
respect to R). We say that b is unbounded if for unboundedly many
α ∈ I, b ∩ Sα 6= ∅.
Theorem 14. Suppose that ν is a singular cardinal of cofinality ω
and S = 〈I,R〉 is a narrow system in V of height ν+, levels of size
κ, and with |R| = τ , where κ, τ < ν. Suppose also that R is a <χ
closed notion of forcing where χ > max(κ, τ)+, and let F be R-generic
over V . Suppose that in V [F ] there are (not necessarily all unbounded)
branches 〈bR,δ | R ∈ R, δ < κ〉, such that:

(1) every bR,δ is a branch through R, and for some 〈R, δ〉 ∈ R× κ,
bR,δ is unbounded;

(2) for all α ∈ I, there is 〈R, δ〉 ∈ R × κ, such that Sα ∩ bR,δ 6= ∅.
Then S has an unbounded branch in V .

Proof. Let λ be a regular cardinal such that max(κ, τ) < λ < χ. First
we define a splitting property and prove a lemma.

Definition 15. Let r ∈ R. The pair 〈R, δ〉 ∈ R× κ has the splitting
property below r if for all {ri | i < λ} ⊂ R where each ri ≤ r, there
is, in V , a set {ai | i < λ} of nodes of S, such that:

• for all i < λ, there is r′i ≤ ri with r′i 
 ai ∈ ḃR,δ,
• for all i 6= j in λ, ai ⊥R aj.

Lemma 16. (Splitting Lemma) Suppose that r 
 “ḃR,δ is an unbounded
branch”, and suppose S has no unbounded branch in V through R.
Then the splitting property below r holds for 〈R, δ〉.
Proof. Let {ri | i < λ} be conditions stronger than r. For i < λ,

set Ei = {a ∈ S | (∃r ≤ ri)r 
 a ∈ ḃR,δ}. Then Ei ∩ Sα 6= ∅
for unboundedly many α’s in I since ri forces that ḃR,δ is unbounded.
Actually for all a ∈ Ei, {c ∈ Ei | 〈a, c〉 ∈ R} ∩ Sα 6= ∅ for unboundedly
many α’s in I. Also, for all a ∈ Ei, there are c1, c2 in Ei with 〈a, c1〉 ∈
R, 〈a, c2〉 ∈ R such that c1 ⊥R c2. This is because otherwise Ea

i = {c ∈
Ei | 〈a, c〉 ∈ R} will be an unbounded branch in V through R. So we
get the following claim:
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Claim 17. For every i, there is a sequence {cη | η < λ} of pairwise R
incomparable nodes in Ei.

Proof. Fix i < λ. Let C ⊂ ν+ be a club such that for all α ∈ C, if
γ ∈ I ∩ α and a ∈ Ei ∩ Sγ, then there are R-incomparable nodes c1, c2

in Ei ∩
⋃
β∈I∩α Sβ with 〈a, c1〉 ∈ R and 〈a, c1〉 ∈ R.

Inductively build sequences 〈γη | η < λ〉, 〈αη | η < λ〉, 〈aη | η < λ〉,
and decreasing 〈rη | η < λ〉 in R stronger than ri, such that:

• for each η, γη ∈ C, αη < γη, and aη ∈ Ei is a node of level αη;

• 〈aη | η < λ〉 are pairwise R-comparable and each rη 
 aη ∈ ḃR,δ.
Suppose ρ < λ and we have build these sequences for all η < ρ. Let
α = supη αη and r∗ρ be stronger than all rη. Then since r forces ḃR,δ
to be unbounded, choose rρ ≤ r∗ρ, αρ > α and aρ ∈ Sα such that

rρ 
 aρ ∈ ḃR,δ. Then let γρ ∈ C be greater than αρ.
Then, since each aη is of level below γη ∈ C, we build R-incomparable

nodes 〈cη | η < λ〉, such that for every η, there is η′ with 〈a′η, cη〉 ∈ R
and cη is of level below γη′ .

�

For each i < λ, let {aηi | η < λ} be R incomparable nodes in Ei and
let αi < ν+ be such that each aηi is of level below αi. Let α ∈ I be such
that α ≥ supi<ν αi. We will build inductively pairwise R-incomparable
nodes {ai | i < λ} of levels above α, such that each ai is in Ei. Suppose
that we have defined {ai | i < j} where j < λ. For each i < j, since
{aηj | η < λ} are R incomparable and appear at levels less than the level
of ai, we have that there is at most one η < λ such that 〈aηj , ai〉 ∈ R.
For i < j, let ηi be the unique such η if it exists, and ηi = 0 otherwise.
Chose η ∈ λ \ {ηi | i < j}. Then for all i < j, aηj ⊥R ai. Let aj ∈ Ej
be such that 〈aηj , aj〉 ∈ R and the level of aj is above α. Then for all
i < j, ai ⊥R aj.

�

We return to the proof of the theorem. Suppose for contradiction
that S has no unbounded branch in V . Working in V [F ], let B =
{〈R, δ〉 ∈ R × κ | b〈R,δ〉 is bounded }. Note that since R is closed
enough, B ∈ V . Let g : B → ν+ be such that for all 〈R, δ〉 ∈ B,
b〈R,δ〉 ⊂

⋃
α<g(〈R,δ〉) Sα i.e. b〈R,δ〉 is bounded by g(〈R, δ〉). Let β0 =

sup(ran(g)) < ν+. So, in V [F ], each bounded b〈R,δ〉 is below β0.
Let {r〈R,δ〉 | 〈R, δ〉 ∈ R × κ} be a sequence of conditions in F , such

that for each 〈R, δ〉, either r〈R,δ〉 
 “ḃR,δ is unbounded”, or r〈R,δ〉 

“ḃR,δ ⊂

⋃
α∈I∩β0

Sα”. Using the closure of R, choose a condition r ∈ F
which is stronger than every r〈R,δ〉 and let U = {〈R, δ〉 ∈ R × κ |
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r 
 ḃ〈R,δ〉 is unbounded }. Then U ∈ V and by the assumption of
the theorem, U is nonempty. Also by (2) from the assumptions of the
theorem, by strengthening r if necessary, we have that:

(†) r 
 “for all α ∈ I\β0, there is 〈R, δ〉 ∈ U such that Sα∩ḃR,δ 6= ∅”.

We will define a sequence 〈ri | i < λ〉 as follows. For every 〈R, δ〉 ∈ U
we build conditions 〈rR,δi | i < λ〉 stronger than r, such that:

(1) for every i, 〈rR,δi | 〈R, δ〉 ∈ U〉 is decreasing according to some
enumeration of U ,

(2) for every 〈R, δ〉 ∈ U , there are pairwise R-incomparable nodes

〈ui | i < λ〉 in S, such that: rR,δi 
 ui ∈ ḃR,δ for each i. Denote

ui = 〈βR,δi , ξR,δi 〉. Here we use the Splitting Lemma and the fact

that for every 〈R, δ〉 ∈ U , r 
 “ḃR,δ is unbounded” to find these
nodes.

Then for every i < λ, set ri to be stronger than all of 〈rR,δi | 〈R, δ〉 ∈ U〉.
Let β ∈ I \β0 be such that β ≥ supi,R,δ β

R,δ
i . For all i < λ, let r′i ≤ ri

be such that for some ξi, Ri, δi with 〈Ri, δi〉 ∈ U ,

r′i 
 〈β, ξi〉 ∈ ḃRi,δi .

We can find such r′i by (†).
Since the size of U is less than λ, for some ξ < κ and 〈R, δ〉 ∈ U ,

there are distinct i < j < λ, such that ξi = ξj = ξ, Ri = Rj = R and

δi = δj = δ. Then setting u = 〈βR,δi , ξR,δi 〉 and v = 〈βR,δj , ξR,δj 〉 we have
that:

• ri 
 u ∈ ḃR,δ; ri 
 〈β, ξ〉 ∈ ḃR,δ
• rj 
 v ∈ ḃR,δ; rj 
 〈β, ξ〉 ∈ ḃR,δ
• u ⊥R v
• u, v are of levels less than β.

That is a contradiction. �

5. The tree property

In this section we will show that there is a P-generic filter over V [H],
G, such that in V [H][G] the tree property holds at ℵω+1. Given a
P - name Ṫ in V [H] for a (ν+)V [H] tree with levels of size at most
κ, we denote the α-th level of T by Tα. We may assume that Tα =
{α}×κ for α < ν+. Also throughout this section ν+ will always denote
(ν+)V = (ν+)V [H] (which becomes ℵω+1 in V [H][G] for any P-generic
filter G). The outline of our proof is motivated by Neeman [8]. The
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main difference is that we have to deal with the poset C and rely on
the Preservation Lemma from last section.

We will make use of the following standard fact. We include the
proof for completeness.

Proposition 18. Suppose that Q is a poset, D ⊂ Q is an open dense
set, φ(x) is a formula, and 〈τp | p ∈ D〉 are Q names such that for all
p ∈ D, p 
 φ(τp). Then there is a Q name τ , such that 1Q 
 φ(τ).

Proof. Let A ⊂ D be a maximal antichain. Define a Q-name, τ =
{〈u, r〉 | (∃p ∈ A)(r ≤ p, u ∈ dom(τp), r 
 u ∈ τp)}. Then for any Q -
generic F , if p ∈ F ∩A, then τF = (τp)F . It follows that 1Q 
 φ(τ). �

Now, suppose for contradiction that for any P-generic filter over
V [H], G, in V [H][G] the tree property does not hold at ℵω+1. Then

the set D = {p ∈ P | (∃Ṫ )(p 
 Ṫ is an Aronszajn tree at ℵ̇ω+1)} is
dense. Using the above proposition, we can fix a P-name Ṫ , such that
the empty condition forces that Ṫ is an Aronszajn tree at ℵ̇ω+1.

Lemma 19. There is n < ω and an unbounded I ⊂ ν+ in V [H], such
that for all α < β in I, there are ξ, δ < κ and a condition q with length
n, such that q 
 〈α, ξ〉 <Ṫ 〈β, δ〉.

Proof. Recall that U was the normal measure on Pκ(ν+) fixed in ad-
vance and each Un is the projection of U to Pκ(κn). Let j = jU :
V [H] → M . Let G∗ be j(P ) - generic over M and T ∗ = j(Ṫ )G∗ be
such that the first element of the generic sequence added by G∗ is κ.
We can arrange that since κ ∈ j(X0). Then ν+ is preserved by G∗.

Fix a node u ∈ T ∗ of level γ, where sup(j′′ν+) < γ < j(ν+). Then
for all α < ν+ let ξα < j(κ) be such that 〈j(α), ξα〉 <T ∗ u and pα ∈ G∗
be such that pα 
 〈j(α), ξα〉 <j(Ṫ ) u. Then in M [G∗] there is an

unbounded I∗ ⊂ ν+ and a fixed n, such that for all α ∈ I∗, pα has
length n.

Denoting pα = 〈dα, 〈pαi | i < ω〉〉, by further shrinking I∗ we can
assume that for some d ∈ Col(ω, κ+ω), for each α ∈ I∗, dα = d. Also,
for each α ∈ I∗ and i < n, denote pαi = 〈yi, cαi 〉. Note that by choice
of G∗, we have that y0 = κ. Let b = 〈d, 〈~y,~c〉〉 be a stem in j(P) with
length n such that ~y = 〈yi | i < n〉 and ~c = 〈ci | i < n〉 where each
ci =

⋃
α c

α
i . We can take this union since for 0 < i < n, ci belongs to a

poset which is < (j(κ)∩ yi)+i+2 closed, and c0 ∈ Col(κ+ω+2, < j(κ)y1).
In particular, the closure is larger than ν+ = κ+ω+1.

Define I = {α < ν+ | ∃p ∈ j(P ) stem(p) = b, and ∃ξ < j(κ)p 

〈j(α), ξ〉 <j(Ṫ ) u}. Then I ∈ V [H] and I∗ ⊂ I, so I is unbounded. So,
I is as desired. �
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Let n̄ and I be as in the conclusion of the above lemma. We will say
that a stem h 
∗ φ if there is a condition p, such that the stem of p is
h and p 
 φ.

Lemma 20. There is, in V [H], an unbounded set J ⊂ ν+, a stem h of
length n̄, and a sequence of nodes 〈uα | α ∈ J〉 with every uα of level
α, such that for all α < β in J there is a condition p with stem h, such
that p 
 uα <Ṫ uβ.

Proof. Let j : V → N be a ν+ - supercompact embedding with critical
point κn̄+2. Using standard arguments, extend j to j∗ : V [H]→ N [H∗]
where j∗ ∈ V [H∗]. Here H∗ is j(C) = C∗C′ generic, where C′ is < κn̄+1

closed.
Let γ ∈ j∗(I) be such that sup(j′′ν+) < γ < j(ν+). By elementarity

for all α ∈ I we can fix ξα, δα < κ and pα ∈ j∗(P) with length n̄ such
that pα 
j∗(P) 〈j∗(α), ξα〉 <j∗(Ṫ ) 〈γ, δα〉. Let hα be the stem of pα. Note

that the function α 7→ 〈ξα, δα, hα〉 is in V [H∗].
The number of possible stems in j∗(P) of length n̄ is less than κn̄,

and so since ν+ is regular in V [H] and C′ does not add sequences of
length less than κn̄, we have that in V [H∗] there is a cofinal J ⊂ I,
δ < κ, and a stem h such that for all α ∈ J , δα = δ and hα = h.

We consider the narrow system S = 〈I,R〉 of height ν+ and levels
of size κ, in V [H], where:

• R = 〈Rh | h is a stem of length n̄〉; |R| < κn̄.
• For nodes a, b, we say that 〈a, b〉 ∈ Rh iff h 
∗ a <Ṫ b

Apply the preservation lemma to S for R = C′, which is < κn̄+1 closed
in V [H], and the branches:

bRh,δ =def {〈α, ξ〉 | h 
∗j∗(P) 〈j(α), ξ〉 <j∗(Ṫ ) 〈γ, δ〉}.

We get that S has an unbounded branch in V [H]. I.e. in V [H], there
are an unbounded J ⊂ I, α 7→ ξα and a stem h such that for all α, β ∈ J
with α < β, we have that h 
∗ 〈α, ξα〉 <Ṫ 〈β, ξβ〉. Setting uα = 〈α, ξα〉
for α ∈ J , we get that for all α < β in J there is a condition p with
stem h which forces that uα <Ṫ uβ. �

Fix n̄, h̄, J , and α 7→ uα as in the conclusion of the above lemma.
By shrinking J we may assume that for some ξ < κ, each uα = 〈α, ξ〉.

Lemma 21. Suppose that h is a stem of length k, L ⊂ ν+ is unbounded,
and for all α < β with α, β ∈ L, h 
∗ uα <Ṫ uβ. Then there are ρ < ν+

and sets 〈Aα, Cα : α ∈ L \ ρ〉 in V [H] such that:

(1) Each Aα ∈ Uk, dom(Cα) = Aα, Cα(x) ∈ Col(κ+k+2
x , < κ) for

x ∈ Aα, and [Cα]Uk ∈ Kk.
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(2) For all α < β in L \ ρ, for all x ∈ Aα ∩Aβ such that Cα(x) and
Cβ(x) are compatible,

h_〈x,Cα(x) ∪ Cβ(x)〉 
∗ uα <Ṫ uβ.

Proof. Let j : V → N be a ν+ - supercompact embedding with critical
point κk+4. Using standard arguments, extend j to j∗ : V [H]→ N [H∗]
where j∗ ∈ V [H∗]. Here H∗ is C ∗ C′ generic, where C′ is < κk+3

closed. Let γ ∈ j∗(L) be such that sup(j′′ν+) < γ < j(ν+). By
elementarity, for all α ∈ L we can fix pα ∈ j∗(P) with stem h such
that pα 
 〈j∗(α), ξ〉 <j∗(Ṫ ) 〈γ, ξ〉. Denote pαk = 〈A∗α, C∗α〉. We have

that each A∗α ∈ j∗(Uk) = Uk and j∗(A∗α) = A∗α. Note that the function
α 7→ 〈A∗α, C∗α〉 is in V [H∗]. The number of possible pairs 〈A,C〉 in the
range of this function is |P(Pκ(κk))| = κk+1. It follows that since ν+

is regular in V [H] and C′ adds no sequences of length less than κk+2,
we have that the function α 7→ 〈A∗α, C∗α〉 is constant on an unbounded
subset of L. So, in V [H∗] there is a cofinal L′ ⊂ L, A∗ ⊂ Pκ(κk) and
C∗, such that for all α ∈ L′, A∗α = A∗ and C∗α = C∗.

We say that h_〈A,C〉 
∗ φ if there is a condition p = 〈dp, 〈pn |
n < ω〉〉 
 φ with stem h and plh(h) = 〈A,C〉. Let R = {RA,C | A ∈
Uk, [C]Uk ∈ Kk, dom(C) = A, (∀x ∈ A)C(x) ∈ Col(κ+k+2

x , < κ)}. Then
|R| = κk+1. We consider the narrow system S = 〈L,R〉, where for
α ∈ L, Sα = {α} × κ and for nodes a, b, we say that 〈a, b〉 ∈ RA,C iff
h_〈A,C〉 
∗ a <Ṫ b. For RA,C ∈ R, set

bRA,C =def {〈α, ξ〉 | h_〈A,C〉 
∗j∗(P) 〈j(α), ξ〉 <j∗(Ṫ ) 〈γ, ξ〉}.

Then {bRA,C | RA,C ∈ R} are branches in V [H∗] such that:

• each bRA,C is a branch through RA,C .
• for all α ∈ L, there are A and C, such that bRA,C ∩ Sα 6= ∅,
• for some A and C, bRA,C is unbounded.

We apply the preservation lemma for R = C′, which is < κk+3 closed
in V [H], and these branches to get an unbounded branch through S in
V [H]. So, in V [H] we have L′ ⊂ L, A, and C such that for all α < β
in L′, h_〈A,C〉 
∗ uα <Ṫ uβ.

Finally, let ρ = min(L′). For every α ∈ (L\ρ)\L′, let α′ = min(L′\α)
and A′α, C

′
α be such that h_〈A′α, C ′α〉 
∗ uα <Ṫ uα′ . We can find such

a pair since by assumption, h 
∗ uα <Ṫ uα′ . Let α ∈ L \ ρ. If α ∈ L′,
define Aα = A,Cα = C. If α 6∈ L′, define Aα = A′α∩A,Cα(x) = C ′α(x)∪
C(x) for x ∈ Aα (by shrinking Aα if necessary we may assume that for
all x ∈ Aα, C ′α(x) and C(x) are compatible). Then α 7→ 〈Aα, Cα〉 is as
desired. �
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Lemma 22. There is some ρ < ν+ and a sequence of conditions 〈pα |
α ∈ J \ρ〉 with stem h̄ such that for α < β in J \ρ, pα∧pβ 
 uα <Ṫ uβ.
Here pα ∧ pβ denotes the weakest common extension of pα and pβ.

Proof. The proof follows closely the argument given in [8].
First we make some remarks on taking diagonal intersections. Let

H be a set of stems of length n, and let 〈Ah | h ∈ H〉 be a sequence of
Un- measure one sets. For a stem h = 〈d, 〈~y,~c〉〉 in H and z ∈ Pκ(κn),
we write h ≺ z to denote that yn−1 ≺ z, i.e. that |yn−1| < κz and
yn−1 ⊂ z. Note that h ≺ z iff for some c, h_〈z, c〉 is a stem. Then A =
4h∈HA

h = {z ∈ Pκ(κn) | z ∈
⋂
h≺z A

h} is the diagonal intersection of
〈Ah | h ∈ H〉 and A ∈ Un.

We will define sequences 〈ρn | n̄ ≤ n < ω〉, 〈Anα | α ∈ J \ ρn, n̄ ≤ n <
ω〉, and 〈Cn

α | α ∈ J \ ρn, n̄ ≤ n < ω〉 by induction on n, such that for
all n:

(1) For all α ∈ J \ ρn, we have that Anα ∈ Un, [Cn
α ]Un ∈ Kn,

dom(Cn
α) = Aα, and Cn

α(x) ∈ Col(κ+n+2
x , < κ) for x ∈ Anα.

(2) For all α < β in J \ ρn, for all stems h = 〈d, 〈~x,~c〉〉 of length
n + 1 extending h̄, such that for n̄ ≤ i ≤ n, xi ∈ Aiα ∩ Aiβ and

ci ≤ Ci
α(xi) ∪ Ci

β(xi),

h 
∗ uα <Ṫ uβ.

Let ρn̄ and 〈An̄α, C n̄
α | α ∈ J\ρn̄〉 be given by the above lemma applied

to h̄. Then by the conclusion of the lemma, both of the conditions above
for n̄ are satisfied. Now suppose we have defined ρn and 〈Anα, Cn

α | α ∈
J \ ρn〉 such that (1) and (2) above hold for n. We have to define ρn+1

and An+1
α , Cn+1

α for α ∈ J \ ρn+1.
For a stem h = 〈dh, 〈~x,~c〉〉 of length n + 1 extending h̄, we say that

h fits α iff each xi ∈ Aiα and ci ≤ Ci
α(xi) for i ≤ n. Set

Jh = {α ∈ J \ ρn | h fits α}.

Define a function h 7→ ρh on stems of length n + 1 extending h̄ as
follows:

• if Jh is bounded in ν+, let ρh < ν+ be a bound,
• otherwise, let ρh and 〈Ahα, Ch

α | α ∈ Jh \ ρh〉 be given by the
previous lemma applied to h and Jh (here we use the inductive
assumption for n).

Set ρn+1 = sup{ρh | h is a stem of length n + 1 extending h̄}. For
α ∈ J \ ρn+1, set Hα(n + 1) = {h | h has length n + 1, extends h̄, and
fits α}. For each α ∈ J \ ρn+1, let

An+1
α = 4h∈Hα(n+1)A

h
α.
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Also set [Cα]Un+1 =
⋃
{[Ch

α]Un+1 | h ∈ Hα(n+1)} ∈ Kn+1. By shrinking
An+1
α (via diagonal intersections), we can arrange that for all x ∈ An+1

α ,
Cα(x) =

⋃
{Ch

α(x) | h ≺ x}.
It remains to check that (1) and (2) hold for n+1. The first condition

holds by construction. For the second condition, we have to show that
for all α < β in J \ ρn+1, for all stems t of length n + 2, which extend
h̄ and fit both α and β, we have that

t 
∗ uα <Ṫ uβ.

So, suppose that α < β are in J \ρn+1 and h_〈x, c〉 is a stem as above.
Since h fits α and β and ρh < α, β, we have that Jh is unbounded
and ρh was given by applying the previous lemma. Then h ∈ Hα(n +
1) ∩ Hβ(n + 1) and since we took diagonal intersections, it follows
that x ∈ Ahα ∩ Ahβ and c ≤ Ch

α(x) ∪ Ch
β (x). So, by construction of

Ahα, A
h
β, C

h
α, C

h
β , we have that h_〈x, c〉 
∗ uα <Ṫ uβ. This completes

the construction.
Now let ρ = supn ρn and set pα for α ∈ J \ ρ to be such that:

• the stem of pα is h̄,
• for all n ≥ n̄, let pαn = 〈Anα, Cn

α〉.
Then 〈pα | α ∈ J \ ρ〉 is as desired. For if α < β are in J \ ρ, and q ≤
pα ∧ pβ, then by the construction, we have that stem(q) 
∗ uα <Ṫ uβ,
and so q 6
 uα 6<Ṫ uβ. It follows that pα ∧ pβ 
 uα <Ṫ uβ. �

Let 〈pα | α ∈ J \ρ〉 be as in the above lemma. Let Ġ be the canonical
P-name for a generic ultrafilter. Since 1P 
 “Ṫ is an Aronszajn tree”,
we have that 1P 
 “{α < ν+ | pα ∈ Ġ} is bounded”. Denote Ḃ =
{α < ν+ | pα ∈ Ġ}. P has the ν+ chain condition, so for some α < ν+,
1P 
 Ḃ ⊂ α. Let β ∈ J \ α. Then pβ 
 pβ 6∈ Ḃ. Contradiction. So
there is a P-generic filter over V [H], G, such that in V [H][G] the tree
property holds at ℵω+1.

This completes the proof of Theorem 1. To summarize, starting from
ω many supercompact cardinals, we have constructed a generic exten-
sion in which there are no Aronszajn trees at ℵω+1. We conclude this
paper with an open problem. Neeman [8] showed that the tree prop-
erty is consistent with the failure of the singular cardinal hypothesis.
It remains open whether it is consistent to have the tree property at
ℵω+1 and not SCH at ℵω.
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