Math 310: Hour Exam 2 (Solutions)
Prof. S. Smith: Fri 14 Nov 2003

You must SHOW WORK to receive credit.

WHEREVER you use a calculator, write “used calculator”.

Problem 1:
(a) Show why each of the functions L, M : R*> — R? defined by L((:cl, xz)T) = (w2, 71 +12)T and
M((ml, :EQ)T) = (29,71 + 1)7 is—or is NOT-—a linear transformation.
L IS linear: (add) L((z1,22)" + (y1,42)7) = L((&1 + y1, 72 + 1)7)
= (IEQ + o, (1 +y1) + (22 + yg))T,
while L((xl, xg)T) + L((yl, yQ)T) = (22,1 + 22)T + (v, 1 +12)"
= (952 + yo, (x1 + z2) + (y1 + yg))Tfsame, using commutativity of addition.
(sc.mult.) L(c(:cl,xQ)T) = L((cajl,cxg)T) = (cxg,cxl + ch)T,
while cL((:cl, xz)T> = c(xg, T+ xg)T = (cwy, c(x1 + x2))'—same, using distributive law.
_but M is NOT linear: (e.g., add:) (add) M ((z1,22)" + (y1,52)7) = M ((z1 + 1,72 + 12)7)
= (372 + Yo, (T1 + Y1) + 1)T7
while M((ml, xg)T) + L((yl, yg)T) = (zo, 71 + )T + (yo,yn + 1)T
= (xg + Yo, 1 + Y1 + 2)T, NOT the same.

(b) Give the matrix representing (in the standard basis) the linear transformation L : R®* — R3
defined by L((:L‘l, T, xg)T) = (3zy + 4xy — 3x3, 571 + 613,471 + 379 + 273)7 .

3 4 -3
Apply L to that basis: put into columns, to get A = ( 5 0 6 )
4 3 2

Problem 2:
(a) Give the matrix representing the linear transformation L : R? — R? defined by

L((z1,22)") = (w2, 71 — 72)", WITH RESPECT TO THE BASIS (1,1)7, (1,2)".

(“directly”:) Apply L to this basis: L( (1,1) ) ( (1,2) ) (2,-1)T.
Get their coordinates in that basis: (1,0)T = 2(1 1) — 1(1 2)T; (2,-1)T =5(1,1)T = 3(1, 2)7.
Put in columns, to get B = ( _? _g

(or using “shortcut”:) matrix in standard basis (as in 1b) is A = < (1) _1 ) ;

obtain B as S~'AS using change of basis matrix [new|sq given by
(11 |
S—<12>,SOS —(_1 1)
(b) Using the “usual” inner product in the space R**? of matrices (namely (4, B) = 37, _; A;;B; ;),

find the vector projection of A = ( é Z ) in the direction of B = < 1 8 >

(A,B) 1-142-04+3-1+4-0 143 _ 20
Projection formula: (B.B) B = im0 B =B =2B= ( 2 0



Problem 3:
(a) Find the subspace of R? orthogonal to the vectors (1,2,3)T and (1,4,5).
Write vectors as rows of A, and compute nullspace of A:

12 3 101 . .
(1 1 5>hasrref<0 1 1>,soso]utwnsarea(l,l,—l).

(b) Find the coordinates of the vector (1,2)” in the orthonormal basis of R? (for the usual dot
product) given by (%, %)T, (%, —%)T.

Just take dot products with the basis, to get coordinates: (%, —%)T.
Problem 4:
10 . 1
(a) For the inconsistent system Az = b given by: 2 1 ( :cl ) = | 0 [, find: all “least
-1 1 2 1

squares solutions” &; the projection p of b in the column space of A; and the residual (error).
Multiply A™ by the augmented matrix [A[b] to get normal equations

1 0|1
12 -1 (6 1]0 (1 0] —%
<01 1) 2 110 —<12‘1).Computerref.<0 1‘ E
-1 111
10 1
Thus & = 7(—1,6)"; so p = Az = 2 1|+ < 6 > =+=(-1,4,17;
-1 1
with residual vector r(z) =b—p=(1,0,1)" — 17(-1,4,7)" = 17(12,-4,4)" (of size ).
(b) Find the projection of (3,0,0)” in the subspace of R? spanned by (1,—1,1)" and (1,2,1)7.
Could do least squares; but the two vectors are orthogonal, so sum of vector projections suffices:

3,0,0)07.(1,—1,1)T 3,0,007.(1,2,))T
i (L =1 )7 + eSS (1,2, )7 = §(1, -1, )7 + 3(1,2, )7 = 5(3,0,3)"

Problem 5:
(a) Let S be the subspace of R? spanned by v; = (1,1,0)" and v, = (1,2,2)". Use the Gram-
Schmidt process to find an orthonormal basis for S; and give an orthonormal basis for S+.

First get orthogonal: use ¢, = v; = (1,1,0)T and then

G =y — 208¢; = (1,2,2)T — 2(1,1,0)7 = 1(-1,1,4)7.

q1-q1
To make orthoNORMAL, divide by lengths to get u; = %(1, 1,0)" and uy = \/Ll—s(—l, 1,4)T.
For S+, convert (integer part suffices) to rows ( _1 1 2 ) and compute rref as ( (1] 2 _; );

so S* is span of (2, —2,1)"; divide by length to get orthonormal basis 5(2,—2,1)".
(b) Give the @ R-factorization of the matrix A = ( 1 ; )
1 -1

Apply Gram-Schmidt as in (a) to the columns of A to get QQ = % 11

1 1 11 2 3
. T A _ 1 "
andcanobtamRasQA—ﬁ(_l 1><1 2>—\/§(0 1)'



