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1. Introduction

A basic fact about the Cohen and Random forcings is that every subforcing of the Cohen (Random)
forcing is equivalent to it. Kanovey, Koepke and the second author showed in [14] that the same is true
for the standard Prikry forcing. The result was generalized to the Magidor forcing in [6]. This was pushed
further to versions of the Magidor-Radin forcing with o’j(/f) < K, in [5]. The result for OU(K) < K, splits
into two parts. The first is to prove that for every V-generic filter G, for the Magidor-Radin forcing, and
any set of ordinals A € V[G], there is a subsequence of the generic club C C C¢ such that V[A] = V[C].
Thus, in order to analyze the intermediate models of V[G], it suffices to study models of the form V[C],
where C' C C¢. The second part is to show that each model of the form V[C] is a V-generic extension for
a Magidor-Radin-like forcing.

The main purpose of the present paper is to study sets in generic extension of the version of Magidor-
Radin forcing for o (k) < k. It turns out that the first statement holds and every set in the extension
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is equivalent to a subsequence of a generic Magidor-Radin sequence. There are considerable additional
difficulties here and new ideas are used to overcome them. However, we do not give here a classification for
models of the form V[C].

The major difference between the case oV (k) < Kk and ol (k) > K, is that we cannot split M[U] to the
part below 00(/@) and above it. As proven in [5], this decomposition provided the ability to run over all
possible extension types. In terms of C¢g this means that we cannot split Cg below k in a way that will
determine what are the measures used in the construction of Cg. The classical example for such a sequence

Cc(0),Ca(Cc(0)), Ca(Ca(Ce(0))), ...

in which every element in the sequence is taken from a measure which depends on the previous element in
the sequence. This example suggests that some sort of tree construction is needed in order to refer to such
sequences in the ground model.

In context of [5] and [6], we are working by induction on . Formally we prove the following inductive
step:

Theorem 1.1. Let U be a coherent sequence with mazximal measurable k, such that oﬁ(ﬁ) < k1. Assume the
inductive hypothesis:

(IH) For every 0 < k, any coherent sequence W with mazimal measurable § and any set of ordinals

A e VI[H] for HC M[W], there is C C Cy, such that V[A] = V[C)].
Then for every V-generic filter G C M[ﬁ] and any set of ordinals A € V|G|, there is C C Cg such that
V[A] = VIC].

As a corollary of this, we obtain the main result of this paper:

Theorem 1.2. Let U be a coherent sequence such that oﬁ(n) < k1. Then for every V -generic filter G C M[U],
such that Vo € Cg.oY (o) < a™ and every set of ordinals A € V[G], there is C C Cq such that V[A] = V[C].

Since every intermediate ZFC model V. C M C V[G] is of the form M = V[A] for some set of ordinals
A (see for example [15, Corollary 15.42, Lemma 15.43]), we conclude that every such M is of the form
M = V[C] for some C' C C¢. In this paper, the models V[A] considered are always ZFC models as A
would be a set of ordinals or can be coded as a set of ordinals using a function in V.? In any case, V[A] [15,
Lemma 15.43] is the minimal ZFC model which contains both V' and A as an element.

Distinguishing from the case where 0¥ (k) < x, we do not have a classification of what are exactly the

subforcings which generate the models V[C’]. Let us give some examples of subforcings of M[U] in the case
of oY (k) = k.

Example 1.3. Let G be a generic and let Cg be the generic club added by M[ﬁ], consider the increasing

continuous enumeration of Cq, (Ce (i) | i < k). Assume that Cg(0) > 0, and consider again the sequence
(Kn | n < w) which is defined as follows:

Ko = CG(O)a Kp4+1 = CG(’{n)'

2 For example if A C V or if A is a sequence of sets of ordinals.
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Consider the following tree of measures:

W= (Wal|aelx]<)

where W5z = U(k, max(d&)). Note here that since Oﬁ(lﬁ) = K, this is well defined. Tt is not hard to check
the Mathias criterion for the tree-Prikry forcing with W, given in [4], to conclude that (k, | n < w) is a
tree-Prikry generic sequence with respect to W. Note that, since the sequence of measures (U(k,i) | i < k) is
a discrete family of normal measures, this tree-Prikry forcing falls under the framework of [17] and therefore
the model V[{(ky, | n < w)] is minimal above V. This phenomenon does not occur in generic extensions of

M[U] with oY (k) < k.

Example 1.4. The previous example can be made more complex. Let f : [x]<¥ — k be any function.
Then (o, | n < w) is defined as follows: ag = Cg({)) and ay41 is obtained by applying f to some finite
C, € [Cg]<w ie. apt1 = Oc(f(cn))

Another theorem proven in section 6 determines the cofinality of the supremum of a fresh set in Prikry,
Magidor, Magidor-Radin and Radin extensions.

Theorem 1.5. Assume that P is either Prikry, tree Prikry, Magidor, Magidor-Radin or Radin forcing. Let
G C P be V-generic. If A € V[G] is a fresh set of ordinals with respect to V, then cfVI% (sup(A)) = w.

The paper is organized as follows:

e Section 2: Subsections 2.1, 2.2 consist of basic definitions and properties of the forcing. Then 2.3 provides
several general definitions and previous results. In subsection 2.4 we develop the theory of fat trees.

e Section 3: We deal with the case of sets with cardinality less than k.

e Section 4: The proof for subsets of k is presented.

e Section 5: In 5.1 an argument for general sets is given. In 5.2, we prove some general results above the
quotient forcing of several Prikry type forcing.

e Section 6: Devoted to the proof of 1.5.

e Section 7: Presents further research directions and open questions related to this paper.

2. Preliminaries
Most of the basic definitions are identical to [5] and [12].
2.1. Magidor forcing

Let U = (U(a,8) |a <k ,B< 0[7(04)> be a coherent sequence. For every a < k, denote

()= () Ulei).

i<oU (a)

Definition 2.1. M[ﬁ] consists of elements p of the form p = (¢1,...,t,, (k, B)). For every 1 < i < n, t; is
either an ordinal x; if oY (k;) = 0 or a pair (k;, B;) if oY (k;) > 0.

1. B enU(k), min(B) > k,.
2. For every 1 <1 < n.
(a) (K1,...,kn) € [K]<“ (increasing finite sequence below k).
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(b) B; € NU (k).
(¢) min(B;) > k-1 (i > 1).

Moreover, denote t,+1 = (k, B).
Definition 2.2. For p = (t1,t2, ..., tn, (k, B)), ¢ = (1, ..., $m, (1, C)) € M[U], define p < ¢ (g extends p) iff:

1. n<m.
2. BDC.
3. 31 <141 < ... <ip < msuch that for every 1 < j < m:
(a) If 31 < r < n such that i, = j then k(t,) = k(s;,) and C(s;,) C B(t,).
(b) Otherwise 31 < r <n+ 1 such that i, < j < i, then
i. k(sj) € B(t,).
ii. B(sj) € B(ty) N k(sj).

We also use “p directly extends q”, ¢ <* p if:

Let us add some notation, for a pair ¢t = {a, X) we denote k(t) = o, B(t) = X. If ¢ = « is an ordinal
then k(t) = o, B(t) = 0, and NU () = P(c) (the power set of ).

—

For a condition p = (t1, ..., ts, (K, B)) € M[U] we denote n = l(p), p; = t;, Bi(p) = B(t;) and k;(p) = x(t;)
for any 1 <i <1I(p), tipy+1 = (K, B), to = 0. Also denote

k(p) = {ki(p) | i <1(p)} and B(p) = | J Bi(p).
i<l(p)+1

Remark 2.3. In [6], [5] we had another requirement in Definition 2.2, that given a condition p, if we would
like to add an ordinal a to the sequence in the interval (k;_1(p), £;(p)) then we needed to make sure that
oY (a) < oY (ki (p)). This condition is not essential as any condition p can be directly extended to a condition
in the set

D = {qg e M[U] | Vi < I(q) + 1.¥a € B;(q).0" (@) < oY (ri(q))}-

The order defined in 2.2 on elements of D automatically satisfies the extra requirement.
For this reason we will point out along this section some points where this assumption changes properties

—

of M[U]. The major one, is in Propositions 2.18, 2.20.
Definition 2.4. Let p € M[U]. For every i < I(p) 4+ 1, o € B;(p) with oﬁ(a) >0, and B € NU(«x), define
p~{a,B) = (p1, ..., pi-1, (@, Bi(p) N B), (ki (p), Bi(p) \ (@ + 1)), Pit1, e Pi(p)+1)-
Also p~{a) = p~{a, @) If oﬁ(a) =0, define
p{a) = (p1, -, pic1, o, (Ki(p), Bi(p) \ (@ + 1)), -, pigpy+1)-
For (ay,...,an) € [K]<% and (By, ..., By), where B; € NU (), define recursively,

P~ {1, ey n), (B1y ooy Bn)) = (07 ({1, ooy 1), (B1y ooy Br—1))) " {ain, Br)
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and

pf\<0£1, ""an> = (p/-\<041a ~'~7an71>)/-\<an>'

For & = (o, ..., o), denote |&| =n and &(i) = «;. If I C {1,...,n} then & | I = (a(1), ..., @(ir)) where
{41,142, ...,1; } is the increasing enumeration of I. For Y Cw, & [ Y =a [ (Y Nn{l,...,n}). We will usually
identify & with the set {aq, ..., ay }. Also for two sequences &, ﬁ, we denote their concatenation by 62"5.

Note that if we add a pair of the form (o, BN «) then in B N« there might be many ordinals which are
irrelevant to the forcing and cannot be added. Namely, ordinals 8 such that BN g ¢ NU (8). Note that we
no longer have to require o (B) >o0 ( ). We can avoid such ordinals by shrinking the large sets.

Proposition 2.5. Let a < k, and A € ﬂﬁ(a). Then there exists A* C A such that:

1. A* enU(a).
2. For every x € A*, A*Nx e NU ().

Proof. For any j < oﬁ(a),

Ult(V,U(,5)) E A = juag(A) Na € [(U(a,i).

i<j

Coherency of the sequence implies that A’ := {a < x| ANa € NU(a)} € U, 5), this is for every j < oﬁ(a).
Define inductively A®) = A, A+D = (A(M) By definition, Ya € Ag-m'l), A N e NU(q). Define
A= N A ¢ ﬁ(j(m), this set has the required property. O

n<w

The conditions p~& and p~(d, §> are minimal extensions of p in a sense given in the following proposition.
The proof of the proposition is a direct verification of 2.1, 2.2.

Proposition 2.6. Let p € M[U’] and & € [K]™. Suppose that & decomposes according to the ordinals of p as
a=a;".. dp41 € Hi(:pfﬂ[B (p))i. Let C = Cy™... C( )+1, be a sequence of sets such that ICi| =1; (in
particular |C| = n) and for each i <n, C(i) C a(i).

1. p~(@,C) € M[U] if and only if Vi < n. 35 < I(p) such that @(i) € Bj(p) and B;(p) N C(i) € NU(a(i)).
2. Suppose that p~{(a, _') € M[(_j], then for any extension q of p, if:

(a) r(p)Ud C k(q).

(b) For all 7 <1(q), if Kki_ 1(p) < k;(q) < ki(p), for some i < I(p) + 1, then:
i Bj( CU1<J<l C( )U( z( )\ (O_Zi"‘l))-g
ii. If k;(q) < ki(p), then

Kj(q) € Ci(j)u (Bi(p) \ max(@; +1)).

1<5<ls
Then p~(&@, B) <

The previous proposition also provides a criterion for p~d € M[lj ], and establishes the minimality of the
extension p~&. Namely, for every p < ¢, if k(q) Ud C k(q) then p~a < gq.

3 Note that by Definition 2.4, the set Ulgigl(p)+1 (Ulgjgli C:(y) U (Bi(p) \ max(a; + 1))) is exactly B(p~ (&, C_")
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Definition 2.7. Let p € M[U], a <  and let i < [(p) be such that a € [k;(p), kit1(p))

pla=(p1,....,pi) and p [ (o, K] = (Pig1, s Pi(p)41)-

Also, for A with oY (A) > 0 define
M(O) 1A= {p 1 A|peMIT], X appears in p},  MIT] | (A ] ={p | (\:#] | p € M[T], X appears in p}.

Note that M[U] | A is just Magidor forcing on A and M[U] | (A, ] is a subset of M[U/] which generates
a Magidor club in the interval (A, k].

Remark 2.8. Let A\ < k which 0[7()\) > 0 and let p € M[U] be such that A appears in p. Let H C M[U] | A
with p | A € H, then in V[H] we added new (bounded) subsets of , hence U is no longer a sequence of
ultrafilters. However, for the relevant interval (X, s], U I (A, k] generates a coherent sequence of ultrafilters
W and formally we force with M[IW]. Note that the ground model forcing M[U] | (A, ] is dense in M[W],
hence we can simply force with M[U] | (), k] over V[H] to complete to a generic extension of M[U].

The following propositions can be found in [5]:

—

Proposition 2.9. Let p € M[U] and (X, B) a pair in p. Then

M) /p = (MIT) 1)/ (p12) % (MIT] T O]) /(91 R,

—

Proposition 2.10. Let p € M[U] and (A, B) be a pair in p. Then the order <* in the forcing (M[ﬁ] I

(A, Ii])/(p (A, n]) is 0-directed where § = min{v > X | oﬁ(u) > 0}. Meaning that for every X C M[U] |
(A, k] such that | X| < § and for every q € X, p <* q, there is an <*-upper bound for X.

Lemma 2.11. M[U] satisfies x" -cc.

The following lemma is the well known Prikry condition:

—

Lemma 2.12. M[U] satisfies the Prikry condition i.e. for any statement in the forcing language o and any

—

p € M[U] there is p <* p* such that p*||o i.e. either p* I o orplk —o.

The next lemma can be found in [18] and the proof in [5]:

—

Lemma 2.13. Let G C M[U] be generic and suppose that A € V[G] is such that A C V,. Let p € G and
(A, B) a pair in p such that o < A, then A € V]G | A].

Corollary 2.14. M[U] preserves all cardinals.

—

Definition 2.15. Let G C M[U] be generic, define the Magidor club
Ce={v|3 AP € G s.t. (v, A) € p}.
We will abuse notation by sometimes considering Cs as the canonical enumeration of the set Cg. The

set Cg is closed and unbounded in &, therefore, the order type of Co determines the cofinality of x in V[G].
The next propositions can be found in [12].
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—

Proposition 2.16. Let G C M[U] be generic. Then G can be reconstructed from Cg as follows

G ={p e M[U] | (s(p) C Ca) A (Ca \ k(p) € B(p))}-
In particular V|G] = V[Cq].

—

Proposition 2.17. Let G C M[U] be generic.

1. Cqg is a club at k.

2. For every § € Cg, oV (5) > 0 iff 6 € Lim(Cg).*

3. For every 6 € Lim(Cg), and every A € NU (), there is &€ < & such that Cg N (€,6) C A.

4. If (6; | i < 0) is an increasing sequence of elements of Cq, let 6* = sup,.¢d;, then 00(6*) >
limsup; ¢ oﬁ(éi) +1.°

5. Let § € Lim(Cg) and let A be a positive set, A € (NU (6))*, i.e. 6\ A ¢ NU(6).5 Then, sup(ANCg) = 6.

6. If ACV,, then A€ V[Cq N A, where A = max(Lim(Cg) N+ 1).

7. For every V-regular cardinal o, if cfV1%(a) < a then a € Lim(Cg).

Proof. The proof of (1), (2), (3), (5), (6),(7) can be found in [12] and does not use the extra property of 2.2
(see Remark 2.3).

To see (4), use the closure of Cg, to find ¢ € G such that §* appears in q. Clearly, A := {a < ¢* | oﬁ(a) <
00(5*)} € NU(8*), thus by (3), there is £ < §* such that Cg N (£,0%) € A. Let i < 6 be such that for every
Jj>i, oﬁ(dj) < 06(5*). By definition of limsup,

limsupoﬁ(éj) +1< supi<j<90ﬁ(6j) +1< 00(5*). O
j<o

—

Proposition 2.18. Let G C M[U] be a V-generic filter and Cq the corresponding Magidor sequence. Let
p € G, then for every i <l(p)+1

1. If ¥ (ki(p)) < ki(p), and Ya € B;(p), oY (a)) < oY (k;(p)), then
otp([i_1(p), ki (p)) N Cg) = w°” @),

2. If Oﬁ(lii(p)) > ki(p), then

otp([ki—1(p), ki(p)) N Ca) = ki(p).

Proof. The same as in [5], replacing the usage of Definition 2.2 with the assumption that Yo € B;(p),
oV (a) < oY (ki(p)). O

Proposition 2.18 suggests a connection between the index in Cg of ordinals appearing in p and Cantor
normal form.

Definition 2.19. Let p € G. For each i < [(p) define
i) =S wo' (53(p))
j=1

4 The set of limit points of X C & is Lim(X) := {a | sup(a N X) =a} C k + 1.
5 For a sequence of ordinals {p; | j < 7), lim sup; ., p; = min(sup, ;. p; | i < 7).
8 Equivalently, if there is some i < oY (§) such that A € U(9,1).
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Corollary 2.20. Let G be M[U ] -generic and C’G the correspondmg Magidor sequence. Let p € G, such that
for every 1 < i <I(p), and every a € B;(p), oV (a) < oY (ki(p)), then

pIF Calrilp) = k(t:).

For more details and basic properties of Magidor forcing see [18], [12], [6] or [5].
2.2. Magidor forcing with o(k) < k™

When we assume oﬁ( ) < K, the measure U(k, ) concentrates on measurables a with 0[7( ) = &, which
is a canonical discrete family for those measures. In our more general situation, o ( ) < kT, we can still
separate the measures but the decomposition is not canonical. More precisely, for every a < k, we would
like to have sets which witness the fact that the sequence of ultrafilters (U(a, 3) | f < oV () is discrete.

Proposition 2.21. Assume oﬁ(oz) < at, then there are pairwise disjoint sets <XZ.(O‘) | i < oﬁ(a» such that
X e U(a,i)
i b)-

Proof. By assumption, |Oﬁ(04)| < a. Enumerate the measures

{Ulavi) i < " ()} = {W; | j < p}

where p < a. For every i # j below p, find Y; ; € W; \ W,. By normality Y; = A,.,Y; ; € W;. Also, for
j#1, Y, ¢ W;sinceY; CY;; Uj ¢ W;. Set Z; =Y, \ (Uj<;Y;), then Z; € W; and (Z; | i < p) are pairwise
disjoint. Finally, define Xg(a) = Z; where ¢ < oY (k) is such that W; = U(«,€). O

Definition 2.22. Let o < k.

1. For o (o) < « define for every ¢ < oﬁ(oz)

X —{x<a|z—0 ()} € Ua,1).

K2

2. Fora < oﬁ(a) < a' fix a decomposition of «, (XZ-(O‘) | i< oﬁ(a)) guaranteed by the previous proposition
such that Xi(a) € U(w, ). .
3. For 8 < a denote by 0o(®)(3) = ¢ the unique £ < o ( ) such that 8 € X(a) Also let ol (a) = oY (a).

Note that if o ( ) < a then ol (3) = oY ().

Proposition 2.23. For every V-generic G C M[U 7] and for every ko € Lim(Cg) (recall that k € Lim(Cg))
such that oY (ko) < Kk, there is € < kg such that for every a € Lim(Cg) N (€, Ko

o%0) (@) > limsup(o"™) (8) + 1| B € Ca Na).
In other words, there is £, < a such that for every f € Cq N (€, a), 070 (B) < 050 (a).

Proof. If oﬁ(mg) < Ko, then o) (a) = oﬁ(g) and the proposition follows from 2.17(4). Also if a = ko,
then clearly for every 8 < ko, olm0)(B) < OU(Hol by definition. Assume that kg < oY(kg) < kg and let
7 1 ko <— oY (ko) be a bijection. For every p < oY (k¢) denote by

"

E,=7m"" pC ko
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and for every a < kg define Y, = Xfr'zgé)) In My (x,,p), define

JU(ro.p) (Yo | @ < ko)) = (Yo | @ < ju(no.p) (K0))-

Since crit(ju(no,p)) = Ko, for & < Ko, Y, = ju(re,p) (Ya). Moreover, ji(xy.p) (Ep) Vo = E, and jiy(.y,p)(Ya) N
ko = Y,. Hence

Uaer(m,p)(Ep)ﬂnOY(; MKy = UaEEij(no,p) (Ya) Nk = UaeEpYa = U£<pX§(KO)-

By coherency, Ne¢<,U (Ko, &) = ﬂjU(Hmp)(ﬁ)(,‘so), thus

(*)  Mu(se,p) B Yaciimg.p(Ep)mo Ya N Ko € 7 (k0.p) (0) (o).

Reflecting (%) we get
X;J _ {6 c X{()KO) | UaEEpﬁﬁYoc m/g € m(j(ﬁ)} € U(K‘Oap)'

Now let £ < kg be such that CaN(&, ko) C U )XF’,, and let o € Lim(Cg)N(&, ko). Denote o) () = p,

p<oU (ro
and since Xi(“) are pairwise disjoint, o € X,. By definition of X/,

Uier,naYi Na € ﬁ(j'(a) andVie E,NaY;Np e (ﬁlj(a))f

By 2.17(3) there is £, < a such that Ca N (£a, a) C Uiep,naYi Na. In particular, for every 8 € Ca N (£q, o),
there is ¢ € E, N« such that § € Y; = Xfr'zg)). Since i € E,, m(i) < p so o) (3) < p = ol*0)(a), hence
limsupgecana (00 (B) + 1) < o) (a). O

—

Corollary 2.24. For every V-generic G C M[U] and for every ko € Lim(Cg) with OU(IQQ) < kg there is
1 < Ko such that for every o € Lim(Cg) N (n, ko] the following hold:

1. If o"0)(a) = B+ 1 is a successor ordinal, then there is & < a such that otp(Cg N Xéﬁo) N, a) =w,
hence cfVI (o) = w.

2. IfcfV (0" (a)) = A < ko, then A\ < a and let {p; | i < \) be cofinal in 0(") (), then there is € < o such
that the sequence x; = min(C’GmX,(,f)\f) is increasing and unbounded in «, hence cfV1%(a) = c¢fVIGI(N).

3. Assume that cfV (0" () = K, and let (p; | i < k) be cofinal in 0" (), then there is € < a such that the
sequence xg = min(Cq N (&, Kkg)) and 41 = min(Cq N Xéfi) is increasing and unbounded in o, hence
cfVi a) = w.

Proof. For each successor p =  + 1 consider the set
Sy ={ae X&) | X nae (NU(a)*}.

Since jU(Ko;p) (Xé’“o)) N Ky = X[(;o) € U(ko, ), the coherency implies that ju(x,,p) (Xé'{‘))) Nk €
(NJU(r0,p)(U)(K0)) . By elementarity, ko € ju(xg,p)(Sp), hence S, € U(ko, p).
For p such that cfV (p) =: A < ko, fix a cofinal sequence {p; | i < A\) € V. Consider the set

S ={ae X" | Vi < AX) nae (NU(a))t}
Also S;, € U(ko, p). Indeed, since A < kg

jU(no,p)(<X/gl:0) | 1< /\>) = <jU(I€0,p)(X£i:O)) I 1< >‘>
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As before, for every i < A it follows that jU(KO’p)(X,(,':O)) Nko € (ﬁjU(NO’p)(ﬁ)(Ho))ﬂ thus S}, € U(ko, p). We
shrink S,’J a bit more, consider

S, = {a €S, [{B<alVi<AfeX{ »Vj<iX{npe(nU(B)*'}e mﬁ(a)}.
To see that S, € U(ko, p), for every i < A consider the set
E,, ={Be X\ |Vj<iX{ npe(nUB)"}

In My (s9,p,), for every j < i, jU(,Wpi)(Xﬁ(,f”)) NKy € (ﬂjU(,wpi)([7)(/-@0))Jr it follows that E,, € U(ko,p;)-
For y € p\ {p:i | i < A}, set Eg/ = XZSF"O). Then E := Uy<,E, € Ny<,U(ko,y). The set E has the property
that for every 8 € E, if 8 € X5 for some i < A, then 3 € E,, and therefore Vj < i.X,E?O) NG e (NUB)".

i

In My (y,,p), by coherency ij(ﬁo,p)(ﬁ)(ﬂo) = p and for every 8 < ko, ﬂjU(HO)p)(ﬁ)(ﬂ) = NU(B). Also
E € My (x,,p) (by ko-closure) and E € ﬂjU(,{yp)(UvXKJQ). Denote X; = ju(xo,p) (Xé':())), then for every 8 < ko,
X!'npB =X ng. Tt follows that

My (ngp) EAB < Ko | Vi < A\BE€ X = V) <i.X)N B € (Mjtrine.n)(T)(B) T} € Nitrno,p () (ko).

Reflecting this, we get that S, € U(ko, p).
If ¢fV(p) = ko, fix a continuous cofinal sequence (p; | i < ko) € V, consider

S, ={ae X\ |Vi<aX nae (NU()"}
Then as before S|, € U(ko, p). Next, consider
S, = {a €5, {8 <a |3 <P U, X" npenl(B)}e mﬁ(a)}.

To see that S, € U(ko, p), let £ < p, find ¢ < kg such that p; > £. Denote

utee) (X0 1i < 0¥ (ko)) =(X! | i < D (Grtmone) (50)))s duimo.ey(0i | < K0))=(0} | i < frtmo.e) (F0))s

then pe < ju(ng.e)(Pc) = p'c. If follows that Ul-<p/<XZf N ko € NiceU(ko, 1) = ﬂjU(,§07§)((j)(I{0). To see this,
note that for every y < &, jiv(x.6)(¥) < Ju(xo.6)(P¢) = i, hence

X@SHO) = jU(HO,ﬁ)(XgSNO)) N Ry — X/

/
]U(mo,g)(y) N avy) g Ui<p'<X1) N RQ.

This means that in My (., ¢),
3¢ < Ko Uicp, X Nkg e ij(m,E)(U)(’{O)'
Reflecting this, we get that for every £ < p,
{8 <m0 | 3¢ < B Vicy X" N €NU(B)} € Ulro, €).
Now in My (4,,,) using coherency it follows that
{B < kol 3¢ < B Uicp, X" N ent(B)} € NecpUlko, &) = NJ0 (0,p) (U) (i0).

Finally, reflect this to conclude that S, € U(ko, p).

By 2.17(3) there is ' such that Co N (0, ko) C Up<oﬁ(no)Sp’ define n = max{n’, £} < ko where & is from
Proposition 2.23. Let a € Lim(Cg) N (1, ko), then a € S,o) (o). Since a > &, there is § < §, < a such that
for every v € Cg N (€q, @), 010) (1) < 0(F0) ().
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If 0(%) (o) = B+ 1 then XE;”O) Na e (ﬂﬁ(oz))"r hence by 2.17(5), sup(XéK”) NanCg) = a. Let us argue
that otp(Xé'QO) NCq N (€q,@)) = w. Just otherwise denote by p the w-th element of Xé”o) NCq N (&, a),
then p < a. Since p > &, Proposition 2.23 implies that o0 (u) > 5 + 1. On the other hand, pu > &, thus
0%0) (11) < 0% (@), contradiction.

If cfY(o%0)(a)) := A < Ko, then by definition of Sotx0) () Vi < )\.X,gf") Na e (NU(a))*, hence by
2.17(5), for every i < A, sup(X;(,fO) NanCq) = a, thus the sequence of x;’s defined in the proposition
starting above any { < a is well defined. The second property of Syxo)(q) 1 that

Yi={f<a|Vi<AfeX{™ 5Vj<iX™ npe(nU(B)*}enla)

By 2.17(3) there is £ < {, < a such that Cg N (Cy, @) C Y. Start the definition of z;’s above (,. To see it is
increasing, note that z; € Ca N (o, @) N X/()';"O) so by definition of Y, Vj < 4, X,(,fo) Nz; € (NU(x;))F, again
by 2.17(5), for every j < @ sup(X,(,fO) Nz; NCg) = z; and therefore by minimality of z; it follows that for
Jj <1, z; < x;. To see that the sequence of x;’s is unbounded, notice that otherwise its limit point would be
some ¢ € ({4, ). Since the z;’s are increasing and by Proposition 2.23,

070 (¢) = limsup;<xo™ (w;) + 1 = limsups<xpi + 1 = 0" (a),

contradicting the choice of &,.

Finally, if cf" (0%0)(a)) = ko, then Vi < a.X,EfO) Na e (NU(a))™ hence by 2.17(5), Vi < a.sup(X,ng) N
aNCq) = a. If the limit z* of the x,,’s defined in the proposition would be less than «, then by the
definition of S,xg) () there is ¢ < z* such that Ui<p<Xi('€°) Na* € NU(x*). To see the contradiction, on

one hand there is o < z* such that Cg N (0,2*) C Ui<p<Xi(F”°) N ¢ so there is N < w such that Vn > N,
Ty € Ui<pCXi(K°) N ¢. On the other find N < n < w such that x,, > ¢, then 00 (z, 1) = p,, > p¢, which
implies 41 ¢ Ui<p<X(RO) Nn¢. O

Corollary 2.25. Let G C M[U'] be V—genem’g, Assume that 0¥ (k) < kT, then for every V-regular cardinal o,
cfVI(a) < aiff a € Co U{k} and 0 < oY (a) < a™.

2.8. Other preliminaries

In the last part of the proof we will need to analyze the quotient forcing. Let us recall some basic facts
about it:

Definition 2.26. Let P, Q be forcing notions. A function 7 : P — Q is a projection iff 7 is order preserving,
Im(r) is dense, and

Vp e PNqg > 7(p).3p >pr(p) >q
Definition 2.27. Let P, Q € V be forcing notions, 7 : P — Q be any projection and let H C Q be V-generic.

Define the quotient forcing P/H = V"H. Alsoif GCPisa V-generic filter, the projection of G is the
filter

7(G) :={q€Q|IpeCGq=<q(p)}
Proposition 2.28. Let 7: P — Q be a projection, then:

1. If G C P is V-generic then 7.(G) is V-generic filter for Q.
2. If G C P is V-generic then G C P/7.(G) is V[7(G)]-generic filter.
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3. If HC Q is V-generic and G CP/H is V[H]-generic, then 7.(G) = H and G C P 1is V-generic.

Definition 2.29. Let P be a forcing notion and D be a P-name for a subset of . Define Pp, the complete
subalgebra of regular open cuts (RO(PP), <p )" generated by the set X = {||a € D|| | @ < K}

Definition 2.30. Define the function 7 : P — Pp by m(p) = inf{b € Pp | p <p b}.

It not hard to check that  is a projection. Let G be V-generic for PP and D C x the interpretation of D
under G i.e. Dg = D. Denote by H = 7.(G) the V-generic filter for Py induced by G, then V[D] = V[H]
(see for example [15, Lemma 15.42]). In fact

D={a<k||laeD|e XNH}

As for the other direction, any generic filter H is definable and uniquely determined (see [15, Lemma 15.40))
by the set

XNH={|laeDl||aec D}
We sometimes abuse notation by defining P/D = P /7, (G). It is important to note that P/D depends on

the choice of the name Q

Definition 2.31. Let X, X’ be sets of ordinals such that X’ C X C On. Let a = otp(X, €) be the order type
of X and ¢ : @« — X be the order isomorphism witnessing it. The indices of X’ in X are

Ind(X', X)=¢""X' ={B<a|¢pB) c X}

Definition 2.32. We denote X C* Y if X \Y is finite. Also define X =* Y if X C* Y AY C* X equivalently,
if X AY is finite.

Notice that the X C* Y sometimes denotes inclusion modulo bounded, however in this paper, X C* Y
means inclusion modulo finite. In the next theorem, we will need the Erdés-Rado theorem [7], which is
stated here for the convenience of the reader (for the proof see [16, Theorem 7.3] or [8]).

Theorem 2.33. If 6 is a regular cardinal then for every p < 0,
<" = (0+1)?
i.e. for every f: [(2<9)¥]? = p there is H C (2<)* such that otp(H) = 0 + 1 and f | [H]? is constant.

Theorem 2.34. Let Xy < A be a strong limit cardinal, and p > X be reqular. Let (D, | a < p) be any
C*-increasing sequence of subsets of . Then the sequence =*-stabilizes i.e. there is a* < u such that for

every o < a < p, Dy =* Dy

Remark 2.35. The theorem fails for A = Ry. Let us construct a counter example:
Define (D; | i < wy) a sequence of subsets of w by induction, such that:

1. (D; | i < wy) is C*-increasing.
2. Foralli < j <wi, |D;\ D;| = Ro.

7 RO(M]JU]) is the set of all regular open cuts of M[U] (see for example [15, Thm. 14.10]), as usual we identify M[U] as a dense
subset of RO(M[(}]) The order <p is in the standard definition of Boolean algebras orders i.e. p <p ¢ means p IF ¢ € G.
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3. For every i < w1, |w\ D;| = No.

Let Dy = (). Assume that for a < wq, (D; | i < ) is C*-increasing, and let us define D,. If « = 8+ 1, then
by 3, |w\ Dg| = Rg. Let w\ Dg = X WY where | X| = |Y| = 8. Define D, = Dg U X. If « is limit, then
cf(a) = w, let {ay, | n < w) be increasing and cofinal in « and denote F,, = D, . We construct natural
numbers %, yn. By 3, |w\ Eg| = w, let zg,yo € w\ Ey be distinct. Assume that xy, yx are defined for every
kE <mn, then Z = w\ (Un<nt+1Em) U{zk,yx | & < n}) is infinite. Indeed, for each m < n, E,, C* E, 1
hence R,, := Ey;, \ E41 is finite. It follows that R = Uy, <, Ry, a is finite and that Up<py1Em = Epq1 UR.
Apply 3 to Ep41, to see that Z = w \ (Upm<nt+1Em) U{zk, yx | k < n}) is infinite, and pick z,11,Yn+1 € Z
distinct. Clearly

Hazn | n <w} ={yn | n <w}| =N and {z, | n < w}N{y, | n <w}=0.

Let Dy o = w\{zp | n <w}and Dy o = w\{yn | n < w}. We claim that for every n < w, E,, C* Dy o, Dy o.
By symmetry it suffices to show it for D, . If 7 € E,, \ D, o, then there is m such that r = z,,, since for
every m > n, Ty, ¢ E,, it follows that m < n. Thus E, \ Dy.o C {2 | m < n}, implying E,, C* Dy, ,.
Let us argue that either for every n < w, |Dg o \ E,| = w, or for every n < w, |Dy o \ E,| = w. Assume

otherwise, so there is n < w such that D, , =" E, and there is k¥ < w such that D, , =* E}. For every
n<<m<w,

Dw,a =" En g* Em g* Dw,a-
Hence E,, =" D, . In the same way we see that for every k < m < w, E,, =" Dy . Let m > max{n, k}.
Then Dy o =* B, =" Dy o, contradiction.

Without loss of generality, assume that for every n < w, |D; o \ En| = w. Define Dy = D, . Let us prove
(1),(2),(3). To see (1), for each § < « find n < w such that 8 < ay,, then Dg C* D, = E,, C* D,. Also
Do\ D,, € (Da\Dg)U(Dg\ D, ). Since | Dy \ Dy, | = w and |Dg\ D, | < w it follows that | Dy \ Dg| = w,
so (2) holds. Finally, (3) follows since {z,, | n < w} Cw\ D,.

Proof of 2.34. Toward a contradiction, assume that the theorem fails, then by regularity of u, thereis Y C u
such that |Y| = p and for every o, 5 € Y, if @ < 8 then D, C* Dg and |Dg \ D,| > w. For every & < k,
find E¢ C & such that the set

X&::{V<M|DVQ€ZE£}

is unbounded in p, set o := min(X¢). Since D, is C*-increasing, for every a¢ < a < p, Do N& =" E¢. To
see this, find B € X¢ such that a¢e < oo < 3, then D, €* D, € Dg Hence

Ee = Do, NEC* Dy NEC DyNE = E.
Set a* = sup{a; | i < A}, by regularity, o* < p. It follows that
(¥) For every § < A and every a* < 81 < B2 < p. Dg, N6 =" E5 =" Dg, N4,
and that
(#x)  For every a* < 1 < ffa < p. |DpADg,| <w.

To see (#x), assume otherwise, then there are f1, B2 such that |Dg, ADg,| > wy. Thus there is § < A such
that |Dg, NdADg, N§| > Ry contradicting (x).

Also ef (M) = Ry, since for any distinct 51, 82 € Y\ a*, |[Dg,ADg,| > Ro, and by (xx), |Dg, ADg,| < X¢ so
by Cantor-Bernstein |Dg, ADg,| = Ng. Since f1, 82 > o*, Dg, ADg, cannot be bounded, hence cf () = 8.
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Let x := (2<®)* = (2%)*. Since A > W is strong limit Y < A\ < p. Fix any X C Y \ o* such that
|X| = x. Define a partition f : [X]? — w:

Let (9, | » < w) be cofinal in A. For any 7« < j in X, D; C* Dj, hence there is n; ; < w such that
(Di\n; ;) € (Dj \ nn, ;). Simply pick some 7, ; above all the finitely many elements in D; \ D;. Then set

f(iaj) =Ny j-

Apply the Erdés-Rado theorem and find I C X such that otp(I) = wy 4+ 1 which is homogeneous with color
n* < w. This means that for any ¢ < j in I, D; \ n,» € D;j \ n,-. Recall that 4,5 € Y \ o*, then by (x), it
follows also that (D; \ np+) \ (D; \ 7,+) is infinite.

Let (i, | p < w1 + 1) be the increasing enumeration of I. We will prove that |D; \ D;,| > w1, and since

Tw
10, 9w, > a*, this is a contradiction to (xx). 1
Indeed, for every r < wy, pick any 4, from the infinite set (D;, ., \ 7=) \ (D;, \ 7n+). Since the sequence
(Di, \ = | r <w +1) is C-increasing, for every f <r < a <wi, 6, € D;, \ D;,.
In particular, for every r < w1, 6, € D, \ D;, so the map r — 4, is well defined from w; to D;,,, \ Dj,-
Also if 1y < 19 < wy, then 6., ¢ D; 1 and §,, € D
D, \ Di,, contradicting (). O

0 Oy, # 6r,. Thus we found an injection of w; to

iTl 7;7“1Jr1

2.4. Fat trees

e — —

In case oY (k) is for example wy, the strong Prikry property for M[U] ensures that given p € M[U] and
a dense open set D C M[U], there is a choice of measures U(k1,141),...,U(Kkn,in) where k1 < ... < Kk, < K
and a direct extension p <* p* such that for every choice @ € A; x ... x A,, from the typical sets associated
to U(k1,01), e, U(Kn,in), p* (@1, ...,an) € D. This means that in the ground model we can determine
measures which are necessary to enter D.

For higher order of k this is no longer the case. For example, assume that oﬁ(n) = k and consider
the first element of Cg i.e. Cg(0). Since otp(Cg) = &, consider Cg(Cq(0)). Let x be such that gy
z = Cg(Cg(0)). Consider any condition of the form p = ((s, A)). There is no choice of measures in the
ground model and no direct extension of p which determines . Instead, we can construct a tree T" with two
levels. The first level is simply all the ordinals which can be C(0), namely Levy(T) = {a € A | oﬁ(a) =
0} € U(k,0). Now any extension of the form p~a for a € A forces that C(0) = «, so to determine z
we only need to pick some ordinal in the set {5 € A\ a+ 1 | 00(,8) = a} € U(k,a). Hence we define
Sucer({a)) ={8 € A\a+1| oV (8) = a}. Since the measure used in the second level is different for every
choice of a, we cannot find a single measure that will turn this tree into a product.

This section is devoted to the study of some combinatorial aspects of such trees.

Definition 2.36. Let U be a coherent sequence of normal measures and 6; < ... < 0, be measurables with
oY (6;) > 0. AU — fat tree on 01 < ... < 0, is a tree (T, <r) such that

TCIl 6, and ()eT.
<r is end-extension i.e. t <7 s < t = sNmax(t) + 1.
T is downward closed with respect to end-extension.

W=

For any t € T one of the following holds:
(a) [t| =n. 3
(b) [|t| < n and there is B < oY (6)441) such that {o | t™(a) € T} € U(f}¢41, ).

Some usual notations of trees:

1. Succp(t) = {a|t™(a) € T}.
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2. For each t € T with [t| < n, choose £(t) such that Succr(t) € U(Op41,£(t)), and define Ut(T) =
U(0)¢/+1,£(t)) (we drop the superscript (7') when there is no risk of confusion).

3. Note that if the measures in U can be separated i.e. there are (X(a, 8) | (o, 8) € Dom(U)) such that

X, € U; NVj #iX; ¢ Uj, then we can intersect each set of the form Succr(t) with appropriate X; and

then £(¢) has a unique choice.

ht(t) =otp(s € T | s <p t).

Lev;,(T) = {t € T | ht(t) = i}.

The height of a tree is ht(T) = max({n < w | Lev,(T) # 0}).

We will assume that if §; < ;1 then for every ¢ € Lev;(T'), min(Succr(t)) > 6;.

For t € T the tree above ¢ is T/t = {s € T | t <r s}. We identify T/t with the U-fat tree {s\¢ | s € T/t}.

The set of all maximal branches of T' is denoted by mb(T') = Levyyr)(T). In general, we identify

© XN o

maximal branches of the tree with points at the top level. Note that mb(T') completely determines T'.
10. Let J C {0,1,....,ht(T)} then T [ J={t [ J |t € T}.

For every U-fat tree T in 0, < ... <0, of height n, define the iteration associated to T, <j7(nT3€, M |0<
m < k < n), usually we drop the superscript 7. Let V = My,

j1=Joa = jym V= UKV, Uy ~ My = M,

then crit(j1) = 01 € ji(Sucer(())) = Succy, (7y({)). Thus (01) € Levy(ji(T)).
Assume that (j, m, My, | 0 < m < m’ < k) is defined for some k < n, for every 1 <14 < k < n, denote
Ki = crit(fi—1,:) = ji—1(6;) and assume (K1, ..., ki) € Levy(jx(T)). Let

Jkk+1 1= jU<<mT>> s My, — Ult(My, y =) ) = M1

Klseens KL (K1yeesKk)
Jik+1 = Jkk+1 © Jig and jep1 = jor+1. Note that Succj, (1) ((k1, ..., ki) € U(S?I(T)Lw which is a normal
measure on ji (0 + 1). Thus
K1 = Jr(Ons1) = crit (1) € Ji k1 (Succ, (my (K1, ..., k) = Succy, , () (K1, .. K1)

Therefore, (K1, ..., .Kk, Kk+1) € Levir1(Jr+1(T)). We denote jr = j, and My = M,,.
More generally, a tree iteration of U-measures is a finite iteration (j, x, My | 0 < m < k < n) of V
such that for some measurable cardinals 6; < ... < 6, for every 0 < m < n, there is a normal measure

—

W1 € Jm(U) on i (0m+1) such that
i = G+ My — Ult(My, Win) = Myi1.
Denote Ky, = jm—1(0m) and derive an ultrafilter U on []}_, 6; by the formula:
X €U +— (K1,K2, .., kn) € Jn(X).
Let us verify some standard properties of such an iteration:

Proposition 2.37. Let (ji i, My | 0 <m < k <mn) be a tree iteration of U-measures. Then:

1. U is a 01-complete ultrafilter on HZL:1 ;.
2. For any formula ®(y1, ..., ym) and any fi, ..., fm : [[ieq i =V,

M, ': (p(jn(fl)(lila "'7’%1)3 "'5jn(fm)(nla ) ’{n)) And {O_Z € Hgl | (I)(fl(&), ) fm(&))} evl.

=1
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3. Let juy : V. — Ult(V,U) ~ My be the elementary embedding associated to U, then My = M, and
Ju = Jn- .

4. For every R € U there is a U-fat tree S such that mb(S) C R, mb(S) € U. Moreover, if
Ji—1(fi) (K1, ..o, Kiz1) = Wy (the ultrafilter used in j; ;—1), then for every s € Lev,;_1(S), Succs(s) € fi(s).

Proof. (1) is a standard consequence of the critical point of the iteration being 6.
For (2), by elementarity of j,,

jn({d € Haz' | ©(f1(A), ., fm(d))}) = {d € _Hjn(i%) | My (= @G (f1)(@); os in(fm) (@)}

Note that Ri = ]1—1(92) = C?“Z.t(jiﬂq_l), thus R < ji7i+1(ji_1(0i)) § jn(el) By definition of U,

My |E @PUn(f1)(K1s s Bn)y ooy In(fm) (B, ooy Bn))

& (1, ) € n({@ € [ 05 | QU)o Fm(@))) 0

i=1

n
o {ae [0 | ©(f1(@), ..., fm(@)} €U
i=1
For (3), it suffices to prove My ~ M,, via an isomorphism k : My — M, such that k o jy = j,. Define
E([flu) = dn(f)(K1,s -, £n). By (2), k is well defined and elementary embedding. Moreover, by elementarity
of jn, if ¢, is the constant function with value x then j,(c,) is constant with value j,(z). Thus,

k(v () = k((calv) = dn(ce) (K1, oo hin) = jin(2)

To see jy is onto, let x € M,,, since M, is the ultrapower of M,,_1 by W,, there is f,_1 € M,_1, fn-1:
Jn—1(6n) — M, _1, such that j, n—1(fn—1)(kn) = . Inductively, assume that x = j, i(fi)(Kit1, .. Kn),
where f; : HZ:i—i—l Ji(0g) — M;. Since M; is the ultrapower of W,;_;, there is g;—1 : ji—1(0;) — M;_1 such
that ji;—1(gi—1)(k:) = fi. By elementarity, for every a < ji—1(6;), gi—1(c) : HZ=1‘+1 Ji—1(0k) — M;_4.
Define

fior: [[di1(0k) = Mi—q by fio1(v, ooy an) = g(0i)(@ig1, oy i)
k=i

Since r; = crit(jii—1) < crit(jn,i) = Kit1, Jn,i(ki) = K and

Inyi—1(fi=1)(Kis ooy ) = Jni(Firi-1(9i-1) (i) ) (Kit 1, s n) = Jni(fi) (Kig1, s bin) = T

We conclude that there is fo : [];_; 0; :— V such that k([f]v) = jn(fo)(K1, ... kn) = 2.

To see (4), let W; € M;_; be the ultrafilter used in j;;—1. Apply (3), and fix for every 1 < i < n
fi: 2;11 0 — V such that j;—1(f;)(k1,...,ki—1) = W;. We prove (4) by induction on the length of the
iteration n. For n = 1 we can take S such that Levi(S) = R, also Succs(()) € W1 = jo(f1)(()) = f1({)).
Assume this holds for iterations of length ¢ — 1. Let R € U, where U is derived from an iteration of length
i. Since R € U, by definition (k1, ..., k;) € j;(R). It follows that k; € j; ;i—1({a < ki | (K1,..., ki—1) @ € R}).
Since j; ;1 is the ultrapower by W;,

(x) Z:={a<ki| (k1. kim1) @€ i1 (R)} € Wi = jioa(fi)((k1, ooy Kio1)

Let R ={d|{a < ;| @« € R} € f;(d)}, then by (%), (k1,..., ki—1) € ji—1(R’). Apply induction to R’ and
ji_1 to find §’, U-fat tree such that mb(S") C R, (K1, ..., ki—1) € ji—1(mb(S’)) and for every s € Levj,_1(S"),
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Succg: (s) € fr(s). Define

S1{1,...,i—1} = 5" and for every s € mb(S’), Succs(s) ={a < 0; | s"a € R}
Clearly mb(S) C R and by definition of R/, for every s € Lev;_1(S), Succs(s) € f;(s), which is a U-measure
over 6;. Together with the induction hypothesis, we conclude that S is a U-fat tree on 0, < ... < 0;. Finally,
(K1, ey iz1) € Jic1(mb(S")) = ji—1(Lev;—1(S)), and by elementarity,

Succy, () (K1, s kiz1)) = {a < i | (K1, s k1) a € Jic1(R)} € W,

Hence ki € jii—1(Succ,_,(s)((k1,. kim1))) = Succjy(s)((K1, .., ki-1)). It follows that (k1,..., ;) €
ji(mb(S)) as wanted. O

If T is a U-tree then by definition, the iteration of T is a tree iteration of U-measures. We denote by Ur
the ultrafilter derived from jr : V — M,,.

Proposition 2.38. Let T be a ﬁ—fat tree on 01 < ... <80,,. Then:

—_

mb(T) € Urp.
2. If S C T is such that
(a) ht(S) =ht(T) =
(b) Suces(()) € U
(c) For every a € Succs(()), mb(S/{(c)) € Ur/(ay-
Then mb(S) € Ur.
3. If S C T is such that
(a) ht(S)=ht(T)=n
(b) mb(S [ {1,...,.n—=1}) € Uri(1,...n-13}-
(c) For every s € Lev,,_1(S), Succs(s) € U<(;";) 8
Then mb(S) € Ur.
4. If S C T is such that
(a) ht(S)=ht(T)=n
(b) For every s € S\ mb(S), Succg(s) € Ug)).
Then mb(S) € Ur.
5. If Sisa (j-fat tree, and mb(S) € U, then there is a choice of measures Us(s) such that jés) = jflT) and
in particular, Ug = Ur.

Proof. For (1), by definition of jr, we have that (K1, ..., kn) € mb(jn(T)) = jn(mb(T)), hence by definition
of Ur, mb(T) € U(T). For (2), note that in M; we have the tree j3(T)/(k1). By (b), (c) it follow that in
My, mb(j1(S)/(k1)) € Uy, (1y/(x,)- By definition, the iteration defined inside M; of ji(T')(.,) is simply the

8 If (U; | i < A) is a sequence of A-complete ultrafilters over a set B and U is a A-complete ultrafilter over X, then U — lim; <\ U;
is a A-complete ultrafilter over A X B, defined by:

U—limi<kU¢::{XQAXB|{i<)\|{beB|(i,b)eX}eUi}€U}.

‘We can inductively conclude that

Ur = U = lima, <0,UL) = lima,<0,U(s) o — oo = lima, <o, UL .
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iteration jr starting from the second step inside M7, namely, (jmx | 1 < k < m < n). Hence

(R2s s fin) € Jn1 (mb(51(5)/ (k1)) = mb(jn(S)/ (k1))

It follows that (K1, ..., kn) € mb(j§»(S)) and by definition mb(S) € Ur.

As for (3), note that jr(1,... -1} is by definition the first n —1 steps of the iteration of jr. By (b), mb(S |
{1,..,n = 1}) € Upiqa,....n—1}, thus (k1,...,kn-1) € Levy_1(jn-1(5)). By (c), and elementarity of j, 1, it
follows that Succ;, ,(s)((k1,...,kn-1)) € Ugil’l(211>, hence kn € jnn—1(Succ;, ,(s)((k1,...s Kn-1))) =
Succ;, (s)((K1, - Kin—1)). In other words, (K1, ..., kn) € jn(mb(S)) and by definition mb(S) € Ur.

For (4), by induction on i < n let us argue that Lev;(S) = mb(S | {1,...,i}) € Upjq,...53- f i =1

then Levy(S) = Succg(()) € U<(>T). Assume that mb(S | {1,...,i —1}) € ﬁTr{l ,,,,, i—1}- By (b), for every

s € Lev;_1(5), Succs(s) € U now apply (3)to S | {1,...,4} and T | {1,...,i} to conclude that mb(S |
{1’ 77’}) € UT[{l,...,i}-

To see (5), again argue by induction on 4 that ji(T) = ji(s). Since mb(S) € Ur, (K1,..., kn) € mb(jn(95)),
hence k1 € Levi(jn(S)). Since crit(ji,n) = ka2, k1 € Levi(j1(S)), and therefore Levi(S) € U<(>T),

choose U<(>S) = U<(>T) which implies that j(g,Tl) = jéi). Assume that jz-(T) = ji(s) = j;. Since Kk;y1 €

Succjng)(S)«m, ey i) then K1 € ji(_a’i(Succji(s)((m, .y K))) thus

(T
(%) Succy,(s)((K1, .. ki) € U((il())m

Back in V, for every s € Lev;(S), if Succs_(s) € U§T)7_let Us(s) = S(T), otherwise, we pick a random
ultrafilter. Then by (x), and elementarity Ué:l(s))n> = Ufii(T)L> hence ]z(_a = ]z(i)l O

The following lemma is a generalization of a combinatorial property that was proven in [6] for product
of measures. It can be stated for more general trees, however, let us restrict the attention to our needs.

Lemma 2.39. Let U be a sequence of normal measures and let T be a U'—fat tree on 01 < 6y < ... < 0,.
For f : mb(T) — 0y regressive i.e. f(t) < min(t) there is a U-fat tree T' C T such that mb(T") € Up and
f ITmb(T") = const.

Proof. By induction on the height of the tree. If ht(T) = 1 it is the case of one normal measure, namely Uy,
which is well known. Assume the lemma holds for n and fix T, f such that ht(T') = n + 1. For & € Lev, (T
consider Succr (&) € UéT). Define f5 : Sucer(@) — 61 by fz(8) = f(&@ ). Then there exist Hy € Uz
homogeneous for fgz with color ¢z < min(&). Consider the regressive function

g:mb(T [{1,..,n}) =0, g(d@) =ca.

Since ht(T | {1,...,n}) = n we can apply the induction hypothesis to g, so let T C T | {1,...n} be such
that mb(T") € Upy(i,....ny be a homogeneous U-fat tree with color ¢*. Extend T" by adjoining Hg as the
successors of & € mb(T"), denote the resulting tree by T*. Note that by the induction, T* C T is a U-fat
tree with ht(T*) = n + 1, and by 2.38(3) mb(T™*) € Ur and f | mb(T*) is constantly ¢*. O

In what come next, we will generalize (Corollary 2.49) a well known combinatorial property of normal
measures (Corollary 2.41), which is a consequence of Weak compactness of normal measures:

Proposition 2.40 (folklore). Let U be a normal ultrafilter over k, and f : [A]> — {0,1} such that A € U.
Then there is A’ C A such that A’ € U and f | [A')? is constant. O
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Corollary 2.41. Let U be a normal ultrafilter over k, let X be an arbitrary set, and f : A — X any function
such that A € U. Then there is A’ C A such that A’ € U and f | A’ is either constant or 1 — 1.

Proof. Define g : [A]?> — {0,1} by

g9(a, B) =1 & fla) = f(B).

By weak compactness, there is A’ C A, A’ € U, and ¢ € {0,1} such that for every a, 8 € A', a < 3,
gla,B) =c. If ¢ =1, then f | A is constant and if c=0then f | A'is1—1. O

In this argument we compare f(«), f(8) for distinct «, 5. It is always the case that o« < 8V < « hence
we can think about this comparison as a function defined on [A]? which is a set in U x U. One problem to
generalize this argument to U-fat trees is the following: Although for a given function f : mb(T) — X, a
U-fat tree T, and distinct pair ¢, € mb(T) we can identify this pair as a branch of some U-fat tree S ;S
might vary for different ¢,¢'.

For example, if t = (aq, a9, a3) and ¢/ = (o], ok, of) the following is a possible such interweaving:

ar <oy =as <ah<ah<asz

then we can think of ¢, as a single branch from a tree S of height 5 such that any branch s =
(81, 82, 83, 84, 85) € mb(S) decomposes back to t = (s1,82,85) ans t' = (sa,83,54). However there can
be different interweaving of ¢, ¢’ for which we need a different tree.

Generally, if t := (a1, ...,ap), t' = (a],...,al) € mb(T), the set {ai,...,an} U{a],...,al} naturally
orders in one of finitely many ways and induces an interweaving of ¢, ¢":

Definition 2.42. p is an interweaving of T, if it is a pair of order embedding (g, ¢’) where g,¢' : ht(T) —
{1,...,k} so that Im(g) UIm(g') = {1,...,k}. Denote A, = I'm(g), A, = Im(g') and k = [p|.

Let T be a U-fat tree on 61 < ... < 6,,. For every interweaving p = (g, g’), define the iteration associated
. . (T
with p, jp :]1(, ).
The length of the iteration is |p|. Let My =V and jo = Id. Assume that we are at the mth step of the
iteration and denote the critical points k1, ..., K,. Also assume inductively that

(ki lie Ayn{l,....;m}) € jm(T), (ki | i € Ayn{l,....,m}) € jm(T).

Ifm+1€ Ap\ A}, let r < ht(T) be such that g(r) = m+1. Then (k; [ i € A,N{1,...,m}) € Lev,_1(jm(T))
and the ultrafilter U g}iﬁg}pm (rm}) which is an ultrafilter over j,,(6,) is defined in M,, and for every
i€ Ay n{l,...,m}, ki < jm(0r).

If thereisi € A;,N{1,...,m} such that x; > jn(6;), then declare that the iteration is undefined. Otherwise,

perform the ultrapower of M, by ﬁéﬁﬁg&m{l ) It follows that K41 = crit(Jm,m+1) = jm(6r) and

<K,i | 1€ Ap N {1, e, + 1}> = <K/i | 1€ Ap N {1, ...m}>’\;‘£m+1 S jm+1(T).

If m+1€ A, \ A, we perform the symmetric procedure. If m +1 € A, N A}, let r,r" < ht(T') be such that
m+1=g(r) = ¢'(r') there are two possibilities, either

F(m (T)) #(m (T))
U(m;|7l€Apﬂ{1,...,m}> 7& U<I€j [F€A,N{L,....m})"

In this case, declare that the iteration is undefined. Otherwise

7 (m (T)) _ 7m(T))
U(m\iEApﬂ{l,.“,mD - U("ij\jEA;ﬂ{l,...,mD
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then j,,(6,) = jm(6,) and perform the ultrapower with this measure. Thus for every i < m,
Rm+1 ‘= Crit(jm,m+1) = jm(gr) = ]m(er’) > K

and
(ki i€ Apn{l,...om41}) € frnp1(T), (ki |i€ A n{l,...;m+1}) € jmyr(T).

In any case we denote 8(m) = 0, so that k,, = jin—1(6(m)), by construction, if m = g(r) then 6(m) = 6,
and if m = ¢/(r’) then 0(m) = 0,.. If j, is defined then

0(1) < 51(6(2)) < ... <jip-1(6(Ip])

and since jp,—1(6(m)) = crit(fmm—1), 0(1) < 6(2) < ... < 6(|p|). It follows that j, is a tree iteration of
U-measures.

Proposition 2.43. Let T be a U-fat tree and fix an interweaving p = (g, g') such that Jp is defined. Then

1. There is a U-fat tree, S, with ht(S,) = |p| and for every s € mb(S,), s | Ap, s [ A}, € mb(T) interweave
as p. Moreover, for every r € Lev,,(S,), if m € A, then Ul = Uﬁapﬂ{l oy ond if m e Aj, then

(sp) _ r7(T)
P = Urr ${1,...,m}

2. We can shrink T to R such that mb(R) € Up and if t,t' € mb(R) interweave as p then t Ut' € Sp.
3. If ¢(1) < g(1), then we can shrink T to R such that mb(R) € Up and for every t € mb(R) and
a € Succg({)) Nmin(t) there is t' € mb(T) such that t,t" interweave as p and min(t') = .

Proof. For (1), if the iteration j, is defined, then in particular for every m, jm m+1 is the ultrapower by

yUm@D) , or by yUm) 3y Which is a measure over Jm(0 ) for some 7,41 < ht(T). Since

(kili€Apn{l,...,m} (rili€A,N{1,....m Tm41

Jp is defined, we can derive the ultrafilter U, from j, over HLp:Il 6(i). In M), we have that
(K1y oo Bipp)) | Apy (K1, ey Bipp) [ A}, € mb(jp(T)) interweave as p.

Then by 2.37(2), R ={ad € HL’L 0(i) | a I Ap, @ | A, € mb(T) interweave as p} € U,. By construction of
Jp, if m € A, then the function f,(t) = Ut(apﬂ{l,.“,mfl} satisfies that the measure j,—1(fm)((K1,s o) Km—1))
is the one applied at the m-th step of the iteration. If m € A}, define a similar function f, depending on
t 1A, N{1,...,m—1}. By 2.37(4), there is a U-fat tree Sp such that mb(S,) C R and mb(S,) € U,. Then

any s € mb(Sy) is in R and therefore s [ Aj, s | A], interweave as p. Moreover, for every r € Lev,,—1(Sp),
UT(S”) = fm(r) = Ur(rTzipm{l,..‘,mq} or U,gS’J) = fl(r) = UﬁrTzi;ﬁ{l,m,mfl}'

To see (2), for every & € Levy,41(Sp) define t(&) € T to be & [ A, N{l,...,m} and /(&) = & |
A, N{1,...,m}. From (1) it follows that if m +1 € A, then Succs, (a@) € Uf(?) and similarly for m+1 € AJ.
Define R inductively, the levels of S, which correspond to the first level are g(1) and ¢’(1) are the successors
of nodes at levels g(1) — 1 and ¢’(1) — 1. Note that at least one of g(1), ¢’(1) must be 1. Also note that for
every @ € Levgy1)-1(Sy), (&) = () and that for every B e Levg(1)-1(Sp), t'(8) = (). Define

— — T
By = Aacrovyy-1(5,)5u¢cs, (@), O = Adcren, ) 1 (s,)Suces, (@) € U,

Let Succr(()) = By NCy € U<()T). Moreover, at least one of By, Cyy is simply Succs, (()).
Assume r € Lev,,(R) is defined, the levels of S, which correspond to the mth level are g(m), g’(m) (which
might be the same level), thus for every @ € Levy(,,)(Sp), t(@) € Lev,,(T') and for every ge Levys (m)(Sp),
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=,

t'(8) € Lev,,(T). Define

S = A S 7) N A S 7) e UM,
ucer(r) AELeVy(m)(Sp),t(@)=r uees, (d) FELeV g (1) (Sp),t/ (a)=r uces, (@) "

By 2.38(4) mb(R) € Uyp. If t,t' € mb(R) interweave as p, we prove inductively that (¢t U¢t') | {1,....,k} €
Lev(Sp). Clearly (tUt) [ {1} = (o) € Levi(S,), as a € By N Cy C Succg, (()). Assume that (t Ut') |
{1,...,k} € Levi(Sy), if k+1 € Ay, let r be such that g(r) =k +1, then (tUt')(k+1) =t(r) > (tUt)(k).
Also t((tUt') 1 {1,....,k}) =t | {1,...,r — 1}. By definition of diagonal intersection and R it follows that

t(r) € Succg(t | {1,...,r —1}) C Succg, (tUt) [ {1,...,k}))
hence (tUt') [ {1,...;k + 1} € Levg41(Sp). The case where k + 1 € Aj, is similar.

To see (3), suppose that ¢'(1) < g(1). Define a sequence inductively, let 7j1 = (f1, ..., Bg1)-1) € Sp. Then

by (1), Succs, (771) € U<(>T)7 thus by definition of jr,

w1 € j1(Succg, (7)) = SUCle(SP)(ﬁl).
Consider 777" (k1) € Levy(1)(j1(Sp)), pick any 7> such that 777 (k1) 72 € Levgy—1(j1(Sp)), then

Sucej, (s, (77 (k1) " 7i2) € j1(0) 5" thus Ky € Suces, (s, (77 (k1) ")

continuing in this fashion we end up with a witness for the statement
M, = 3t € mb(j,(T)) s.t. {k1,...,kn),t interweave as p.
Since 81 € Succg, (()) = Succr(()) = Succ;, (1r)(()) N K1 was arbitrary, it follows that
M, =V € Succ;, (1) (()) N k13t € mb(jn(T)) s.t. min(t) = B A (K1, ..., K,),t interweave as p.
By 2.37(2)
{s e mb(T) | VB € Succr({)) N s13t € mb(T).min(t) = B A s,t interweave as p} € Ur.

By 2.37(4) we can find R as wanted. O

Proposition 2.44. Let T be a ﬁ—fat tree, and let p = (g,g’) be an interweaving. If j, is undefined then there
is T" C T such that mb(T") € Ur and every t,t' € mb(T") do not interweave as p.

Proof. Let m be the step of the iteration where we declared that j, is undefined. By definition, there are
two cases to consider:

Case 1: Assume that m + 1 € A, \ A}, and there is i € A}, N {1,...,m} such that j; 1(60(i)) > jm(0(m +1)).
Then 6(i) > 6(m + 1), otherwise, 8(m + 1) > (i) hence

Jic1(0(m +1)) > §i_1(0(7)) = jm(0(m + 1)) > ji—1(0(m + 1))

hence jl,1(9(m+ 1)) = jl,1(9<l)) and Q(m—i— 1) = 0(’&) But j1,1(9<l)) = C’I“it(ji’ifl) ji,i71<]’i71(9(m+ 1)) >
Ji—1(8(m + 1)) hence j,,((m + 1)) > 7,(6(m + 1)) > ji—1(8(m + 1)) = j;—1(6(¢)), contradiction, thus
0(i) > 6(m + 1). Let r1,r2 < ht(T) be such that g(r1) = m + 1 and ¢'(r2) = i. Then 6,, = 0(m + 1)
and 6,., = 0(i). The tree T” is obtained from T by shrinking Succr(t) for each ¢ € Lev,,_1(T) such that
min(Sucerr (t)) > 6(m + 1). To see that T” is as wanted, assume that s, s’ € mb(T”’) interweave as p. Then

s'(ra) = (sUs)(i) < (sUs)(m+1) =s(r).
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On the other hand, s'(r2) € Sucer: (s’ | {1,...,70 — 1}), hence s(r1) < 8(m + 1) < s'(r2), contradiction.

Case 2: Assume that m+1 € A4,N A}, and U(J"‘Lleg A{L,m}) U(i;"‘lei), N{1,....m})- Lhese are measures over
Jm(@(m+1)), jm (0’ (m+1)) respectively. If O(m+1) # 6'(m+1), then for example §(m+1) < ¢'(m+1) and
we can shrink 7" as in case 1 to eliminate such an interweaving, hence assume 6(m+1) = 6’(m+1). Consider
the first m steps of the iteration jp, let A, N{1,...,m} = {g(1),...,g(k)}, A,N{1,....m} ={g'(1),...,q'(K")},
then 041 = 0(m +1) = 0'(m + 1) = O/41. Similar to 2.43(1),

My 1= (k1 bim) [{g(1), o0, g(R)} € Levi(jm(T)), (K1, hm) [ {g'(1), .. g'(K")} € Levis (jm(T)-

Moreover,

(o (1)) ™)
Mo = UG s 7 U 1 () )}

since the iteration up to m is defined we can find a U-fat tree S such that:

(K1y oy Km) € Jm(mb(S)).
F(zgevery s € mb(S ) [{g(1),....,q(k)} € Levi(T), s [ {g'(1),....,q (K')} € Levy/(T).
Vs ayenain, 7 Vst {g (1), ()}
[ {g(1), v g(B)}, s 1 {g'(1 )7 g'(K')} interweave as in (g | {1,....k},¢" [ {1,....,k'}).
For every s € Lev,.(9), let t(s) =s[A,N{l,..,r} and t'(s) := s [ A, N{1,...,r}. Then U is either

Ut((ng ifr+1eA,or Ut(,fs)) ifr—i—lEA;,.

.C“PPJ.N!—‘

Since T mentions at most |T'N[0x11]<“| < 6k+1 measures on O we can use the normality of the measures
to separate them. Namely, for every r € T such that UﬁT) is a measure on 641, find X, € Uy(,T) such that
if U,« #+ U ) then X, N X, = 0. Now we shrink the tree T similar to 2.43(2), from (5) it follows that if
J € A, then for every @ € Lev;_1(S), Succg(d) € Ut((T&)) and similarly for j € Aj,. Define R C T' inductively,

B<> = A&eLevg(l)_l(S)SuCCS(&)aO() = AaELev o' (1) 1(S)SuCC5’( ) S U<> )

Let Succr(()) = ByNCy € U<(>T). As before, at least one of By, Cy is simply Succs(()) € Succr(()). Given
r € Lev;(R), define

&eLevgm(A) @) Succg (@) j<k
B, = Sucer(r) N X, Jj=k
Sucer(r) j>k
seLev Im%) (q):rSuccS(éz’) j<k

Cr = Sucer(r) N X, j=k "
Sucep(r) j>Fk

Then B,,C, € U™ and let Succr(r) = ByNC,. So by 2.38(4) mb(R) € Ur. Let us argue that R is as wanted.
Toward a contradiction, assume that ¢, ¢’ € mb(R) interweave as p, in particular ¢ [ {1,...,k},¢' [ {1,...,k'}
interweave as (g | {1,....,k}, ¢’ [ {1,...,k'}), as in the proof of 2.43(2), we conclude that s = (¢ [ {1,...,k})U
(#' 1 {1, k'}) € mb(S) and by (3) UL (A ULL, - However, s | {g(1),...g(k)} =t |
{1,k s T {g'(1), ..., g'(K)} =t T {1,..,k"} hence Succr(t | {1,....,k}) € X1,y is disjoint from
Succr(t | {1,...,k'}) € Xy(1,... 13- On the other hand, p impose that t(k' 4 1) = t(k + 1) is a member of
the intersection, contradiction. O
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To illustrate the second problem of generalizing weak compactness, consider for example the function
f:mb(T) = k, f(a, ) = a. No matter how we shrink 7" to S, f | mb(S) will be neither constant nor 1 — 1.
However, we can ignore the coordinate 8 and obtain a 1 — 1 function. Generally, we will argue that f might
depend on some of the levels of the tree and the other levels can be ignored. Let us formulate this precisely:

Definition 2.45. Let T be a tree of height n. For every I C {1,...,n} define an equivalence relation ~; on
mb(T) byt ~rt' <>t I =t'[I. For f: mb(T)— X, the induced function denoted by f;: mb(T | I) = X
is the relation {(t [ I, f(t)) | t € mb(T)}.

Clearly fr is a well defined function if and only if f is constant on equivalence classes of ~;. For example,
if I =0 and fp is well defined then f is constant.

Definition 2.46. Let T be a U-fat tree of height n, and let f : mb(T) — B be any function.

1. A coordinate i € {1, ...,n} is called an important coordinate for f if Vt1,ta € mb(T), t1(i) # t2(4) implies
f(tr) # f(ta).

2. The set of important coordinates for f is the set
I(T, f)={ie{1,....,n} | i is an important coordinate}.

We say that I(T, f) is complete if fr(r gy is well defined i.e. Vt,t" € mb(T).t ~p g t' implies f(t) =
f(t"). Also we say that I(T, f) is consistent if for every U-fat tree S C T such that mb(S) € Ur,
I(S, f 1 mb(S)) € I(T, ).

Remark 2.47.

1. The structure of the tree T, imposes some dependency between the levels of the tree which are not
related to the function. For example, assume that OU(H) = k and that (XZ-(K) | i < k) is a discrete
family for (U(k,7) | i < k). Let T be the tree of height 2 such that: Sucer(()) = Xoﬁ) and for every
a € Sucer(()), Sucer({a)) = X&), Define the function f:mb(T) = k by f({a,8)) = B. Clearly, we
see that the function f depends only on the second coordinate i.e. for every {(«, ), (v,d) € mb(T),
f({a, B)) = f({v,0)) <> B =0 and frg} is well defined. However, the structure of the tree is such that if
« # v then X((f) N X,(YH) = () and 8 # §, which imposes that 1 is important. Note that in this case, by
definition, I(T, f) = {1, 2}.

2. If S C T then I(T, f) C I(S,f | mb(S)). Hence if I(T, f) is complete then also I(.S,
complete, and if I(T, F') is consistent, then I(T, f) = I(S,f [ mb(S)) and also I(S,
consistent.

f 1 mb(9)) is
f I mb i

Lemma 2.48. Let T be a Ij—fat tree on 01 < ... < 6, and f : mb(T) — B where B is any set. Then there is
a U-fat tree T' C T, with mb(T") € Up and I C {1,...,ht(T)} such that for any t,t’ € mb(T")
til=t11sft)=f(t).

Before proving the lemma, let us state as a corollary the generalization we desired:

Corollary 2.49. Let T be a lj-fat tree on 61 < ... <0, and f : mb(T) — B where B is any set. Then there is
a U-fat tree T' C T, with mb(T") € Uy such that the set of important coordinates T* := I(T", f | mb(T"))
is complete and consistent. In particular (f [ mb(T"))~ is well defined and 1 — 1.
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Proof of Corollary 2.49. Let I C {1,...,n} be as guaranteed by 2.48, then I C I(T", f | mb(T")). Indeed,
every i € I is important, since if t1,t2 € mb(T"), t1(i) # t2(i) then 1 [ I # to [ I, thus f(t1) # f(t2).

Therefore, fr(rs fimp(r7)) is well defined, since for every ti,to € mb(T"), ty [ I(T", f [ mb(T")) = to |
I(T', f | mb(T")) implies that t; [ I = to | I, hence f(t1) = f(t2). We conclude that I(T”, f | mb(T")) is
complete.

To ensure consistency, we shrink 7" even more. For every i ¢ I(T',f | mb(T")) if there is R C T’,
mb(R) € Ur such that ¢ € I(R, f | mb(R)), pick any such R and denote it by R;, otherwise let R; = T".
Define X* = Nig (77, ¢ rmp(r7))Mmb(R;). Clearly mb(X*) € Ur. By 2.37(4) there is a U-fat tree T* such that
mb(T*) C X* and mb(T*) € Ur. It follows that T* C R; C T” for every i. By 2.47, I(T", f | mb(T")) C
I(T*, f | mb(T*)) and therefore I(T*, f [ mb(T*)) is also complete. To see it if consistent, let S C T,
mb(S) € Ur, and let i € I(S, f | mb(S)), then S C T, so by definition of R;, i € I(R;, f | mb(R;)). Since
T* C Ry, then I(Ri, f | mb(R:)) C I(T*, f | mb(T*)). O

Proof of Lemma 2.48. Again we go by induction on ht(T). For ht(T) = 1 it is well known. Assume ht(T) =
n+ 1 and fix o € Levy(T") and consider the function

-,

fo :mb(T/{)) = B fo(B) = f(a™B).

By the induction hypothesis there is T, C T'/(«) such that mb(T),) € Urj(qy and I C {2,...,n + 1} such
that

(*) th,tg S mb(Tg)tl [Ia =15 [Ia <~ fa(tl) = fa(tQ)

Find H € U<(>T) and I’ C {2,...,n} such that I, = I’ for & € H. Let S be the tree with Lev,(S) = H
and for every a € H, S/{a) = T}, then by 2.38(2), mb(S) € Ur. It follows that for every t,s € mb(S), if
t1{1}ul’ =s {1} UI then

F@) = funy(t 142, m}) = foy(s 1{2,.,m}) = f(s).

If the implication f(t) = f(t') = ¢t [ {1} UI’ =¢ [ {1} U I holds for every t,t' € mb(S), then we can take
I =T1"U{1} and we are done. However there can still be a counter example i.e. t,t' € mb(S), such that

tTU{l} £ T TU{IEAf() = f(E).

Our strategy will be to go over all possible interweaving of counter examples and shrink the tree S to
eliminate them. We will see that if we fail to do so, then we can take I = I’. Note that if £(1) = ¢/(1) then by
the construction of S, ¢,t' cannot be a counter example, hence a counter example is one with #(1) # '(1).

Fix any interweaving p = (g,¢’) with g(1) # ¢’(1), and consider the iteration, j,. If this iteration is
undefined then by 2.44 we can shrink S such that we have eliminated this of kind interweaving. If the
iteration is defined, compare j,(f)({ri | i € Ap)),jp(f)((x; | 7 € A})). Suppose the interweaving is such
that for some i € I, g(i) # ¢'(i) we claim that

Oox) Gp(N) (i i € Ap)) # p(F) (55 | 5 € A)).

Otherwise by 2.43(1) find U-fat tree S, such that (x*) holds for maximal branches of S,. Let i be maximal
such that g(i) # ¢'(i), without loss of generality, suppose that g'(i) < g(i). Note that ¢ = g(i) € A, \ A},
otherwise, if ¢ € A}, then for some j > i, ¢’(j) = g(i) and therefore g(j) > g(i) = ¢'(j) hence g(j) # ¢'(j)
contradicting the maximality of ¢. We construct recursively ¢, € Sy, so pick any element in s € Lev,_1(Sp),
set

t1{l,.,.q—=1}=s=r[{l,..,q—1}.
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Pick t(q) < r(q) € Succs, (), since ¢ ¢ A}, then t | A, N{l,....q} =r | A, N{l,...,q}. Assume that
t[{1,....,k},r [ {1,...,k} € Levy(S,) are defined such that

tTA,N{L, .k} =r[A Nn{l, .. k}

If k+1 € A}, then Ut(ﬁpl)k} = Uvgﬁ{pl),..‘,k}’ as it depends only on ¢ [ A;, N {1,...,k}. Thus we can choose

t(k+1) =7r(k+1) € Succg, (t [ {1,...,k}) N Succg, (r [ {1,..., k}).

Ifk+1e A\ A, pick t(k + 1) € Succs, (¢ [ {1,...,k}) and r(k + 1) € Succs, (r | {1,...,k}) randomly.
Note that in any case t [ A, N {1,....k+ 1} =7 [ {1,...,k + 1} Eventually we obtain ¢,r € mb(S,) with
t 1A, =r[ A, =3a and min(t) = min(r) = min(s). Hence ¢ | Ay, 7 [ Ap, @ € mb(S), note that both
t] Ay, & and r | Ay, & interweave as p. Consequently,

This means we found a counter example with the same first coordinate which is a contradiction, concluding
that j,(f)((ki | i € Ap)) # 3p(f)({K; | § € A})). By 2.43(1) and 2.43(2) we can shrink S so that for every
t,t’ which interweaves as p, f(t) # f(t'), in other words, we have eliminated all counter examples which
interweave as p. Next, consider p for which g(i) = ¢/(4) for every ¢ € I'. If

Jp(F) (ki i € Ap)) = jp(f) (k5 | j € A}))

then we can shrink S so that whenever ¢,¢" € mb(S) interweave as p, f(t) = f(t'). By 2.43(3) we can shrink
S further to S* so that for every ¢ € mb(S*) and o < min(t) there is s € mb(S) so that min(s) = a At,s
interweave as p. We claim that we can drop 1 i.e. I’ = I is the set desired. To see this, assume that
t,t" € mb(S*). Without loss of generality, assume that min(¢') = « < min(¢), by the construction of S*,
there is t” € mb(S) such that

1. t,t" interweave as p.
2. t1I=t"1
3. min(¥') = o = min(t").

Hence
f@y =f) W ) =) P 1=t 1161 1=1 1.

Finally if j,(f)((ri | i € Ap)) # Jp(f)((k; | j € A})) then we shrink S and eliminate counter examples
which interweave as p. Obviously, if we went through all possible interweaving of all counter examples and
eliminated them, then I = I’ U {1} will be as desired. O

Lemma 2.50. Let T and S be ﬁ—fat trees on k1 < ... < Ky, 01 < ... < 0y, respectively. Suppose F : mb(T) — k
and G : mb(S) — k are any functions such that I := I(T,F), J := I1(S,G) are complete and consistent.
Then there exists U-fat subtrees T*, S* with mb(T*) € Ur and mb(S*) € Us such that one of the following
holds:

L mb(T*) | I =mb(S*) | J? and (F | mb(T*)); = (G | mb(S*)),.
2. Im(F | mb(T*)) N Im(G | mb(S*)) = 0.

9 Denote mb(T) | I = {t | I|tec mb(T)}.
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Proof. The argument is similar to product of measures version in [5]. Fix F, G, we proceed by induction on
(ht(T), ht(S)) =: {(n,m). Let us first deal with some trivial cases:

If I=J=01ie. F,G are constantly dp,dg, respectively. Either dp # dg and (2) holds, or dr = dg and
(1) holds. If I = () and jo € J # (), then F' is constantly dp. If dp ¢ Im(G) then (2) holds, otherwise, there
is f € mb(S) such that G(3) = dp, remove 3(jo) from Lev;,(9S) i.e. define:

1. S* {1, .jo— 1} =S [ {1, ... jo — 1}. .
2. For every t € Lev,,—1(S5), define Succg-(t) := Succs(t) \ {8(jo)}-
3. For every t € Lev,, (S*), S*/t := S/t.

By 2.38, mb(S*) € Ug. If = mb(S*), then G(,@") # dp, just otherwise, A1 J=F|Jand in particular
B(jo) = B (jo), contradiction, then again (2) holds. Similarly, if J = @ and I # () then we can prove (2). This
argument includes the case that one of the trees is {()} in which case the functions are constantly f(()) or
g({)). Thus we can assume that n,m > 1. Without loss of generality, assume that 6; < k.

For every 3 € Succg(()), consider the function'’

-

G :mb(S/(B)) — r, Gs(B) = G(B™P).

Then for every § € Succg(()), I(S/(B),Gp) 2 J\{1}. Shrink Succs(()) to stabilize I(S/(3),Gz) = J*. Then
J* = J\ {1}, since if we let S* be the tree obtained from S by shrinking Succs(()), and S*/(5) = S/(B),
then by 2.38(4) mb(S*) € Ug. By coherency I(S*,G | mb(S*)) C J. Soif j € J* then it follows by definition
of important coordinate that j € I(S*, G), hence j € J. It follows now that for every 3, I(S/(5),Gp) is
complete. For consistency, the argument given in Corollary 2.48 applies by shrinking S/(8) if necessary.
To ease notation we keep denoting the shrinked tree by S. Apply induction to F' and Gg, I,J*, to find
TP C T, 5P C S/(B) for which mb(T?) € Ur, mb(S?) € Ug;(sy such that one of the following holds:

L mb(T?) [ T=mb(S?) | J* and (F | mb(T?))r = (G | mb(S?))-.
2. Im(F [ T?)NIm(Gg | mb(S?)) = 0.

Denote by ig € {1,2} the relevant case. There is H C Succg(()), H € U<(>S) and ¢* € {1,2} such
that for every f € H, ig = i*. Let S* be the tree such that Succg-(()) = H and for every § € H,
S*/(B) = S® € Ug)(py- By 2.38(2), S* C S and mb(S*) € Us.

If i* =1, let T* = UgeuT? C T then mb(T*) € Ur. Argue that 1 ¢ J and therefore J* = J. Indeed, fix
some (3; < 32 € H. Pick some t € mb(T?*) Nmb(T"2) (this is possible since they are both in Uz) then

t 1 1€ (mb(TP) | 1) (mb(T?) | I).

Since for every 8 € H, mb(T?) | I = mb(S?) | J* there are s; € mb(S™) and sy € mb(S”) such that
s1[J*=t[I=sy]| J* Hence ] s1,05 s2 € mb(S) and

G(Bys1) = Gp,(s1) = (Gpy) = (s1 [ J7) = Fr(t 1 1) = (Gpy)ue(s2 [ J7) = Gp,(s2) = G(B;'s2)

we found two maximal branches z,y € mb(S) which differ on {1} such that G(z) = G(y), by the definition of
important coordinates it follows that 1 ¢ J. Moreover, mb(T™*) | I = mb(S*) | J and that (F' [ mb(T™*)); =
(G I mb(S*)) s, namely, (1) holds. To see this,

mb(T*) | T =Ugeamb(T?) [ I = Ugepmb(5”) | J* = Upesuces- (()mb(STgy) | J = mb(S*) | J.

10 Note that if m = 1 then S/(8) = {()} and G is constant.
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Also if p € mb(T*) | I = mb(S*) | J, there is f € H such that p € mb(T?) | I = mb(S®) | J, hence

(G I mb(5%))5(p) = (G [ mb(S”)) 5 (p) = (F | mb(T7))1(p) = (F | mb(T*))1(p).

Assume * = 2.

We repeat the same process, consider now Fy, for every a € Succr(()), we can shrink 7" so that I\ {1} =
I(T/{a), F,) is complete and consistent. Apply induction to F, G, such that for every a, we have j, € {1,2}
which correspond to ig. We shrink Succr(()) to some W and stabilize j,. If j* =1 then 1 ¢ I, and we can
find S* C S, T* C T such that mb(S*) € Ug and mb(T*) € Ur such that

mb(S*) [ J=mb(T*) [ I and (F | mb(T*))r = (G | mb(S™))
so (1) holds. Assume that j* = 2.

Case 1: Assume 6; < k;. Shrink Succr({)) so that min(Succr({))) > 6;. Since Ur is ki-complete and
|H| = 61, Ngeamb(T?) € Ur. By 2.43(4) there is a U-fat tree T* such that mb(T*) € Ur and mb(T*) C
ﬂgeHmb(Tﬁ) in particular T* C T'. It follows that

(%) VYt emb(T*)Vs € mb(S*).F(t) # G(s).

To see this, note that s(1) € Succs-(()) = H, t € mb(T*M) and s | {2,...,n} € mb(S*WV). Since i* = 2,
Im(F [ mb(T*M)) N Im(Gg | mb(S*W)) =, hence F(t) # Gya)(s [ {2,...,n}) = G(s).

Case 2: Assume that §; = ;. Shrink the trees T and S in the following way: Succr ({)) = AgenSucers (()) €
U<(>T), Succss (()) = AgewSuccga({)) € U<(>S). Also for every a € Sucer(()), find a U-fat tree T”/(a) such
that mb(T"/{a)) C Ngernamb(T?/{a)). In the same fashion for every 3 € Succs:(()), find S’/(3) such that

mb(S’/(B)) € Nacwngmb(S*/(B)). Then we claim the following:
(xx) YVt € mb(T")Vs € mb(S").t(1) # s(1) — F(t) # G(s).

To see this, assume for example that s(1) < #(1) (the case ¢(1) < s(1) is symmetric), note that s(1) €
Succg+(()) = H, and by the definition of diagonal intersection, ¢(1) € Succpsq)({)). Also, t | {2,...,n} €
mb(T*M) /(t(1))) and therefore t € T, Clearly, s | {2,...,n} € mb(S"/(s(1))) = mb(S*M). Since i* = 2,
Im(F | mb(T*M)) N Im(Gyy [ mb(S*M))) = 0, hence F(t) # Gy1y(s | {2,...,n}) = G(s).

So we are left with the situation that s = min(s) = min(¢). If U<(>S) # U<(>T) we can shrink

Sucer-(()), Succg=(()) so that they are disjoint, avoid this situation and conclude (2). If U<(>T) = U<(>S),
let A = Sucer-(()) N Succg+({)). For every o € A, apply the induction hypothesis to the functions F,,, G,
I\ {1},J\ {1} we obtain T* C T/{(a) and S* C S/{«a) such that (1) or (2) holds. We denote the rele-
vant case by r,. Again, shrink A to A* and find r* € {1,2} so that for every a € A*, r, = r*. Define
Sucer-({)) = Succg«(()) = A* and for every o € A*, T*/(a) = T* and S*/{«) = S*. Clearly T* C T,
5* C S and mb(T*) € Up, mb(S*) € Us.

If r* = 2, for every o™t € mb(T*), a”s € mb(S*), we have that r, = 2, then F(a™t) = F,(t) € Im(F, |
mb(T*)) and G(a™s) = Gu(s) € Im(G,, | mb(S?*)). By ro = 2, G(a, s) # F(a,t) and we have eliminated
the possibility of F'(t) = G(s) where min(s) = min(¢), we conclude that (2) holds.

Finally, assume r* = 1, namely that for 7\ {1} = I* C {2,...,ht(T)}, J\ {1} = J* C{2,...,ht(S)}, and
every o € A*

mb(T*) [ I* =mb(SY) [ J* AN (Fo | mb(TY))+ = (Go [ mb(SY)) g+
It follows that
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(&) mb(T*) | I" U{1} = Ugea<{a} x mb(T) | I* = Ugea-{a} x mb(SY) | J* =mb(S*) | J* U{1}.
Moreover, for every (o) p € mb(T*) | I* U {1},

(AL) (F Tmpr+)) reuga (@, p) = (Fa [ mb(T))1-(p) = (Ga | mb(5%))=(p) = (G [ mb(S™)) s+u13 (e, p)-

If 1 ¢ I then 1 is not an important coordinate for F' [ mb(T™*) and by definition this means that there are
t1,ta € mb(T*) such that ¢;(1) # t2(1) and F(¢1) = F(t2). Then

ty [T emb(T D) | T =mb(SHD)Y 1 *

ty [ T € mb(T=W) | T =mb(§EM) | g%

So there are s1, 82 € mb(S*) such that s1(1) = t1(1),82(1) =ta(1) and 81 [ J* =t1 [ I, 89 [ J* =t [ 1. Tt
follows that

G(s1) = Gsy(s1 [ J7) = Fyyy(ta [1) = F(t1) # Ft2) = Fy,)(t2 [ 1) = Go,y(s2 [ J¥) = G(s2).

So 1 is not important for G [ mb(S*), hence 1 ¢ J. In a similar way, we conclude that If 1 ¢ J then 1 ¢ I.
In either case, from (A), (AA) we conclude that (1) holds. O

3. The proof for short sequences

—

Let us return to M[U] and use the combinatorial tools developed in the last section.

Definition 3.1. Let p € M[ﬁ] be a condition. A tree of extensions of p is a U-fat tree T on 0 < ..<6,,

such that for every 1 <i < n, 0; € k(p) and each ¢t € T is a legal extension of p i.e. p~t € M[U]. Denote by
&(t), k(t) the ordinals such that Succy(t) € U(k(¢),£(1)).

If T is a tree of extensions of p and T" C T is a U-fat tree such that mb(T”) € Up then T” is also a tree
of extensions of p.
Let p~& € M[U], and for every r < |&| =: n let B, € NU(&(r)). Define

p (@, BY) = p~(a(1), By na@1))"..0(@(n), B, N (@(n — 1),d(n))).

Proposition 3.2. Let T be a (j-fat tree of extensions of p, and let for every t € mb(T), p: >* p~t be a
condition. Then there are p*,T* and B?® for s € T* \ mb(T*) such that:

L. p<*p".

2. T* C T is a U-fat tree of extensions for p* with mb(T*) € Ur.
3. B e 05<§(S)U(m(s),§).

4. For every t € mb(T™*)

pr <* p*(t, BY) = p*(¢(1), BO N (1)), (t(n), B =1 qg(n)).

Proof. Assume that T is on kj,(p) < ... < k;, (p), and let us proceed by induction on ht(T). If ht(T) = 1,
then for every a € Sucer(()) € U(kj, (p),£(())) denote

pﬁa S* Pa = <p04 r Kjlfl(p)v <O‘7Ba>a <’€j1 (p)vca>vpa f (K;jl (p)u H]>

— —

The order <* is more than x;, (p)-closed in M[U] [ (kj, (p), k], so we can find p% € M[U] [ (k;, (p), K]
such that p, | (kj,(p),x] < p% for every o € Succr(()). For the lower part, shrink Succr(()) to H €
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—

U(kj,(p),&(())) and find p% € M[U] | kj,—1(p) such that for every o € H, pt = po [ £j,—1(p). Next, by
normality

C = Do, () Ca € NU (15, (1)),

Use 2.5 to find C* C C such that for every a € C*, C* Na € (j(a). As for the B,’s, for every a € H,
B, € NU(«). Use ineffability and shrink H to H’' € U(kj,(p),&(())) and find a single set X such that for
every a € H', X N = B, it follows that, BY := C* N X € N;<¢(())U(kj, (), ). Set Sucer-(()) = H' N C*
and let

p <" (P, (k5 (p), C7), pL) = p".

To see that p*, BU,T* is as wanted, let a € Succy-(()). Since a« € H', B Na = B, N C* C B,,. Since
a€ H, py | Kj,—1 =p% and since a € Sucer(()), pa | (Kj,, k] <* p%. Finally note that

Bj(p)\a+1=C"\a+1CC(C,.

Thus po, <* p*(a, B Na). Assume that n = ht(T) > 1, then for every t € T \ mb(T), and for every
a € Sucer(t), we are given some condition p~t"a <* py~,. Apply the case ht(T) =1 to p~t and Succy(t)
to find p~t <* p}, Succp-(t) and a set B € NeceyU(k(t),€) such that for every o € Sucer-(t), pi-q <*
p; (o, Bt N ). Apply the induction hypothesis to p, T\ mb(T), to find p <* p*, T* C T \ mb(T) and sets
B* such that for every t € mb(T*), pf <* p*~(t, B'). Hence for every a € Succy-(t),

pe <" pi"(a, B'Na) <* p*(t, BY) (o, B' N ) = p*~(t"a, B 7).
It follows that p*, T* and B! are as wanted. O

The following lemma is the strong Prikry property for M[(j]

— —

Lemma 3.3. Let D C M[U] be dense open, and let p € M[U] be any condition, then there is p <* p* and
a tree of extensions of p*, T and sets B® € Necg(s\U(k(5),&) for every s € T'\ mb(T) such that for every
t € mb(T), p*~(t, B!) € D.

Proof. Let r <I(p) + 1, @ € [k, (p)]<¥, such that p~a € M[U] is a condition. Set
AY(@) = {a € B(p) \ (max(@) + 1) | Ig >* p~ad" (). g € D}, AN(@) = B,(p) \ A)(a).

For every i < 0¥ (k,(p)), only one of A%(a), AL(@) is in U(k,(p), 7). Denote it by A,;(@) and let C,;(a) €
{0,1} be such that A4, ;(&) = AG(@) (). Define

Ari = A AT,Z(&) N Br(p) € U(Hr(p), Z),

T d€fre(p)]<

so far A, ; has the property that for & € [k,(p)]<¥ if Ja € A,; and p~ & () <* ¢ € D then for every
a € A, there is p~d~(a) <* ¢ € D.
For every (o, ..., 1) € [k,(p)]" 7!, define DSZ-)(OQ, ey Qn—1,%) 0 Ap i — {0, 1} by

Df,}i)(al, iy Op—1,0) =0 & Ir < s <l(p)+13j < oﬁ(ns(p)) Csjlar,...,an_1,a) =0.

Find a homogeneous set for pY Agi)(ah ey 0n—1) € U(kr(p), i) with color Cﬁ’li) (o1, ..., tp—1). Define

T,

AY = A AY@) N B.(p) € Ukr(p),i).

o aekepmot
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In similar fashion, define recursively for k < n
Df,i)(ozl, v p_g,) =0 Ir <s<lI(p)+135 < oﬁ(ﬁ) C’S(Z_l)(al, ey Oy @) = 0,
find homogeneous Aii)(al, vy On—;) € U(kr(p), 1) with color C’T(?(al, vty ;) and let

A = A AN(@) N B,(p) € Ulsi(p),i).

T, T,
a€lrr(p)]"—*

Eventually, set

Avin =AY, Ari = ((Arin € Ulsn(p), i) and 4, = | A

k<n n<w i<00(nr(p))

Let p <* p1, where p; is obtained from p by shrinking B,.(p) to the set obtained from 2.5 to A, such that
for every a € B.(p1), a N B.(p1) € ﬂﬁ( ). By density, there exists p’ > p1 such that p’ € D. There is
(@,a) € [B(p*)]<* such that p7 (@, a) <* p/. Find s1 < ... < s, < 7, 45 < 0Y(ks,(p)) and k < 0 ( +(p))
such that o € A, and & = (01, ..., p—1) € H;:ll Asj i It follows that A, (&) = Ar,k( @). Hence,

Crp(@ =0= DV, (a1,.va,) =0= O, (a1, yano) =0 D (1) =0 =

Sn,ln Sn—1,1

C? i (o an ) =0= = D (a1) =0 = O () =0.

Sn—1,tn—1 $1,%1 $1,%1

Define the tree T": Let s({)) = s1, £({)) = 41 and define

Sucer (()) = As),e0) N Bs() (P1) € Uk (), €(0))-

Since Ay, 5, C A, (()) is homogeneous, Dz(ln)(x) = 0 for every x € Ay, ;,. Hence, there are xy,)(r) and

S1,%1

&(x) such that D(T(Lz)lg(z)(x, *) takes the color 0 on A ;) ¢(a). Let

Sucer ((@) = Ag(a),e(a) N Bs(a)(P1)-

Recursively, define the other levels in a similar fashion. By 2.6, for every t € mb(T"), p1 < p;'t € M[ﬁ]
Consider the function ¢ € mb(T") — (s(t | 0),s(t | 1),...,s(t | n)), then by 2.39, we can find a U-fat tree
T" CT', mb(T") € Urs such that (s(t [ 0),s(t [ 1),...,s(t | n)) is stabilized for t € mb(T"").

By the construction of the tree 7", for every t € mb(T") there is p7T°t <* p; such that p; € D. By
Proposition 3.2 we can amalgamate all those p;’s and find a single p <* p*, shrink 7" to T* and find B* for
s € T\ mb(T*) such that for every t € mb(T*), p; <* p*~(t, B'). Since D is open then p*~ (¢, Bt) € D. O

Proposition 3.4. Let p € M[ﬁ] be a condition, T a lj—fat tree of extensions of p, and sets B® €
Ne<e(s)U(K(8), &) for every s € T\ mb(T) such that for every t € mb(T), p < p~(t, Bt) € M[U]. Then there
are p <* p*, a tree T* C T of extensions of p*, mb(T™) € Ur and sets A* C B®, A® € Necg(5)U(K(5),§)
such that

Dy z:={p""(t, A") | t € mb(T)}

T*

is pre-dense above p*. In particular, for any generic G with p* € G, G N Dy« # (.

Proof. Assume that 7" is on j, (p) < ..
ht(T) = 1, use 2.5 to find A. € BN
anA. € NU(a). Consider the sets

K;,(p) and again we argue by induction on ht(T). Assume that
(P

. <
Bj, (p) such that A. € Nece()U(ky, (p), &) and for every o € A,

Ag(y) = Sucer(()) N By, (p) N {a < rj, (p) | A< N € NT ()} € Uy, (p), £(()))
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As = Bj,(p) n{a < r5,(p) | 3A¢y Na € (NT ()T} € N U(rj, (p),§)-
€(())<€<0Y (15, (p))
Let p <* p* be the condition obtained from p by shrinking Bj, (p) to

By, (p*) i= A< U Ag((y) U As

let AV := A and shrink Sucer(()) to Sucer-(()) := Ag((y). Clearly, T* is a tree of extensions for p* as for
every a € Sucer«({)), Ac Na € ﬁﬁ(a) and A< Na C Bj,(p*) N a. To see that p*, T*, A are as wanted,
let p* < g. Let & be such that p*~&@ <* ¢q. Without loss of generality, assume that & € [(k;,-1(p), k4, (p))]"
and let X; denote the sets of the pairs (@(i), X;) and (kj, (p), X) appearing in g.

If @ € [A<]", since X € ﬂ[j(lijl (p)), then

X*:= X nSucer- (()) N{a | an X € NU(a)} € Ulxy, (p)), E(0)))-

1

In particular X* is unbounded and we can find v € X* \ max(&@)+ 1. It follows that p*~(a, AV Na) € D.. 3.
We claim that ¢,p*~(a, AV Na) < ¢/, where

¢ =p(@(1),X1NAL)"..7@n), X, NAL) (e, X N AL Na).

Indeed, for every 8 € A, BNA. € ﬂ(j(ﬁ). In particular for every i, @(i)N A< € ﬂﬁ(o’f(i)), thus X;NA. €
NU (@(i)). Also by definition of X*, a N X € NU(a) and by definition of Sucer-(()), A« N € NU(a). By
2.6, ¢ < ¢ and p*~ (o, AV Na) <¢.

If there is j < n such that a&(j) ¢ A<, let r be the minimal such j. Since &(r) € Bj, (p), there are two
cases here, either @(r) € Ag((y) or @(r) € As. If Q(r) € Ag(y) = Sucer=(()), then p*~(@(r), AV Na) € Dy 4
and we claim that p*~(a(r), AV N@(r)),q < ¢’ where

¢ =p (@), X1 NA) .. 7{@(r), Ac N X)) " (@(r+ 1), X, 1) ... 7 (@(n), Xpn).

By minimality of r, @(i) € A< for every ¢ < r and the same argument as before justifies that, X; N A €
NU (@(4)). Since @(r) € Ag((y), by definition we have that A-Na(r) € NU (@(r)), hence X, NA. € NU(a(r)),
then again we use 2.6. Finally, if @(r) € A, then Agy) Na(r) € (NU(A(r)))". In particular

X* = Ay N X, N{a|anX, €NU(a)} € (NU(&(r)))*

hence there is a € X, N A () \ @(r —1)+1. This time, the witness for the compatibility of p*~(a, AVna),q
will be

¢ =p" (@), X1NA)" .. {@r—1),Ac N X,—1) (o, X, N A Na) {@(r), X, \ @) ...7(@(n), X,).

This concludes the case ht(T) = 1. Let T be such that n = ht(T) > 1, for every s € T\ mb(T'), apply the
case n = 1 to Succr(s) and the condition p~s to find

p~s < p;, aset A* C B, and Succr-(s) C Succr(s), Succr-(s) € U(k;, (p),&(s))

such that {pi~ (o, A°* N | & € SuccT*(s)} is pre-dense above p%. Apply 3.2, and find a condition p <* py,
T, C T\ mb( ), mb(T1) € Up\mpr) and sets C° € Necgs)U(k(s),€) such that for every t € mb(T1),
pt §* py (t, C) Now apply induction hypothesis to p;, 71 and the sets B®* N C?, find p; <* p* and

I {1,...,n — 1} C Ty and sets A® such that {p*~(s,A%) | s € mb(T* | {1,...,n — 1})} is pre-dense.
Let us prove that above p*, {p*”(t,/_ft) | t € mb(T*)} is pre-dense above p*. Let p* < ¢, then there is
s € mb(T* | {1,...,n— 1}) such that p*~ (s, /TS> and ¢ are compatible via some ¢'. Since A* C C*%, it follows
that

—

Pt <* pl(s,C%) <* p* (s, A%) < ¢.
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Therefore, there is o € Sucer-(s) such that pi~(a, A®* N «a),q¢ are compatible via ¢”. It follows that
pi~(a,A* Na) < ¢” and also p*”(s,/fﬂ < ¢ < ¢q". So {(a,A* N a) can be added to p*“(s,ffﬂ and
P (s"a, /YSA”‘> =p* (s, A%) " (a, A* Na) < ¢. We conclude that ¢” is a witness for the compatibility of ¢
and p*~ (s a, A7), O

We will often have two conditions p <* p* and a tree of extensions T" of p as in 3.4, so there are sets B¢
such that D, 5 is pre-dense above p. We would like to remove some of the branches in 7' to get a tree of
extensions of p*, T* C T, such that D,. 5 is pre-dense above p*. T™ can simply be defined as:

T* = {t € mb(T) | p*~(t, B') € mb(T)}

It is not hard to check that T* is a U-fat tree and mb(T*) € Ur. To see that D,.. 5 is pre-dense above p*,

let p* < ¢ then there is t € mb(T') such that p~(t, §t>, q are compatible via a condition ¢”. Since t appears
in ¢ and p* < ¢ < ¢”, it follows by 2.6 that ¢ € mb(T*) and p*~(t, Bt),q < ¢".

Corollary 3.5. Let p € M[m and (A, B) in the stem of p. Consider the decomposition, p = {(q,r), where
g€ M[U] | AAr € M[U] | (A 5], and & is the mazimal measurable in U. Let z be a M[U]-name for
an ordinal. Then there is r <* r* € M[U] | (A, ] such that for any ¢ < ¢' € M[U] | X if there exist

r* < v’ e M[U] | (A &] such that
(@) llz
then there is a tree of extensions of r*, T/q', and sets B"" such that Dy 5iq is pre-dense above r* and
e

vt € mb(T/¢). {¢',v*(t, BY)) || z.

~

Proof. For every ¢ € M[U] | A, let

D, = {p’ IS M[U'] (K] | (g p")|z) v (vp" > p'.{q,p") does not decide g)}
Clearly, D, C M[U'] I (A, K] is dense open, hence by the strong Prikry property, there is r <* r4, a tree of
extensions T, and sets A*? for s € T, \ mb(T}) such that for every t € mb(Ty), ry (t, A1) € D,. For each
t € mb(Ty) one of the following holds:

L (g, ry (t, A%9))|| 2.
2. Vp" > ry(t, A%) (g, p") does not decide z.

Denote by i; € {1,2} the case which holds. This defines a function g : mb(T;) — {1,2}. Apply 2.39, shrink
T; to T,/ and find i* € {1,2} such that for every ¢t € mb(T}') i; = i*. Finally, apply 3.4, extend 7, to r}
shrink Té’ to T and find sets B9 C A*9 so that

D = {ri"(s, B | s € mb(T})}

Ty, Ba

—

is pre-dense above ;. There is sufficient <*-closure in M[U] [ (A, ] to find a single r* such that r, <* r* for

—

every ¢ € M[U] [ A. Let us prove that r* is as wanted. We can shrink the trees T}, to Tj as in the discussion

before 3.5, to be extension trees of r* such that D is pre-dense. To see that r*,T,, B%? are as wanted,

Ty, Ba

let ¢' > ¢ and assume that there is 7" > r* such that (¢’,7')||z. Since the set {r*~(t, BY9) | t € mb(T,)}

is pre-dense above 7*, there is t € mb(T,) such that 7*~(t, B%),’ are compatible. In particular, there is

' > r*>(t, B%) such that (¢’,7")||z, indicating that i* = i, = 1. Hence for every s € mb(T},), is = 1, thus
(¢ (s, B*)llz. O

~
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The next lemma is the first step toward Theorem 1.1. Recall the inductive hypothesis (I H): for every
1 < k and every coherent sequence W with maximal element u, every V-generic G, C M[W] and a set of
ordinals X € V[G] there is C' C Cg, such that V[X] = V[C'].

Lemma 3.6. Let G C M[U] be V-generic filter and assume (IH). Let A € V[G] be a set of ordinals such
that |A| < k, where k is the mazimal measurable in U. Then there exists C' C Cg, |C'| < |A|, such that
VIA] = VI[C"].

Proof. Let A = (a; | i < \) where A = |A| < & be an enumeration of A. In V, pick a sequence of M[U]-

names for A, (a; | i < \). We proceed by a density argument, let p € M[U 7] 1 (A, &] be any condition, using
Lemma 3.5, find a <*-increasing sequence (pi | i < A) above p and maximal antichains Z; C M[U] | A such
that for every ¢ € Z; there is a U-fat tree T, i and sets B;*? such that any extension of p; from mb(T} ;)
together with ¢ and the sets B;'? decides a;, and the set

Dy, . go =10} (t, Bi) | t € mb(Ty)},

is pre-dense above p;. The forcing M[U ] I (A, k] has sufficiently <*-closure to find p’ such that for every
i <A, p; <*p. Define the function F,; : mb(T,,;) — On by:

Fra)=v & (g0 ({tB) - ai=7.
By Lemma 2.48, we can find T} ; C T ;, mb( i) € Ur, , such that [ ; := nr s F
and consistent. For any ¢, ¢’ 6 Z; apply Lemma 2.50 to the functions Fy ;, Fy ; and shrink Té l,T’

794 794 b(T;f/) eUr,,, mb(T;?;g’) € Ur,, , so that either

@i 1 Tgli

o | mb(Ty ;) is complete

Lo mb(T27) | I = mb(T%Y) | Iy i and (F,

q,%
2. Im(Fy; | mb(THF)) 0 Im(Fy; | (qu/fi/))

b(Tq Nty = (Fyri T mb(TE ),

Iqi q'i

The ultrafilter Ur, , is sufficiently closed to ensure that X7 =N, cpgp Mmb(Tgy’f/) € Ur,, and by 2.37 there
is a U-fat tree T, C Ty, such that mb(Ty ;) € X7, and mb(T} ;) € Ur,,. By 3.4, there is p’ <* p7, T,
and A]? C B? such that DT* A s pre- dense above py. Since [M[U 7] 1 >\| is small enough there is a smgle
p* € M[U] | (\, &) such that p; <* p* for every ¢ € M[U 71 I A. Restrict the trees to this condition p* as in
the discussion before 3.5, so that D .. 5. are pre-dense above p*. We abuse notation here by keeping the
same notation after the restriction. i

Denote G = G< X G so that G. C M[U ] [ A is V-generic and G~ C M[U] I (A k] is V[G<]-generic.
By density, find p* € G~ as above. For every i < A, since Z; is a maximal antichain, there is ¢; such that
G<NZ; ={q}. Since DT;‘ . Au 18 pre-dense above p*, find ¢; € mb(Ty, ,) such that p*A<ti,fY§‘"qi> € G,
define C; = t; | I, ; and let C' = U Ci € Cq.. Clearly |C'] < XA = |A|. Let us prove that (C; | i < \) € V[A].

<A
Indeed, define in V[A] the sets

Mlz{quz|aZ EI?’TL(F 1)}
then, for any ¢,¢" € M;, a; € Im(F, ;) N Im(Fy ;) # 0. Hence (1) must hold for F, ;, Fy ; i.e.

mb(Ty ;) | 1gs =mb(Ty ;) [ Ig i A (Fai T mb(Ty )1, = (Fgra I mb(Ty )i, -

N

This means that no matter how we pick ¢; € M;, we will end up with the same function (Fy/ ; | mb(Tq*} 2) I,

i
i

and the same important values mb(T}, ;) [ Iy,;- In V[A], choose any ¢; € M;, let D; € Fq_,_liu{ai} Nmb(T, ;)
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and C; = Dj [ Iy ;. Since ¢;,q; € M; we have C; = C}, hence (C; | i < A) € V[A]. In order the
reconstruct A from the union C’ we still have to code some information from the part of G, namely,
{d} | i < A},(Ind(C;,C") | i < A) € V[A]. These sets can be coded as a subset of ordinals below (2*)F, by
2.17(6)

{g; | i < X}, (Ind(C;,C") | i < \) € V[G<].
By the induction hypothesis applied to G, we can find C” C Cq_ such that

VI{gi i < A), (Ind(C;,C") | i < N)] = V[C"].

Also |C"] < |Cg_| < A hence C := C"w C” is of cardinality at most \. Note that C',C" € VI[C] as
C"=CnA, C'"=C\ A\ Finally, all the information about the function Fj ; needed to restore A is coded
in ¢",C". Namely, A = {(Fy:)1,, ,(C' | Ind(C;,C")) | i <A}. Hence V[A] =V[C]. O

Corollary 3.7. Suppose that p € M[ﬁ] and g is a name such that p Ik x € C. Then there is p* >* p such
that either p*||z or there is a U-fat tree, T and sets A* such that Vt € mb(T) p~(t, At) I x = max(t).
Moreover, in the latter case, let i < 1(p)+1 be such that mb(T') splits on k;(p) and assume that oﬁ(m (p)) <
ki(p)T, then for every t € Levyyry—1(T),

P A o) ),
In other words, there is v < oﬁ(m(p)) such that
Pt AN IF S Xg“i(p)).

Proof. Assume that there is no p* >* p which decides z. By 3.5 find 7" with minimal ht(7") such that there
is p* > p, sets B* and for every t € mb(T'), p*~(t, B®)||z. Assume that x(p) = {v1,...,vn} are the ordinals
appearing in p, denote by z; the forced value and shrink 7" so that the function

) Ty = V;
t) =
1) {n—i— 1 e ¢ {vi,...,vn}

is constant. If f would be constantly some i < n then by Proposition 3.4 there is p <* p/, T C T and sets
A® C B such that {p/~(t, A?) | t € mb(T")} is pre-dense above p/, it follows that p’ I = v;, contradiction.
So we may assume that z; ¢ {v1,...,v,}. Keep shrinking T so that there is a unique ¢ < ht(T'), such that
xy € [t(i),t(i + 1)) (where t(ht(T) + 1) = k). If i < ht(T) then for every ¢ € Lev;(T), the function
gt : mb(T/t) — kK, defined by g¢(s) = z;~, is regressive and therefore by 2.39 can be stabilized on some
Sy € T/t, mb(Sy) € Ury; so that for every t € Sy, 4~, = y;, depending only on ¢. As in the situation
that f was constant, for every ¢ € Lev;(T') we can find p*~t <* p; such that p; IF z = 2;. By 3.2, there
isT* CT1{1,..,4}, p* <* p** and sets Z°% C A® such that for every t € Lev;(t), py <* p*™*" (¢, Zt>, this
contradicts the minimality of ht(T"). Hence it must be that for every t € mb(T), x; > t(ht(T)) = max(t). It
is impossible that x; > max(t), otherwise,

xt & {v1, .., vn UL

and we can remove from the large sets of the condition p*”(t,/ft) the single ordinal z; and obtain a
condition ¢ such that ¢ IF x = 2y ¢ Cg, but p < ¢, then ¢ IF z €
YVt € mb(T).z; = max(t). Which is what we desired.

For the second part, assume that for i < I(p) + 1, mb(T) splits on «;(p) and that oﬁ(m(p)) <rki(pt. It
follows that the measures in U (k;(p)) are separated by the sets XW”"'(’) ). For every t € Levyy(r)—1(T), shrink

Cg, contradiction. We conclude that
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Sucer(t) € U(ki(p),&(t)) to Sucer«(t) = Sucer(t) N Xg(?ti)(p)). It follows that for every ¢ € Levyyr)—1(T),
and for every € Succr«(t), B € x5 P Gince p~ (t, A) IF x € Succr-(t), we conclude that p™(t, Aty Ik

&)
O(m(p))(%) =£1). O
The following lemma is analogous to a lemma proven in [4] for Prikry forcing.

Lemma 3.8. Let G C M[[j] be V-generic and let 6 < k be a limit point of Cq. Then for every set of ordinals
D e V[Cq] such that

ID|<§ANCenND =10
there is X € (\U(6) such that X N D = 0.

—

Proof. Let A := |D|, note that D € V[Cg N §] and since Cg N J is V-generic for M[U] | §, we can assume
without loss of generality that 6 = k. We start with a single M[ﬁ]-name of an ordinal z and p € G such
that p IF z ¢ Cg. Assume that p = (qo, 1), is a decomposition of p such that max(x(go)) > A. Then by 3.5
there is r <* r* and a maximal antichain Z C M[l_f] | max(qo) above qg, such that for every ¢ € Z there
is a tree T, and sets A®? for which the set {r*~(t, A%9) | t € mb(T,)} is pre-dense above r* and for every

t € mb(Ty),

(@, 78, AD) I 2 = fo(t).
Since p I ¢ Cg, for every be mb(Ty), fq(g) ¢ b hence it falls in one of the intervals

let nj be the index of this interval. Apply 2.39 to find a tree Tq’ C Ty, mb(Té) € Ur, on which the value nj is
constantly ny. Since for every t € Lev,:(T}), the function s — f4(t"s) defined in mb((T;)/t), is regressive,
apply 2.39, obtain a tree (Ty); C (T})/t on which the value is constant. Let Ty | {1,...,n;} =T, [ {1,...,n;}
and for every ¢t € Lev,: (1), (T;)/t = (Iy)): is defined as above. Then on Ty, fy(t) depends only on
t 1 {1,..,nz} and fo(t [ {1,...,n*}) > t(n}). Extend rg <* 77, shrink S, C T, to a tree of extensions of ry
and find B?* C A?* such that for every s € Lev,-(S), Dy, ja 18 pre-dense above 75 and (q,ri" (s, B9%)) IF
max(s) < z = fq(s). Finally find a single 7* such that 77 <* r*, shrink the trees and sets to this condition
an_c’l denote S, [ {1,...,n;} = S;. Apply 2.5 and let A, = {a € Byy1(r*) | a N Byy41(r*) € NU (o)} €
NU(x). It must be that for every ¢ € Z and every s € mb(S;), f,(s) ¢ Ay \ max(s), otherwise, add the
ordinal f,(s) and obtain the condition

(.7 (s, BE) " {fo()) IF & = fu(s) € Co
contradiction. Since f,(s) > max(s), we conclude that f,(s) ¢ A, . We claim that
p <" (g0, ") Iz f Ay
Otherwise, there is ¢ € Z, s € mb(S;) and p’ such that
(q,7" (s, B> <p'IF x € Ay

but also p' |- z = fy(s) so fy(s) € A, which is a contradiction. Now the lemma follows easily, let
{d; | i < A <k} € V[C¢] be some set of ordinals such that

Con{di|i<A}=0

then we can take names {d; [ i < A} and some p = (qo, 7o) forcing Vi < \.d; ¢ Cg, as before we can define
the sets A 4, € NU(x) and for i < A find a <*-increasing sequence (qo, 7;), find p* which bounds all of them
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and A* = Ay, € NU (k), then p* forces that Vi < A d; ¢ A*. By density argument we can find such p*
i<
inG. O

4. The proof for subsets of k

Let A € V[G], we do not assume that A C &, since some of the results will be applied for other type of
sets. Define

k" := max{a € Lim(Cg) | oﬁ(a) >atl.

If oﬁ(n) < wT, then {8 < & | oﬁ(ﬁ) < Bt} e NU(k), it follows that k* < « is well defined. Moreover, for
every a € Cg \ k* + 1, oV (a) < o™ and thus 0(®) is defined.

Definition 4.1. Let A € V[G] be any set of ordinals. In V[A], consider the crucial set
X4 ={v|visV —regular and v > c¢fV1 (1)}

Denote X 4 = Xa U Lim(X4) C kU {x}.

Proposition 4.2.

X4 C Lim(Cgq).

X4 € V[A}

If OU(KJ) < KT, Xa\K*+1 is closed i.e. for every k* < a < k, if sup(Xa Na) = a then a € X4.
If C C* Cg and C € V[A], then Lim(C) C X 4.

=W

Proof. For every a € X4, cfV((a) < cfVU(a) < a, and « is V-regular, it follows by 2.17(7) that
X4 C Lim(Cg), and since Lim(Cg) is closed, then X 4 C Lim(Cg).

(2) is trivial as the definition of X4 occurs in V[A]. As for (3), by induction on a € Lim(X4 \ %).
Suppose o = sup(X 4 N «), then by induction, X4 N (k*, ) is a club at « and by (1), « € Lim(Cg) \ &*.
Define in V[4],

oala) = limsupyeXAmaO(a) () +1.

By definition of 0o(®, 04(a) < oﬁ(a) < at, hence cfY(0a(a)) < a. By the definition of limsup, 04()
satisfies two properties:

1. For every v < a and every j < o4(«) there is j < j' < 04(«) such that X4 ﬁXj(fI) N (v, «) # 0.
2. There is some &, < « such that for every v € X4 N (£, @), 0¥ (v) < 04(a).

We split into cases:

If oa(e) = B+ 1, then by property (1) sup(Xa N Xéa) N (€a,@)) = a. Let us argue that otp(X4 N
Xéo‘) N (£a, ) = w, this is enough to conclude c¢fV(a) = w, hence o € X 4. In the interval (&, a) it is
impossible to have a limit point ¢ of Xéa) NX 4. Otherwise, by induction ¢ € X4 and by 2.23, o(®(¢) > f+1
contradicting property (2).

If A :=cf¥(oa(a)) < a, let (\; | i < A) € V be increasing and cofinal in 04(c). Define inductively
(i | 1 < A), first, g = min(X4 N (&q,@)) < a. At successor step, i + 1, z; € X4 N (&y, a) is defined, by
property (1), there is

>‘i+1 S]l < « and Tit1 € XaN (.131',05) ﬂX;fD‘).



T. Benhamou, M. Gitik / Annals of Pure and Applied Logic 173 (2022) 103107 37

At limit step 0 < A, if sup(z; | ¢ < d) is unbounded in a, then clearly « changes cofinality in V[A]. Otherwise,
let ys = sup;.s2; < a and there is some 25 € X4 N X/(\‘:) N (ys, ). Assume that (z; | i < A) is defined, if
¥ = sup;.\z; € (§,a) < a, then by induction hypothesis * € X4 N ({q,a) and

o (2*) > limsup;<x0' (x;) + 1 = limsup;caxXi + 1 = 04(c)

contradicting property (2).
Finally, if cf" (04(a)) = a, we take (a; | i < @) € V cofinal continuous sequence in 04 (c) which witnesses
this. Let Z := {8 < o | 0{®(B) < oz} let us argue that Z € Ny, (a)U(c, 7). Let i < 0a(c), denote

Jotan (o | € < a)) = {0k | € < jogan(@))s o (XL 1€ <07 (@) = (XL | € < a0 (@)

Since XZ-('X) € U(a,1i) it follows that o € ji(a,i) (Xi(a)) =X/

0t (0) which by definition implies that

() 0 (@) = i 0).
Also, since i < 04(c), then

JU (i) () < Ulga,ploa(a)] = Uscaju(ai (@) = Ug<ati.

By elementarity, the sequence (o | § < ju(a,i()) is also continuous, hence

(**) jU(a,i)(i) < Uz<aa,lz = O/a'

We conclude from (x), (*) that

o) (o) = JU (i) (1) <

Hence o € jy(a,i)(Z) so Z € U(a, i) as wanted.

Consider the set Z, = Z @ (UOA(a)§j<ol7(a)Xg('a))~ Then Z, € NU(e) and by 2.17(3), there is n < «
such that Ce N (n,«) C Z,. In particular X4 N (n,a) C Z,.. By property (2), if p € X4 N (max{n, &}, @),
then o(®(p) < o04(a), hence p € Z hence X4 N (max{n,&,},a) C Z. By definition of Z, for every p €
(max{n, &}, a)N X4, 0ol (p) < a,. Now to see that cfVI4(a) = w, define 29 = min(X 4 N (max{n, &}, ),
recursively assume that z, < « is defined. Then by property (1), there is a], > =z, and some z,41 €
X4 ﬂX&j? N(zp,a). To see that (z,, | n < w) is unbounded in «, assume otherwise, then * = sup,, _,z, < «
and by induction z* € X4 N (max{n,&,}, @) hence z* € Z. By Proposition 2.23

o(a)(x*) > limsupy<,0'® (1) = limsupn <,z > Qg

contradiction the definition of Z.

To see (4), if C'\ C¢ is finite then clearly Lim(C) C Lim(Cg) and every ¢ € Lim(Cg) is V-regular. Let
0 € Lim(C), it suffices to prove that X 4 is unbounded in §. Fix any p < §, and let p’ = min(Lim(C\ p+1)),
then p < p’ < 6, and also by minimality otp(C'N (p, p')) = w. Since C' € V[A], it follows that c¢fV4(p/) = w
and since p’ € Lim(C), it is V-regular. By definition it follows that p’ € X4 N (p,d]. O

It is possible that X 4 below x* is not closed:

Example 4.3. If there is o € Cg such that oﬁ(a) = a™, then « stays regular in V[G]. Set A = Cg, then
X4 Na will be unbounded in «, but a ¢ X 4.

There are trivial examples for A in which the set X 4 is bounded. However the following definition filters
this situation.
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Definition 4.4. Let A C On, we say that A stabilizes if there is 8 < k such that Va < sup(4), ANa €
VIG T Bl.

This definition is more general than the notion of fresh set:

Definition 4.5. Let M C M’ be two ZFC models. A set of ordinals X € M'\ M is Fresh with respect to M
if Va <sup(X).XNa e M.

Proposition 4.6. Suppose that A € V[G] such that A does not stabilize. Assume that VB < sup(A) there is
Cs C Cg such that V[Cg] = V[AN B]. Then:

1. If Aqg K, then X o Nk is unbounded in K.
2. If oY (k) < k™, then cfVI (k) < .

Proof. The following argument works for both (1), (2), we try to prove that X4 is unbounded. Let k* <
0 < K, take some 8 < sup(A) such that AN G ¢ V[G | §] which exists by our assumption that A does not
stabilize. By assumption, there exists Cs C Cg such that

V[Cs] = V[AN Bl C VIA]L
It is impossible that Cg \ (Cg N6) is finite, otherwise
ANBEVCs CVIG | 4

which contradicts the choice of 3. Let 75 be the first limit point of Cg above ¢. By minimality, otp(Cg N
(6,75)) = w, hence cfVI4(y5) = w and 75 € X4 \ 6.

To see (1), if A C k, then necessarily s < & for every §, this is since 75 € Lim(Cp), and 8 < sup(4) < k,
so V[Cs] = VIAN ] C V[Cg N B]. This implies that vs < 3, otherwise, in V[Cg N 5] the cofinality of some
measurable above 3 changes, which contradicts 3+-cc of M[[j] I 3. To see (2), if some v5 = Kk, then K € X4
and ch[A](n) < k. Otherwise, 75 < k, and we conclude that X 4 is unbounded in k. By the assumption
O[j(li) < kT, thus by 4.2(3), X4 \ £* is closed, and & is a limit point of this set, so x € X4. O

Corollary 4.7. Assume (IH) and suppose that A € V[G] such that A C k does not stabilize and oﬁ(/@) <kKT.
Then X a N (k% k) is a club at k and cf VI (k) < k.

Proof. Since A C k, then by 3.6, for every 5 < &, there is Cg such that V[A N g] = V[Cjs] so we can apply
4.6(1), 4.6(2) and 4.2(3) applies to conclude that X4 N (k*, k) is a club and cfV4(k) < k. O

Note that it is possible that cfV[% (k) < cfVI4l (k) < K, however cfVI4(k) must be some member of the
generic club that will eventually change its cofinality to ¢fVY[C] (k).

Example 4.8. Assume that oﬁ(m) = &, then cfVI¢ (k) = w. Using the enumeration Cq = (Cg(i) | i < k)
and the canonical sequence a, that was defined in Example 1.3, we can define in V[G] the set

A= U {Cqlan) +ala<Cq(n)}

nw

then A does not stabilize. Moreover, we cannot construct the sequence {(a;, | n < w) or any other w-sequence

—

unbounded in « inside V[A] since A is generic for the forcing M[U | (Cg(w), £]] which does not change the
cofinality of x to w. For this kind of examples the case oV (k) < & suffices.
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The following definition will allow us to refer to subsets of C¢ in V[A].
Definition 4.9. Let A € V[G] be any set. A set D € V[A] is a Mathias set if

1. Lim(D) C X 4.
2. For every 8 € Lim(D), every Y € (U () there is £ < § such that DN (€,8) C Y.

Lemma 4.10. For every D € V[A], D is Mathias if and only if D C* Cg i.e. D\ Cq is finite.

Proof. If D\ Cg is finite then by 4.2(4), Lim(D) C X 4. For the second condition of a Mathias set, simply
use 2.17(3).

In the other direction, assume that D is a Mathias set. Toward a contradiction, assume | D\ Cg| > w, and
let § < sup(D) be minimal such that |[DN§\ Cg| > w then § € Lim(D) C X 4 C Lim(Cg). By minimality,
{d, |n <w}=DNé\ Cqg is unbounded in 6. By 3.8 there is Y € (U (0) such that Y N {d, | n < w} =0
contradicting condition (2) of the Mathias set D. O

Proposition 4.11. Let A € V[G] and X < &, let Ao := max(Lim(Cg) N A+ 1) and assume (IH). Then there
is a Mathias set Fy C Ao such that V[F\] = V[A]NV[Cg N Al.

Proof. Consider in V[A4] the sets
B :={D C A\ | D is a Mathias set}.

Then |B| < 2%, enumerate B = (D; | i < 2*),let E = {(i,d) | i < 2*,d € D;} C 2* x ), clearly V[B] = V[E]
and E C Vyx. Also, since elements of Lim(C¢) are strong limits in V[Cg],

max(Lim(Cg) N2> + 1) = max(Lim(Cg) N A+ 1) = Xo.

By Proposition 2.17(6), E € V[Cg N Ag] and by induction hypothesis there is Fy C Cg N Ag such that
V[F\] = V[E]. Since E € V[4], also F) € V[A4], and since F\ C Cg N Ay, F\ € V[Cq N Ag] so V[Fy] C
VIA]INV[Ca N ). For the other direction, if X € V[A]NV[CgNAol, then by induction there is C' C CaNAg
such that V[X] = VI[C], and also C € V[A]. Then C' C X is a Mathias set, hence C' € B, and therefore,
Ce V[B] = V[F,\] O

The following lemma will be crucial to pack information given by two sets D,C C C¢ into a single set
ECCq.

Proposition 4.12. Assume that 0(7(/-@) < kT and (IH). Let D, E € V[A] be Mathias sets such that X := |D| <
k. Denote 6 = max{\,k*}. Then there is F' € V[A] such that:

1. F is a Mathias set. F N6 = Fy.
2. (DUE)\O8C F Csup(DUE).
3. D,E € V[F].

Remark 4.13. Note that simpl}i taking the union D U E will not suffice for the proposition:
For example, assume that oV (k) = § and oY (§) = 1, and pick any generic G with the condition ((J, {a <
5] oY(a) =0}),(k, {d <a<k|oY(a) <d})) €G. Then G is generic such that otp(Cg) = Cg(w) = J. Let

D ={Cg(Cg(n)) | n<w}and E ={Cqg(a) |w <a < Cg(w)}\ D
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Then DUE = {Cg(a) | w < a < Cg(w)}, hence in V[D U E], Cg(w) is still measurable. On the other
hand, from D, we can reconstruct (Ce(n) | n < w) as oY(Cg(Cg(n))) = Cg(n). So it is impossible that
D eV[DUE].

Proof of 4.12. Fix M[U]-names E ,(di | i < A) for the elements of '\ § and D \ 6 respectively. Split the
forcing at 0 and find (¢’,r") € G such that

(1) ¢,y IFEA{dili<A} CCg\6andVaec Cq)\ /{*.oﬁ(a) <a™.

The idea is that for every 6 € D \ k(r'), there is ¢ < I(r') + 1 such that 6 € (k;—1(r),K:(r)). Then § is
definable from D U F and two other parameters:

v(8) := o) (8) and B(6) := sup(z € (DU E) N6 | y(z) > v(6)).

Indeed,

6 =min(y € (DUE)\ () | v(y) = 7(9)).

Then 3(0) is a member of EU D below 8.11 As for v(4), we use 3.7, there is a U-fat tree T deciding § to be
the top most ordinal in a maximal branch of T', and ~v(d) will be decided by the lower part of the branch,
and hence below §, and therefore by finitely many elements of C below §. After adding these finitely many
elements to F, we repeat this process on the added points. This process should stabilize after w many steps,
since we are creating a decreasing sequence of ordinals.

Formally, proceed by a density argument, let +' < r € M[U] | (6, x]. Define recursively for every k < w:
r <* rf, maximal anti chains ( i,j) |i <\ j<w), M[U]-names

(8N i< nj<wyand (TR 10 FW AW i< N j<w.qe z)).

q,,5° 74,1, ql]’ 4%,

First for every j < w and 7 < A, let 55? = d;. Assume r <* 7 and kaj) are defined such that for all
i<Nj<w (¢, I8P eca\o.

Fix i < \,j < w, use 3. 7 to find rk <* r; ; and a maximal antichain Zi(f;) C M[U] | 6 above ¢/, such that
for every q € 78 either (g, 73 )| (5Z j»or there is a U-fat tree of extensions of Tij T*) and sets A? , . such

(N 4,63 RN
that D is pre-dense above 7; ;, and for every "« € mb(T(k) ),

X AR 0,ij

3,30

@ )
@) (g (e, A e IE 3N — o, (gr7 (1 AL N o) (g 1)

q,%,J ~]

where /A@Ek]) is an M[0/]-name for the unique Ky(T), y < 1(r)+ 1 such that ngj) € (ky—1(r), ky(r)). Note that

%) is also a M[ﬁ]—name for the measurable on which mb(Tq(i€ ’)i’ j) splits, for the unique ¢* in Zi(’];.) NG 6.

Roi,j
Let F%).: Lev T ) — k be the function defined by

RN ht(Téﬁ{j)fl( RN

(k)
(3) FM.(s) =7 (g, (s, A5, ) IF o) (g 14)) = .

q, \J 2]

This notation Works in case that (g, rw>||N1 - by taking the tree of height 0 and Fq( l)j(<>) is the decided

value for o ( Q i ) Shrink Tq{ ) and find a complete and consistent set of important coordinates I ;- Also

(k)

as in 3.0, we shrink the trees even more so that for every gi1,¢2 € Z;;' one of the following holds:

1 Actually, since we can always shrink the large set of § to filter from a final segment of E U D ordinals p with v(p) > ~(§), it
will follow that 3(6) is strictly below §.
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q1,%,]

@2) 7 11 =1 1P, and (F;f)”)1<k> = (F;QJ)M)

q1,%,J q1,%,] q2,%,) a1.60d P

(4.1) Im(FF, ynIm(FL, ) =0.
)

Note that for every V-generic filler H C M[U] such that (q,ri;) € H, there is t € mb(Tq(ﬁ?j) such that

(g, ;(t, Afz i) € Hyand if taq, 15 an € mb(Tq( 1)J) are two such branches, then by (2) a3 = (QEIZ))H = g
and in particular Fq(lj)]( 1) = Fq( l)] (t2) which implies that t; | 1w — ta | 1™ thus t | I g unique.

4., a6, 4.4,
Let "((lkl)] be a M[U]-name such that

(5) (g,rig) -t € mb(T). (qri (8, AL ) e G — @l =11 1)

Note that if g1, g2 € Z.(k.) are such that (4.2) holds, then both (q1,7;;), (g2, 7: ;) force that afh? i = 94:((1];) e
(k)

giql =1 q”| so we assume that @) :<62(k) (w) |w < |I(k) ).

Moreover, it is forced by (g, r; ;) that |@ Qoii =0, 0ii
Next, let S élfi),j be a M[U]-name such that

(6) {g,ri5) IF 8% =sup({a € (DUE)N &M | ol (§8)) < oleild ()} U {8)).

Rai,g

and since we split the forcing at 6, the trees Tq( 1)j are extension trees of 7; ; and for

By definition of B
every w,

qu

(7) Aayrag) - @) (), B € g0, 81)

95,7 9,7

just otherwise, there is a generic H with (g, r; ;) € H and (B(k)) = (6(k))H However, by 2.23,

~t,]
(k) (k)
O((M,j)H)((ég?)H) > 0((@,]-)@((!2;’? Vi)

contradiction. By <*-closure of M[U] | (4, ], find a single Thy1 such that r; ; <* g, for every i,7. We

conclude that for every g € ZZ(])7 we have defined quz)j, Fq(lz)J, ékz)] and names (aflkl)J( ) w < |Iq ; ]|> ﬁg}i—)’j.

We would like to turn these names to be independent of ¢ € Z; (k) . For ﬁ(

B, 1t is easy to find M [U]-names

B(k. such that for every ¢ € ij), (q,7r541) IF ﬁgk” 5513 As for <o7¢(1 Z)j( )| w < |Iékz)j|> the length
|Iél?j| might depend on ¢, so we define ,Qé((;kz)]( ) =0 if |I(§k”| < w < w, and we can find names aﬁ‘? (w)

independent of ¢. With these new names, in (6), (7) we can replace (g,7; ;) by (¢',7;,,). Enumerate the
names

(@), B 15w <w}={g% | s <w}.

N’L:J ~t,S
This concludes the inductive definition. Use o-closure to find r} <* r,, and shrink all the trees to be

D S GI) is pre-dense above r,.
q ,J7°7q,1,7

extension trees of r, such that for every i < A\, k,j < w and ¢ € Zf ])7
By density there is such r, € G. Define

(M) | kg < w,i <N
By (7), (¢/,ru) IF 8% € O\ 0, thus (§1"))6 € Cq \ 6.
Claim. ((5( Ja | k,j <w,i<A)eVI]A].

Proof of claim. Work inside V[A], recall that D,E € V[A], therefore ((5( Jo | i < Aj < w)isin
V[A4]. Assume we have successfully defined <(5(k Jo | i < A Jj < w), let us define inside V[A] from this

~t,]
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sequence the sequence <(,§,EZ+1))G | i < A, j < w). First, in V[G], for each i < \,j < w, let Z;’ k) NG |

0 = {q7;} and let t;; € mb(Tq(g,i,j) such that (¢&;, 7] <ti,j7x‘IZEJ ) e G. Let y < (ry) +1 be 5uch that
(NE’J))G = Ky(ry), which is definable in V[A] using 7, (égkj))(;, as the unique y < I(r,) + 1 such that

(886 € (ky—1(rw), ky(ru)). By (3),

i,7 \{max(t; ; Koy (T k)\ _ k
(S50 (i \ {max(t; ;) }, Alig by ol (g By = pO) (4, A\ {max(t: )})

q8; .1, ~ots] q8;,1,]

hence it must be that F(k) y ( i\ {max(t; ;)}) = o(“y(rw))((é(k))g). Although the sequence (inj | i <

~t,]
A,J < w) might not be in V[A], we can do something similar to 3.6. Back in V[A], o*v( T“))((é( )) ) is
definable since in V' we have the decomposition

() |y < o (e (r))
and o(v( Tw))((é(k )c) is the unique ~; ; < oﬁ(ﬁy(rw)) such that (6(k)) € Xn(yf’j(m)) Let

k k Koy (T k k
M ={qe 2 | oD ((9F))a) € Im(FLE))}.

0,1,
Notice that qu € Mi(,];), as witnessed by ¢; ;\{max(¢; ;) }, hence Im(F( ) )OIm(F(k) ) # D foranyq € Mi(j;)
and we conclude that (4.2) must hold. Choose in V[A] any q(lz) € M( ) and any s( ) € mb(T ((,3> ) such
@

55

k o (r o k .
that F&,j) (s1) = oD (3 M)6). By (5), (dij)a = (ki) 1 1., , and since

q; 500 qzjfa

k k Koy (P k _ k k
(F iy (i 118 ) =08 Na) = (B )y (b 118 )

9,5 BOR: 4i,5 0] ’ g5 a0 a8l
it follows that t;; | I(k)w = (dij)a = siy | I% , ;- Hence (@ (w)e | w < w) is definable in

V[A]. Also, by (6), (BEZ))G is definable from (Qgi))g, ky(r,,) and D U E which are all available in V[A].

By definition of the sequence ((QEZH))G | i < A\ j < w) it is definable in V[A]. So we conclude that

<(,é,”)G | k ] <w, i< /\> € V[A]. OcClaim
We keep the notation of q(’;)

l,

from the proof of the claim, use Proposition 4.11 to find Fy such that
V[Fy] = VIA]|NV[Cs N 6.
Define

Fo={(8Mc | kj<wi<A}, F*=(EUF)\0wWFeV[A]
Clearly, F™* is a Mathias set and F* N6 = Fy. To see 2 of the proposition, note that D\ 6 = {( 550))6; | i<

A} C F*, it follows that DU E '\ 6 C F*. Moreover from (6) it follows that for every k, i, j, g;j) is forced

by (¢’,74) € G to be below some 6g i+, 80 sup(Fy) = sup(D), hence sup(F*) = sup(D U E). To see 3, let
(Ae | € < otp(Fy) =: p) be the increasing enumeration of Fi, clearly |p| < A.
Consider the function R : p — [p]<“ defined by R(§) = ((i1, ..., in), s) such that for some 4, j, k,

A

(0¥, (@H )a [w< 1) )= (N As,) and (88)a = A,

457 55,

By the claim, both <(§J )G | k,j < w,i < A) € V[A], hence R € V[A], since |p| < A, then R € V[A] N
V[CeNo] = V[Fy] C V[F*]. Notice that by (7), 41, ..., in, s < i. Let us argue first that F,, € V[F*], in V[F*],



T. Benhamou, M. Gitik / Annals of Pure and Applied Logic 173 (2022) 103107 43

we inductively define (3; | i < p). Clearly
{)\i|i<p}ﬂ€—|—1:{/\i|i<e}€V[F9]

so we let 8; = \; for i < e. Assume that (8, | j < ¢) is defined, where i > ¢, in particular §;,,...3;, and S
are defined. Let I = Ind(F, \ D, F.) C p, by the claim, I € V[A]NV[Cg N 0] = V[Fy] C V[F*]. Finally,
note that {qz(lz) i<\ j<w}eV[ANV[Cenb) = V[Fy] C V[F*] and let x; ; be the measurable on which
mb(Tq((lg) ;) splits. Define

= min(fe € (P (5 1 €1NNNA 1] o002 (BD ey (BB

This is a legitimate definition in V[F*] since we worked hard to ensure all the parameters used are there.
Let us prove that S¢ = A¢, inductively assume that (8; | j < &) = (\; | j < &), we can assume that £ > e,
then

{BiljeIng ={\ljeln&=(FND)NX
and therefore
(F\AB;j | € INEH) N (Bs, Ae) = [(EUE)\ (F\ D) N (Bs,Ae) = (EUD) N (B, Ae).

Assume that 7, k, j are such that A\ = (ngj))g, then by induction hypothesis, 8, = A\ = (BEZ))G and

—(k
(@ @6 | w <L) ) = iy M) = (Biry s Bi)-
By (3) it follows that

k Ki i k i
(F )i, (B Bi)) =00 (15)6) = o) (%),

By (6), it follows that in the interval (8s,A¢), there are no ordinals x € F* \ {3; | j € I N¢} such
that (F <f,3) )wy) ((Biys - i) < 0P (z) s0 Be > Ae. Also Ae € F*\{B; | j € IN¢} and

1.;"

Fy) ) g (Bis e Bi) = 09} (A¢) hence A¢ = fe. Thus F. € V[F*]. From this (3) casily follows, indeed,
D \ 0, F. \ E € V[F*] since their indices inside F}, are subsets of #, hence
ENO=[(EUF)\ (EN\E)\0=F\[0U(F\E)] € V[F].

Also DNO,ENO € V[Fy] C V[F*] and therefore D, E € V[F*] which is what we needed. O

The following corollary provides a sufficient condition for the main result. It roughly says that given that
 changes cofinality in V[A], and given a single C' C C¢ which captures all the initial segments of A, we
can glue the information needed to capture A.

Lemma 4.14. Assume o ( )< kT and (IH). Let A € V|G], A C k and assume that 3C* C Cg such that

1. C* e V[A] andVa <k ANa e V[C*].
2. cfVI(k) < k.

Then 3C" C C¢ such that V[A] = V[C'].
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Proof. Let \:= cfVI4l(xk) < k and (a; | i < A) € V[A] unbounded and cofinal in x witnessing this. By 3.6,
there is C, C Cg such that |Ci] < X and V[C,] = V[{a; | i < A)]. Use 4.12 to find Cy C Cg such that
Co € V[A] and C,,C* € V[Cy]. In V[Cy], let 7; : 2% <> P(a;) be any bijection. Since ANa; € V[Cy], there
is §; such that

7(-7,(61) =AN Q5.

Note that the sequence (4; | ¢ < A) might not be inside V[Cy], but it is in V[A]. Again by 3.6 we can find
C" C Cg such that |C”| < X such that

VI[{6; | i< N)] =VI][C"].

By Proposition 4.12, we can find some C' C Cg, C' € V[A4], such that Cy,C"” € V[C']. Now in V[C]
we can compute A as follows, since Cy € V[C'], also (m; | i < A) € V[C'], and since C” € V[C’] also
<52 ‘ 1< )\> S V[C/] It follows that A = UZ‘<)\A Nao; = Ui<>\7ri(5i) € V[Cl] O

4.1. Subsets of k which do not stabilize

In this section we assume that Oﬁ(li) < kT, A does not stabilize and (I H). We do not assume in general
that A C w. However, if A € V[G] is such that A C s and does not stabilize, then by 4.7, cfV[4l(x) < .
By Lemma 4.14, to conclude the main result for A, it remains to find C* € V[A] such that for every o < &,
ANa € V[C*]. Along this chapter we construct such C*. The naive approach is the following: Fix a cofinal
sequence (o | i < cfV[4(r)) € V[A], since for every i, AN a; is bounded, apply 3.6 to find C; C Cg such
that V[A N a;] = V[Ci] and let C* = U, .pviay(,)Ci. There are several reasons why C* is not the desired
set:

(I) The sequence (C; | i < c¢f¥4l(k)) is defined in V[G] and by adding finitely many elements to each C;
we might accumulate an infinite sequence which is not in V[A].
(IT) As we have seen in 4.13, a union of two sets might lose information, so it is possible that for some j,

Cj ¢ VUjcepviae Cil-

For problem (I), we need to ensure that the choice we make is inside V[A4], for this we use the definition of
a Mathias set, in V[A] we can choose a sequence (D; | i < cfV[4l(x)) such that V[ANa;] = V[D;] and each
D; is a Mathias set. By Proposition 4.10, D; C* Cg, so it might be that D; \ Cg # (). By fixing problem
I, we have created a new problem: The sequence D := U, ¢viaj(,)D; might accumulate infinite noise i.e.
|D\ Cg| > w. Lemma 4.15 and Corollaries 4.16, 4.17, show we can remove this noise and stay inside V[A].

Lemma 4.15. Let (D; | i < A\) € V[A] such that X\ < k and:

1. D; is a Mathias set.
2. min(D;) > .

Then there is (D} | i < Ay € V[A] such that:

1. U Dy is Mathias.
i<\
2. Vi < \,D; =* D¥ C D;.

Proof. By removing finitely many elements from every D;, we can assume that otp(D;) is a limit ordinal.
If every D; = (), then the claim is trivial. Otherwise, since D; is a Mathias set, sup(D;) € X 4. Denote

D = | D; and v* = sup(D) > \. Note that v* € X 4, since v* = sup(sup(D;) | i < \) and X 4 is closed.
i<A
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Proceed by induction on v*, by Lemma 4.10, D;\ Cg is finite. It follows that |[D\ Cg| < A < v*. We would
like to remove the noise accumulated in D by intersecting it with sets in NU (v*). Since v* € Lim(Cg), we
can apply 3.8 to D\ Cg and find a set Y* € ﬂ(j’(u*) such that Y*N(D\Cg) = 0. Denote D* = DNY™* C C¢.
Note that D* € V[A] since D € V[A] and Y* € V.

Consider the set

ZO = (v < | Y Nnvenl)}

to see that Z(© e NU(v*), let i < 00(1/*), then jy-,)(Y*)Nv* =Y* € NU(®@*§). By coherency, the
£<i
order of v* in jU(,,*J-)(ﬁ) is 4, which implies that

NUW", &) =nj(@)@").

£<i

By definition v* € 5(Z() thus Z(® € U(v*,i) for every i < Oﬁ(l/*) and Z© e NU(v*). By Proposi-
tion 2.17(3), there is ng < v* such that Cg N (1o, v*) € Z©),

Consider the sequence of Mathias sets (D; Nng | @ < A), apply the induction hypothesis to it and find
(D} | i < A) such that

1. | Dj is Mathias.
<A
2. D; N =" D Cno.
Define
D} =D;w(D; NY™ \ o).

Let us argue that (D} | i < A) is as wanted: to see condition (1), note that the set
Df = D* D!
ig)\ % \ Mo U (zg)\ 1)

is a Mathias sets as the union of two Mathias sets.
For condition (2), it is clear that D C* D,. Toward a contradiction, assume that there is ¢ < A and
0 < sup(D;) is minimal such that

[(D; N o)\ (D Nd)| > w.

By the definition of D}, § > 1y and § € Lim(D;). By the definition of 19, § € Cg N (89, v*) € Z©O U {v*}
which means that § N Y™* € (U(J). Since D; is Mathias, there is & < ¢ such that D; N (£,6) C Y™, in
particular

D;n(&0)=D;NY*N(&0) =D;N(0).
So (D; N\ (DFNd)=(D;N& N\ (DF NE), this is a contradiction to the minimality of §. O

Corollary 4.16. Let (D; | i < 6) € V[A] such that § < k* and:

1. D; is a Mathias set.
2. D, NKk* = Fy« where V[F<] = VIA|NV[Cq N 0].
3. (D; | i< 6) is C*-increasing.

Then there is (D} | i < 0) € V[A] such that:

1. UD; is a Mathias set.
<0
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2. Vi<0,D; =* D C D;.
3. Df N k* = Fi.

Proof. Let A = cfV[41(0) < k. Since & is singular in V[A], A < x and let (8; | i < \) € V[A] be cofinal in 6.
We split each Dy, to three intervals:

Dy, = Do, N K" W Dy, N (K*,)\) W Deg, \)\

Denote these sets by A;, B;, C; respectively. By assumption, A; is constantly Fy-. Apply 4.15 to the sequence
(Ci | © < A) to obtain (Cf | i < A) € V[A] such that Cf =* C; and C* := U;<,\C} is Mathias. As for the
sequence (B; | i < A), either A\ < k* in which case B; = ). Otherwise A > k*, and by removing finitely
many points from B;, we can assume that sup(B;) € Lim(B;) C X4 \ k* C X4 i.e. sup(B;) is singular in
V[A4]. Since A > k* is regular in V[A4], it follows that A ¢ X, hence, sup(B;) < max(Xs NA) := p < A
Since p > Vg is a strong limit cardinal and A is regular, the sequence (B; | i < A) satisfies the assumption
of Theorem 2.34, hence there is A’ < A such that for every A’ < § < A\, Bs =* B*.

Note that Fj« U B* U C* is a Mathias set as the union of finitely many of them. Let D} := D; N (F,;» U
B*uUC*).

First, since U;y D} C Fj;- UB*UC*, and Fy,- UB*UC* is Mathias, then also U;<¢ D} by the criteria of
4.10. Also (3) follows trivially. To see (2), it suffices to see that for each interval

Dfnk*=D;Nk*, DiN(k*\)="D;N (k" A), DI\ A=""D;\ A
indeed Df Nk* = D; N k* = F«. Find X < § < A such that ¢ < 5, then D; C* Dy, . In particular,
Di\AC* Dg, \A=Cs =" C; CC*" and D; N (k*,\) C" Dy, N (k*,\) = Bs =" B*.
So

D\NA="D;,NC*\A=D;\ Xand D; N (k*,\) =" D; N B*N(k*,\) = DI N (k" \).
Therefore D; =* Df. O

Corollary 4.17. Let (D; | i < 0) € V[A] such that 0 < k™ and:

1. D; is a Mathias set.
2. DiNK" = Fy-.
3. (D; | i < 0) is C*-increasing.

Then in V[A] there is a Mathias set E C sup(U;<gD;) which is a C*-bounded for the sequence (D; | i < 0)
such that ENK* = Fi.

Proof. Simply apply 4.16, to find (D} | i < 6) then E = U, D} will be as wanted. O

As for problem IT mentioned in the beginning of this section, the first step will be to take C*, the union of
the C;’s. Then we C* increase every C*Ne; C* CZ-(l) so the C; € V[C’i(l)]. Repeating this process transfinitely,
this will eventually stabilize to obtain the desired set. Note also that this definition must take place inside
V[A4].

The following three propositions formally describe this process, we prove them by induction on v € X 4.
Recall that under the assumption of this section k € X 4.

Theorem 4.18. Assume that v € X, 0 < v™ and let (D; | i < 6) € V[A] such that:
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1. D; €0, <vis a Mathias set, (0; | i <) is non decreasing.
2. DiNK" = Fy-.

Then there is (D} | i < 0) € V[A] such that

1. D*:= |J D} is Mathias.
<6
. D; C* D¥ C 6; and D; € V|Dz).
. DiNK*=F,e.
. (Df | i< 8) is C*-increasing.

= W N

Theorem 4.19. Assume that v € X, 0 < v™ and let (D; | i < 6) € V[A] such that:

1. D; C0; <v is a bounded in v Mathias set, (6; | i < 0) is non decreasing.
2. DiNK" = Fy-.

Then there is (D} | i < 0) € V[A] such that

1. D*:= |J D} is Mathias.
i<
Vi < 0.D} € V[D*].
Dy Nk* = Fyx.
(D} | i < 0) is C*-increasing.

oU LN

Proposition 4.20. Assume that v € X4, D, D’ € V[A] are such that,

1. D,D’ C v are Mathias sets.
2. DNk*=D' NK* = Fy».

Then there is D* € V[A] such that

D* is a Mathias set.

DuD' C D* Csup(DuUD").
D,D' e VID*].

D*NK* = Fy-.

- W

As mentioned before, the proof of 4.18, 4.19 and 4.20 is by induction on v. For v € X 4 denote:

1. (18), is Theorem 4.18 for v.
2. (19), is Theorem 4.19 for v.
3. (20), is Proposition 4.20 for v.

Clearly, for every v < x*, (18), + (19), + (20), holds. Assume that v > x*, in particular, cfV[4(v) < v.
Inductively assume that (18)<, 4+ (19)<, + (20)<,. The plan is to derive the induction step gradually from
the following implications:

1. (18) <y + (19) <y + (20) <), = (18),.
2. (18), + (19)<, + (20)<, = (19),..



48 T. Benhamou, M. Gitik / Annals of Pure and Applied Logic 173 (2022) 103107

3. (18), + (19), + (20) <, = (20),,.

Proof of implication 1 (Theorem 4.18). Let us define inductively in V[A] the sequence (D | i < 6), define
D§ = Dgy. At successor stage, the sets D}, D41 are bounded in v in v, apply the induction hypothesis
(20)g,,., to these sets, to find a Mathias set D}, such that D}, U Dqy1 C D}y C 0aq1, D}y NK* = Fe-
and D11 € V[D} 4]

At limit stage 0 < 6, the sequence (D | i < 0) is defined and C* increasing. By 4.17, there is a Mathias
set E* such that E* Nk* = F,.», E* Csup{f; | i <} <605 < v which is a C*-bound. Again apply (20)y, to
E*, Ds to obtain D C 5. Then (2), (3), (4) are clear. At stage 6, we also need to ensure (1), by 4.16, we can
change the constructed (D} | i < 0) to (D}* | i < 6) such that D} =* D}*, D;* N k* = F,- and (1) holds.
It suffices to note that (2), (3), (4) still hold if we only change finitely many elements of D}. Ormplication 1

Proof of implication 2 (Theorem 4.19). In the second implication we assume the induction hypothesis
and also (18), which was derived by the first implication. The crucial difference between 4.19 and 4.18 is
requirement (2) that D} € V[U;<¢D7].

Apply (18), to the sequence (D; | i < 6) to get (D? | i < 6) such that:

1. U DY is Mathias.

i<0

D; C* DY C 6; and D; € V[DY].
DY Nk* = F-.

(DY | i < 6) is C*-increasing.

= N

Define a matrix of sets (D¢ | i < 6,& < vt) recursively on the row £ < v+ such that:

For each £ < v, (DZ§ | i < 6) is C*-increasing. (Each row is C* increasing.)
For each i < 0, (DS | ¢ < vt) is C*-increasing. (Each column is C* increasing. )
Df Ch;and D; € V[Df]. (Sets in column 4 are subsets of 6;.)
D® = J D§ is Mathias. (The union of each row is a Mathias set.)
j<0
Df N k* = Fy+. (All the sets are the same up to x*.)
6. For every i < 6 and every ¢ < vt, D& ng; C* D, (The i-th set in a successor row, C* includes

i

= L

ot

the union of the previous row up to 6;.)

At successor row, assume (D® | i < @) is defined. For each i < 6 apply (20)g, to D; and D™ N 6; to
obtain the sets E*™") which satisfies (2), (3), (5), (6). Apply (18), to the sequence (E\**Y | i < ), obtain
Ez-(aﬂ) c* DZ@H) C 6;, then also (1), (4) holds without ruining (2), (3), (5), (6).

For limit § < v the sequences (DE” ) | i < 6) are defined for every p < 4. For each i < 6, the sequence
(DE’D) | p < &) is C*-increasing hence by Corollary 4.17, there is a Mathias Ei(é) C #; which is a C*-bound,
this ensures (2), (5). Apply (20)p, to Ei(‘s) and D; to obtain Fi(é) to ensure (3) and finally apply (18), to the
sequence (Fi(a) | i < 6), obtain the sequence (DEJ) | i < 0) which satisfy (1) — (5).

Hence the sequence <Dj(§) | j < 0) is defined for every £ < v*. For every column j < 6, (D;g) | &< vt
is a C*-increasing sequence of subsets of 6;, thus there is {; < v* from which this sequence stabilizes. Let
& =sup(§|j<0) <vt.

Let us prove that DEE*) is as wanted. By the construction of the sequence (1), (3), (4), (5) of the theorem
follows directly. To see (2), for every £* < ¢ < vT and for every i < 0, DEE*) = D¢ . In particular
Df*+1 =* Df*. Hence

?

DS C D) g, c* DS =+ DY
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Hence Df* =" D(E*) N 91 S V[D(g*)] \:‘Implication 2

Proof of Implication 3 (Proposition 4.20). Assume the induction hypothesis, (18), and (19),. Let us derive
(20),.. Let cfV4(v) = X\ < v and fix a cofinal sequence (v; | i < A) € V[A]. For each i < A, apply (20),, to
find

Dﬂl/i,D,mVi QEZ Qyi

such that DNy, D' Ny; € VIE;] and E; N k* = F,«. Apply (19), to the sequence (E; | ¢ < A) to find
a sequence (EF | ¢ < A), such that E; C* Ef, E; € V[E*], where E* := U;<,E} is a Mathias set. Then
|DU D"\ E*| <. As in the proof of 4.14, in the model V[E*] we have

Vi < A.DNuv;, D' Nv; € V[E]

so the sequences (D Nw; | i < A), (D' Nv; | i <) can be coded as a single sequence of ordinals (d; | i < \)
(fixing enumerations of PYIZ'1(1;)). By 3.6, there is a Mathias set R € V[A], |R| < X such that V[R] =
VI{d; | i < N)]. Apply 4.12 to DUD’\ E*, R and E* to find G € V[A] Mathias such that DUD’\\, E*\\ C G,
GNA=F)and E*,R € V[G]. Let Gy = F.- UGN (k*, \), recall that A < v, hence we can apply (20), to
Go, (DUD'YN X and find G; C A such that (DUD')N A, Gy C Gy, G1 NK* = F« and Gy € V[G;]. Finally
let

D* =FU(GiN (K A)U(G\N).

Clearly, D* is a Mathias set, D* N k* = Fy» thus (1), (4) of Theorem 4.20 hold. For (2), sup(D*) =
sup(G) = sup(D U D")

(DuD')NKk*=F. CD*, DuD' N (k" \) CGiN(k*\) CD*

and
DUD'\ANCG\)XC D"
Hence D U D' C D*. Finally to see (3),
D*Nk* = Fpe, D*N (k% \) = G N (K5 \), D\ A=G\\
Hence F,»,G1 N (k*,A\),G\ X € V[D*], so Gy Nk* € VIA]INV[Cq NK*| = V[F«] C V[D*], so Gy € V[D*].
It follows that Gy € V[G1] C V[D*]. By definition of Gy, G N (k*,A) = Gy \ k* € V[D*], and clearly
GNk* € V[F;+] C V[D*]. Therefore
GNkK*,GN (K", A),G\ A€ V[D"] and G € V[D"|

By definition of G, E*, R € V[G] C V[D*], hence (§; | i < \) and the coding of PVI®"I(1;) is in V[D*] so the
sequences (DNv; | i < A), (D' Ny; | i < A) € V[D*]. Therefore, D, D’ € V[D*], as wanted. Oimplication 3

This concludes the induction for 4.18-4.20 for every v € X4 and in particular for k. Let us conclude the
main result for subsets of k which do not stabilize:

Corollary 4.21. Assume that oﬁ(ﬁ) < kT, (IH), AC kK, A€ V[G] and A does not stabilize, then there is
C’ C Cg such that V[A] = VI[C'].

Proof. By 4.7, A := cfV(k) < k and let (; | i < \) € V[A] be cofinal. By 3.6 there is a sequence of
Mathias sets (D} | i < A) € V[A] such that V[D}] = V[AN ;] and D; C 3; and denote D; = D, \ k* U F .
Then the sequence (D; | i < A) € V[A] and AN B; € V[D,]. Use 4.19 to find (D} | i < A) and set
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D* = ‘U)\D;‘. Then D* is Mathias and therefore D* C* Cg. Let C* = Cg N D*. Hence C* =* D* and
1<

V[C*] = V[D*]. Finally, for every « < &, find ¢ < X such that a < f3;. By the properties of D*, D; € V[D*],
hence, AN g; € V[D*]. Note that ANa = (AN B;) Na and therefore ANa € V[D*] = V[C*]. Finally, apply
4.14. O

4.2. Subsets of k which stabilize

In this section assume that oﬁ(nz) < kt, (IH) hence by 2.25, (o := cfVI¢(k) < k. Let A € V[G] be a
subset of k such that A stabilizes i.e. there is A < k such that

Va <k ANa e V[CaNAl.

Note that if A € V[Cg N G] for some B < x then we can use (IH), so we also assume that A is fresh with
respect to the model V[Cg N A]. Again we would like to apply Lemma 4.14, we will use freshness and work
a little bit to prove cfV4l(xk) < k, while finding C* is easy:

Increase A if necessary, and assume max{x*,{p} < A < k. By Proposition 4.11, find F\ C A a Mathias
set such that V[F\] = V[A] N V[Cg N A]l. Define C* = F)\ N Cg =* Fy, then C* € V[A] and

Va< k. ANa e VIAINV[Ce N Al = V[F\] = VI[C*].
It remains to see that:
Proposition 4.22. c¢fV[4l(k) < k.

Proof. By 2.29, let R € ROM[U] | A) for which V[C*] = V[H¢-] for some V-generic filter Ho» € R
and denote the quotient forcing (Definition 2.27) by Q := (M[U] | A)/Hc¢-. To complete V[C*] to V]G], it

—

remains to force above V[C*| with P := Q x M[U] | (A, &], let Hg x G [ (A, k] € P be V[C*]-generic such
that V[C*][Hg x G | (A, k]] = V[G]. Notice that for every A < a < x with oY (a) > 0 we have

—

1Q x M[T] | (\,a]| < min{v > a | oY (v) = 1}.
Let A be a P-name for A and assume that
IFp A is fresh.

Let (c; | i < (o) € V[G] be a cofinal continuous subsequence of Cg such that cg > . Fix (¢; | i < (o) € V[C¥]
a sequence of P-names for (¢; | i < (o). Find p = (po,p1) € Hg % G | (), k) such that

plep (ci| i < (o) is a cofinal continuous subsequence of Cg.

—

For every i < (o and ¢ € Q/po, consider the set D; , of all conditions p; < r € M[U] [ (A, k) such that one
of the following holds:

1. 3a. {g,r) IFp ¢i =a A 3B.{(q,7) IFp ANa = B. Denote this statement by ¢;(q,7).
2. For every v’ > r, =¢i(q, 7).

Then D; 4 is clearly dense open. By the strong Prikry property there is p1 <* p; 4, S, and sets Afyq such
that for every t € mb(Si ), p; ,(t, gﬁ,q> € D, 4. Define

Gisg 1 mb(Siq) = {0,1} by giq(t) = 1 > ¢:(q,p7, (¢, AL ,)) holds.
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Then we can shrink S, , to T;, such that g; , is constant on mb(T;,). Now for every ¢ € Q such that
giq = 1, and every s € mb(T; ) let ai(q,s), Ai(q, s) be the values decided by (g, p~(s, B{)) for ci, AN c;
respectively. Let N; o = ht(T; ), then

@i(q,8) € {K1(D), s Ki(p)(P), 5(1), ..., 5(Nig) }

we can extend T; 4 if necessary so that max(s) > a;(q, s). In particular, A;(g,s) C max(s).

Define by recursion A;(q, s) for s € T; 4 \ mb(T,;). Let s € Levy, ,—1(Ti,q), by ineffability, we can shrink
Succr, ,(s) and find A;(q, s) such that for every a € Succr, ,(s), Ai(q,s"a) = Ai(q,s) N a. Generally, take
s € T; 4 and assume that for every a in Succr, ,(s), Ai(q, 5" ) is defined. We can find a single A;(q, s) and
shrink Succr, ,(s) such that

Va € Sucer, ,(s). Ai(g, 8" a) Na = Ai(g,s) Na.

We abuse notation by denoting the shrinked trees by T; 4. Extend p; , <* p;, find B} , € A} , such that

—

extensions from Dy, 5 —are pre-dense above pj, and use <* closure of MIU] | (A, k] to find a single p*

such that for every ¢ € Q/pp and i < (o, p;, <" p*, in particular p; < p*. As usual, shrink all the trees to
p* and let T; 4 be the resulting tree.

Claim. For every i < (o and ¢ € Q/po there is ¢ > q such that g; ¢ | mb(T; 4) = 1. i.e.
vt € mb(T;q). 3, B. (¢, p" (t, B ) Ikp ci=aAANa=B.
Proof. Let py < qo, find some {(qq, p*) < {(¢q,r) and « such that

(q,r) IFp ci = o

By assumption on A, (g,7) IFp A is fresh, which implies that there is some B € V[C*] and some (¢, 7")
such that (g,7) < (¢’,7") IF B = AN a. Find some ¢ € T; 4 such that p*”(t,éf’q) and 1’ are compatible,
then a common extension witnesses that g; o (t) # 0, hence g; () =1 as wanted. Oclaim

Move to V[A], let us compare the sets A;(q, s) with A.
For every i and ¢ such that g; , = 1, define pg(k) for k < Ng;. Let

p(0) = min(AAA;(q, ())) + 1.

Recursively define

k
pfz(k + 1) = sup(min(AAA;(q, (01, ...,0x))) + 1| (01, ...0) € Levi(T;4) N H pé(]))

j=1
Finally we let

p' (k) = sup{py(k) | ¢ € Q A gig = 1}.

By the claim, for each i < (p, there is ¢; € Hg such that g; 4, = 1, and since DTi B is pre-dense, there

is some ¢; € mb(T; ) such that {(g;,p*"(G;, B, ;)) € Ho x G | (A, k]. By assumption on T; 4,, max(c;) >
(i) HgxGl(an let us argue that for every k < Ny, p'(k) > min{c;, & (k) }.
By construction of the tree T; ., AN¢; = Ai(g;, €;) N ;. Since for every j < N;, by definition,

Ai(qi, ¢ 1 J)NE(J) = Ailqi, €& [ 7+ 1) N E()).



52 T. Benhamou, M. Gitik / Annals of Pure and Applied Logic 173 (2022) 103107

It follows that for every j < NV,
Ai(qi; & 1 j) Nmin{c;, 6(j)} = ANmin{c;, G (j)}-

In particular, A Nmin{¢;, & (0)} = A; (¢, () Nmin{c;, ¢;(0)}.

Since A N p*(0) # Ai(gi, () N p%(0), it follows that min{c;,(0)} < p?(0).

Inductively assume that min{c;,(j)} < p'(j) for every j < k. If ¢; < ¢;(k) then clearly we are done.
Otherwise, p;(j) > ¢;(j), which implies that

k
&G [ {1,...k} € Levi(Tig) N [ [ £'(4)

j=1
and since A;(g;, & [ {1,...,k}) Nmin{¢;, ¢ (k + 1)} = AN min{c;, é(k + 1)}, then
min{c;, &k + 1)} < min(A*(q;, & | {1,....,k})AA) < p'(k +1).

Since C;(N;) > ¢;, it follows that p'(N;) > ¢;.

Next we argue that p’(k) < k. Again by induction on k, p’(q,0) < & since for every ¢ € Q with ¢; , = 1,
A # Aiq, (), as 4;(q, () € V[C*] but A ¢ V[C*]. Since |Q| < x and & is regular in V[C*], it follows that
p'(0) < k.

Assume that it holds for every j < k. Toward a contradiction assume that pi(k + 1) = k. Again, |Q| <
and r is regular in V[C*], there must be ¢ € Q such that g;, = 1 and p’(¢,k + 1) = k. Consider the

collection
k

{Ai(q, (o, oy an)) | {0, o o) € Levi(Tig) 0 [ ()} € VICT.
j=1

Then for every v < & pick any distinct &1, &2 € Levg(T;,4) N H§:1 p'(j) such that A;(q,d1) # Ai(q,az), but
Ai(g,dr) Ny = Ailg, d2) Ny

To see that there are such @j,ds, by assumption that p*(k + 1) = k there is @; such that n; :=
min(AAA;(q,&1)) > 7, hence A;(d1)Ny = AN~y. Let s be such that min(AAA;(g, &2)) > 7. In particular,
Ai(q,d1) # Ai(g,da), but A;(q,d1) Ny = ANy = A;(q,dz) N+. Since this is defined in V[C*], where k
is still measurable, and the number of pairs (@1, @;) is bounded by the induction hypothesis, we can find
unboundedly many +’s with the same a7, s, which is clearly a contradiction.

So we found a sequence (p*(N;) | i < A) € V[A] such that p;(N;) > ¢;. Hence cfVI4l(k) <. O

As a result of this section we obtain the following:

Corollary 4.23. Assume oY (k) < k* and (IH). Let A € V[G], A C k be such that A stabilizes, then there is
C' C Cg such that V[A] = V[C'].

5. The argument for a general set
Recall the main theorem of this paper is:

Theorem 1.1. Let U be a coherent sequence with mazimal measurable k, such that oﬁ(m) < k1. Assume the
inductive hypothesis:

(IH) For every 0 < Kk, any coherent sequence W with mazimal measurable § and any set of ordinals

-,

A € V[H] for HC M[W], there is C C Cy, such that V[A] = V[C].
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—

Then for every V-generic filter G C M[U] and any set of ordinals A € V|G|, there is C C Cg such that
V[A] = VI[C].

Remark 5.1. The authors would like to thank Gunther Fuchs for pointing out that 1.2 does not automatically
generalize to every set in V[G]. For example, if V = L and (¢, | n < w) are w Cohen reals over L (which is
equivalent to adding a single real) then certainly A := {¢, | n <w} € V[{¢, | n < w)], but the minimal model
containing both L and A is L(A) which is a model of ZF rather than ZFC. This situation can also occur in
Prikry-type, namely, there are intermediate models of ZF 4+ —-AC which are intermediate to a Prikry forcing
extension. Suppose that (¢, | n < w) is a Prikry sequence over V', split w to w-many infinite disjoint sets
(T, | n < w) and let D,, = {c,, | m € T}, }. Now consider R,, = {t | ¢ is a finite change of D, }, then clearly
{R, | n < w} € V[G]. Let G be the group of all permutations on Prikry forcing permuting the R,,’s, generated
by a permutation of w. Let F be the filter generated by the sets fix(E) := {w € G | Vz € En(x) = z} for finite
sets £ C w. Consider the symmetric submodel N of V[G] (see [15, Chapter 15]), then {R,, | n < w} € N,
V C N is a model of ZF which fails to satisfy the axiom of choice.

Let A be a set of ordinals. We prove Theorem 1.1 by induction of A := sup(A). If A < k then apply 3.6,
4.21, 4.23. Assume that A\ > &, and let us first resolve the induction step for c¢fVI[CI(\) < &:

Proposition 5.2. Assume 0[7(/{) < wt, (IH), and cfYVISY(\) < &, then there is C C Cg such that V[A] =
VI{C].

Proof. Since « is singular in V[G] then ¢fVIG/(\) < k. Since M(U] satisfies 5T — cc we must have that
v:=cfV(\) < k. Fix (yi| i < v) € V cofinal in A\. Work in V[A], for every i < v find d; C & such that
V[d;] = V[AN~;]. By induction, there exists C* C C¢ such that V[{d; | i < v)] = V[C*] (note that the d;’s
are subsets of k so we can code (d; | i < k) as a sequence of pairs in V') so, therefore

1. Vi<v AN~y € V[CY]
2. C* e VIA]

Work in V[C*], for i < v fix a bijection 7; : 27 ¢ PVIC'l(v;). Find §; such that m;(5;) = A N ;.

By wt-cc of M[U], there if a function F : v — P(X) in V such that for every i < v, §; € F(i) and
|F'(7)] < k. Let ¢; < & be the index of ¢; inside F'(7). Find C” C C¢ such that V[C"] = V[{e; | i < v)].
Finally we can find C’ C Cg such that V[C'] = V[C*,C"]. To see that V[A] = V[C"], clearly, C* € V[A]
and therefore (m;,d; | i < v) € V[A]. Since F € V, (& | i < v) € V[A], hence C” € V]A]. It follows
that C" € V[A]. For the other direction, C*,C"” € V[C'], so (¢; | i < v) € V[C'], and since F' € V then
(0; | i < v) € V[C']. Since C* € V[C'] then also (m; | i < v) € V[C'] so (m;(d;) | ¢ < v) € V[C']. It follows
that A = Ui<V7Ti<6i) S V[C/] O

5.1. The induction step for cf(\) > k

Assume that oﬁ(n) < kT and (IH). The idea for the induction step where sup(A) = A with ¢f(\) > &
(typical example is A = 1) is the following:

1. There is C* C Cg such that C* € V[A] and for every a < A ANa € V[C*].
2. The quotient forcing M[U]/C* (which completes V[C*] to V[G]) is k*-cc (and therefore cf (A)-cc) in
VI[G].

Then we will apply the following theorem:
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Theorem 5.3. Let W = ZFC and P € W be a forcing notion. Let T C P be any W -generic filter and 6 a
reqular cardinal in W[T). Assume P is 0-cc in W[T). Then in WIT] there are no fresh subsets with respect
to W of cardinals \ such that cf(\) = 0.

Remark 5.4. Note that it is crucial that P is 6-cc in the generic extension, otherwise there are trivial
examples which contradict this. Namely, the forcing which adds a branch through a Suslin tree is ccc, but
the branch added is a fresh subset of w;.

Proof. Toward a contradiction, assume that A € W[T]\ W is a fresh subset of A\ and cf(\) = 6. Pick a
name A for A and work within W[T]. We define recursively a sequence of conditions (r;,s; | i < ) and a
sequence of ordinals (3; | i < ). Let ro € T' be such that 7o I 4 is fresh. There must be Sy < A such that
o does not force AN By = AN By. Otherwise, A = U{B | 36 < Arg IF AN B = B} € W, contradicting the
fact that A ¢ W. Hence one can find By # AN By and 7y < sg such that so I- AN By = By.

Assume 71y, s;, 3; are defined for every i < j < 6. Let 8} := sup{8; | i < j} < A, find r; € T such that
ro <1 lF AN B = AN pJ;. Such r; exists since A is fresh. Argue as before to find §; < A, B; # AN G,
and s; > r; such that s; I AN B; = B;. The contradiction is obtained by noticing that (s; | j < 6) is an
antichain. Indeed, if i < j and s;,5; < s then s; < s implies that s IF AN B; = B;, also since r; < s5; < s,
then s 1= AN B; = AN B; # B;. Hence s forces contradictory information. 0O

Corollary 5.5. Assume (IH) and A € V[G] stabilizes, then there is C C Cg such that V[A] = V[C].

Proof. Let 8 < k be such that Vo < sup(A). ANa e V|G | f]. If A€ V[G | ], then we can apply (IH)
and we are done. Otherwise, A € V[G] is fresh with respect to the model V|G | f]. The forcing completing
VIG | 8] to V[G] is simply M[U] | (8, x] which clearly is x+-cc in V]G] (since s is regular in V[G]), this
is a contradiction to Theorem 5.3. O

Assume that A does not stabilize, since we assumed that ol (k) < kT and by the induction hypothesis
on sup(A) = A, we can apply 4.6(2), to conclude that cfV4)(k) < .

Let (\; | i < ¢f(X)) be cofinal in A, then for each a < ¢f(\) we choose some D, C Cg such that
VIAN A, = V[D,]. In previous results ([5], [6]), oﬁ(m) < k and |Cg| < K, therefore 21961 < k < cf(N), it
followed that there is some D, that repeated cofinally many times. Here, since 2196l > kT we will need as
before to somehow accumulate all the information in a C*-increasing way.

Proposition 5.6. Assume oV (k) < v, (IH) and A € V[G] does not stabilize. Let (\; | i < cf(N)) be cofinal in
A and k* < K such that for every a € Cg\k*, oY (o) < a. Then there is a sequence (D, | a < cf(N\)) € V[A]
such that:

1. D, is a Mathias set, Do N K* = Fy», where V[Fy] = VIA]NV[Cq N K*].
2. (Dqy | o < ef(N) is C*-increasing.
3. AN, € V[D,)].

Proof. Work in V[A]. For every a < ¢f()\), by the induction hypothesis, there is a Mathias set D!, C* Cg
such that AN A, € V[D/] and D/, N k* = F,«. Then (1), (3) hold but (2) might fail. Let us construct the
sequence (D, | @ < ¢f()\)) more carefully to ensure condition (2): We go by induction on 8 < k*. Assume
the sequence (D, | a < ) is defined. If 5 = a+ 1, then use Proposition 4.20 with D, and D;B to find Dg41
such that D, C Dg, D}y € V[Dg] and DgNk* = Fy-. If § is limit, let § = c¢fVIA(B) and (8; | i < &) € V[A]
be cofinal. If 0 > &, then by 2.34, the sequence (Dg, | a < d), ="-stabilizes on some Mathias set Ef, in
particular, E5NR* = F and since the sequence (D, | a < ) is C*-increasing, then it also stabilizes on
E3. Then EE is a C*-bound.
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If 6 < k, since « is singular in V[A], then § < x. Apply Lemma 4.17 to the sequence (Dg_ | a < J), to
find a single £ € V[A] Mathias which is a C*-bound and Ej N K" = Fy-.

In any case, apply Lemma 4.20 to E}, D and find a Mathias Dg such that £} C Dg and Djy € V[Dg]
and Dg N k* = F,«. Clearly the sequence (D, | o < ¢f())) is as wanted. O

Corollary 5.7. There is C* C Cg, such that C* € V[A] and for every o < X\, ANa € V[C*].

Proof. Consider the sequence (D, | o < ¢f(A\)) € V[A] from Proposition 5.6, then use Theorem 2.34 to
find o* < ¢f(A) such that for every a* < 8 < ¢f(N\), Dg =* D,~. In particular, V[Dg] = V[Dgy~]. Then
C* =D, NCg is as wanted. 0O

Let us turn to the proof that the quotient forcing is k*-cc in V]G] (and therefore cf(\)-cc). In [5] and

+

[6], in order to prove xT-cc of the quotient forcing, a concrete description of the quotient was given. Here

we will give an abstract argument to avoid this description.

Example 5.8. It is tempting to try and discard the name C* and define M[U]/C* to consist of all p such
that there is a V-generic H C M[U], with p € H and C* C Cy. Formally, we suggest that M[U]/C* is

MU = {p € M[U] | C* C x(p) U B(p)}.

Such a forcing is not x*-cc even above V[C*]. Assume that oﬁ(nz) = &, then ¢fVI% (k) = w. We take for
example any C* = {¢, | n < w} C Cg unbounded in &, such that for every n, oﬁ(cn) = 0. Basically, it
is a Prikry sequence for the measure U(x,0). Now V[C*] E k¥ =kt so let (f; | i < k™) € V[C*] be an
enumeration of all functions from w to k. We can factor the forcing to first pick ¢ < x™, then the rest of the
forcing ensures that Ca(f;(n) + 1) = ¢,, this means that f; determines the places of ¢,’s in the sequence
C¢g. Since no choice of i # j can be compatible, the first part is not xT-cc and therefore also the product.

Example 5.9. Let us consider another possible simplification of M[U]/C*, first we enumerate C* = {c; |

—

a <k} and find M[U]— names {c/, | o < x} for it.
M[U]* = {q € M[U] | for every finite a C « there is ¢, > ¢,qq IF Co = G, for every a € a}.
Let us prove that for suitable choice of names, M[[j | is not kT -cc For every a < k, let
Xo={v<wl|d ) =a}
Pick some different p°, p' € Xy. The play would be between two conditions

pO = <PO, <I<L,I$\,00 + 1>> and pl = <,01, <I€,/€\P1 + 1>>

Above pY we do something simple - for example, let c’« be a name for the first element of X,, in the generic
sequence Cg.

Now above p!, let us do something more sophisticated. We will build a x— tree with each of its branches
corresponding to a direct extension of p' in M[U]/C’, where ¢ := ¢’y and H C M) is a V-generic filter
with p® € H. These extensions will be incompatible in M[U]/C". Start with a description of the first level:
Fix Y; € U(k, 1), such that Y1 C X; and Z; = X7 \Y; has cardinality «. Split Z; into two disjoint non-empty
sets Z1.0,211-

Now, ¢} be a name such that p' extended by an element of Y7 forces different values from those which
p° forces, for example, let it be the first element of X5 in Cg.

For i = 0,1, for define the name ¢} so that p! extended by an element of Z; ; forces the same values as
¢} extended by p°.
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The idea behind is to ensure that, p' ™20 U Y7, p' ™ Z1; UY; will be in M[ﬁ]/C’, but only because of Z1;.
Note that, p!™Z1o U Y1, p' ™ Z11 U'Y; are incompatible in M[U]/C” since Z1o and Z1; are disjoint. Continue
in a similar fashion to define the rest of the levels, at the a-th level we take Y,, C X, such that Z,, := X,\Y,
has size x, and we split Z,, into two disjoint non empty sets Z, 0, Zn,1. The definition of g’/a is such that p'
extended by elements of Y, forces ¢, to be the first member of X, in Cg. While p! extended by elements
of Z,, will force the same value as p° did.

Note that the construction is completely inside V.

Finally, there are T — branches of length « in T. Let p" denote an extension of p* which corresponds to
a k— branch h i.e. p" = (p1, (k, | Yo W Zoh(a))

a<k

Let h1, he be two different branches. Let a < & be the least such that hq(«) # ha(a). Then p"t and p2
are incompatible in M[U]/C’. This follows from the choice of ¢+, and the definitions of conditions at the
level o

Note that every p” is in M[ﬁ]’, since for every finite @ C &, we can extend p* to some g, using the
elements from Z, (q)-

—

Proposition 5.10. For every ¢ € M[U],
q € M[U]/C* iff there is a V -generic G' C M[ﬁ] such that Cgr = C*.

Proof. Let ¢ € M[U]/C* = M[U]/He-, let G' C M[U]/C* be any V[C*]-generic with ¢ € G’, then
G' C M[U] is a V-generic filter and 7, (G’) = m,(G) = He- (for the definition of 7, see Definition 2.27). To
see that C'cr = C*, denote C" := C¢r, toward a contradiction, assume that s € C* \ C’, then there is

q¢<q € G suchthat ¢ IFs ¢ C”

hence 7(q’) < ||s ¢ C||. It follows that m(q") L||s € C|| € Hc~, therefore 7(q') € m.(G’) \ Ho~ contradiction.
Also if s € C"\ C%, then there is ¢ < ¢’ € G such that ¢’ IF s € C, then 7(¢') < |[s € C]||, then
m(q')Ll|s € C|| € He+. In any case m(q’) € m.(G") \ Hc+- which is again a contradiction.

For the other direction, if ¢ € G’ for some G’ C M[U] such that Ccr = C*, then X N7, (G') = X N7.(G),
where X = {[la € D|| | a < x} is the generating set of P . Since 7 is a projection, 7.(G’) is a V-generic

filter for P and therefor it is uniquely determined by the intersection with the set of generators X. It follows
that 7, (G') = 7.(G) = Hg-. Finally, for every a € G/, n(a) € m.(G), thus a € 7" Hee := M[U]/Hg-. O

Remark 5.11.

1. Example 5.8 produces a much larger forcing than M[U]/C* so we can obviously find ¢ € M[U]’ such
that g IF ¢}, # ¢, for some a.

2. In Example 5.9, the conditions p” constructed are not in M[(_j |/C*. Otherwise, by the proposition, there
is a generic H such that {('a)g | @ < K} = C* with p" € H. Since Y* := |J Y, € AU (k), then by

a<k

Proposition 2.17(3) there is £ < x such that Cy \ § € Y*. It follows that the interpretation (¢’o)m must
be different from the one p" made, contradiction.

We will prove that the quotient forcing is x-cc for more general Prikry-type forcings which use P-point
ultrafilters.

Definition 5.12. Let F' be a uniform k— complete filter over a regular uncountable cardinal k. F is called a
P— point filter iff there is 7 : kK — & such that

1. 7 is almost one to one, i.e. there is X € F such that for every a < k, |77 lan X| < k.
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2. Forevery {A; | i<k} CF,Af_Ai={v<r|Vi<n(v)(ved)}eF.

Clearly, every normal filter F' is a P— point, but there are many non-normal P— points as well. For
example take a normal filter U and move it to a non-normal by using a permutation on k. Also, if F' is an
ultrafilter, then 7 is just a function representing x in the ultrapower by F'.

Before proving the main result, we need a generalization of Galvin’s theorem (see [2], or [13, Proposition
1.4)):

Proposition 5.13. Suppose that 2<% = x and let F be a P-point filter over k. Let (X; | i < k*) be a sequence
of sets such that for everyi < k™, X; € F, and let {Z; | i < k) be any sequence of subsets of k. Then there
is Y C kt of cardinality x, such that

1. miGY X, eF.
2. There is a ¢ Y such that [Za]<Y C U, ey [Zi] <.

Proof. For every U € [k]<¥, a < kT and £ < &, let
Hoep={i<rT | X;NE=XaNENT E[Z;]°¥}
Claim. There is a* < k™ such that for every & < k and U € [Zo+]<%, |Ho» 5| = k.

Proof of claim. Otherwise, for every a < x* there is &, < k and U, € [Z,]<% such that |Ha ¢, 5.| < k.
There is X C k+, 7* € [k]<% and £* < k, such that |X| =T and

Vo€ X, iy = " Ny = €5,

Since k is strong limit and £* < k, there are less than x many possibilities for X, N&*. Hence we can shrink
X to X' C X such that | X’| = kT and find a single set £* C £* such that for every a € X', X, N&* = E*.
It follows that for every a € X':

Ha,ﬁa,ﬁa = HO(’&*,Q* = {Z < I€+ | X; N §* =FE"NDU* € [Zi}<w}.

Hence the set H, ¢, 5, does not depend on «, which means it is the same for every oo € X’. Denote this set
by H*. To see the contradiction, note that for every o € X', o € Hy ¢, 5, = H*, thus X’ C H*, hence

it = X < |H| < 5
contradiction. Oclaim

End of proof of Proposition 5.13. Let a* be as in the claim. Let us choose Y C T that witnesses the lemma.
First, enumerate [Z,+]<“ by (; | i < k). Let 7 : kK — &k be the function in Definition 5.12 guaranteed by F
being P-point. There is a set X € F such that for every o < x, X N7~ is bounded in x. So for every
a < Kk, we find p, > sup(r~ o+ 1] N X).

By recursion, define f3; for ¢ < k. At each step we pick o* # 3; € Hox p,+1,5, \ {55 | J < i}. It is possible
find such f;, since the cardinality of Hy- p,+1.7 is kT, and {8; | j < i} is of size less than k. Let us prove
that Y = {8; | i < k} is as wanted. Indeed, by definition, it is clear that |Y| = k. Also, if 7 € [Z,+]<“, then
v = v; for some i < k. By definition, ; € Hq» 5, 41,5, hence 7 € [Z3,]<%, so

Zs)% € | 12,
€Y
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Finally, we need to prove that [ =();j<r Xp, € F. By the P-point assumption about F,

'yGY

X*:= XN X, NAL, Xg, €F.

Thus it suffices to prove that X* C ), _, Xp,. Let ¢ € X*, then for every i < 7((), ( € Xp,. For i > m((),
(e a1+ 1n X, and by definition of p;, C < pi- Recall that 8; € Hox 41,5,

Ko N (pi +1) = X5, 0 (s + 1)

and since ¢ € Xq+ N (p; + 1), ¢ € Xp,. We conclude that ¢ € (), _, Xg,, thus X* € (,_, Xp,. O

Theorem 5.14. Let 7 : M[U] — P be a _projection and G C M[U] be V-generic and H = 7,(G) be the
induced generic for P. Then V[G] = M[U]/H is x*-cc.

Proof. Assume otherwise, and let (p; | i < ) € V[G] be an antichain in M[U]/H. Let (p; | i < xT) be a
sequence of M[U/]-names for them and r € G such that

rl-(pi|i< k") is an antichain in M[U]/Ii
Work in V, for every i < k™, let r < r; € M[U ] U] and & € M[U ] U] be such that r; I+ pi= &.
Claim. Vi < k*3q > &Y¢' > ¢3r" > i 7" I+ ¢ € M[U]/H

Proof of claim. Otherwise, there is ¢ such that for every ¢ > &;, there is ¢’ > ¢ such that every r” > r;,
" W ¢' € M[U]/H. In particular, the set

E={q>& |V >rir"¥qe M[ﬁ]/g}

is dense above &;. To obtain a contradiction, let G’ be any generic for M[ﬁ] such that r; € G'. Since r; > r,
r € G’ and therefore & = (p;)gr € M[U _’]/HG/ Denote H' = Hgr. Then by Proposition 5.10, there is a
V-generic filter G” for M[ﬁ] such that §; € G"” and Hg» = H'. By density of E, there is {; <qg € ENG”
and in particular, ¢ € M[ﬁ]/H’ Thus, there is r; < r” € G’ such that v’ IF ¢ € M[U ]/Ii, contradicting
g€ E. Oclaim

For every i < k™ pick g; > &; such that
(x); V¢ >qI" >rir" g € M[ﬁ]/lg

Denote ¢; = (ti1, -y ting, (K, A(q:))) and r; = (Si.1, -y Siymy, (K, A(T ))> Stabilize the sequences (t; 1, ..., i n,)
and (s; 1, ..., Si mz> i.e. find X C &t such that |X| = x* and £ = (t1,...,t,),5 = (51,..., 8,») such that for
every 1 € X

<ti’1, ~~~7ti,ni> = <t1, ...,tn>7 and <8i’1, ceey si,mi> = <81, ceey Sm>.
This means that for every i € X, ¢; = t"(k, A(¢;)) and r; = 5 (k, A(r;)). Let

A*(ry) = {v € A(ry) | v 0 A(r;) € ND}

~

by 2.5, A*(r;) € NU(k), it follows that for every 7 € [A*(ry)]<¥, 77 €

; M(U]. By Lemma 5.13, there is
Y C X of cardinality &, such that

L Niey Algi) € Ny Uk, 1)
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2. There is @ € Y such that [A*(ra+)]<* € Ujey fary [A" ()] <

Consider the set A = [,y A(g;). For every i € Y, ¢; < t~(k, A) =: ¢*. Then by (%)q-, there is 7/ > 74
such that " I+ ¢* € M[ﬁ]/[i Hence there is § < s” € M[U] | max(k(5)), k < w, 7 € [A(ro-)]* and
By, ..., By such that

r" = (s",(v1,B1), ..., (vk, Bi), (r, A(7""))).

Since r” € M[U], then 7 € [A*(ro)]* and by the property of a*, 7 € Ujey\{a=}[A*(r;)]=* and so there
is j € Y such that 77 € [A*(r;)]¥. Since ro+ and r; have the same lower part, and 7 € [A*(r;)]<%, it follows
that 7/ and r; are compatible by the condition:

r* = (s",(v1, B N A(1})),..{vk, B N A(r;)), (k, A(rj) N A(r"))).
To see the contradiction, note that r* > rq«,r; and r, thus
" Ik par = &ax, p; = & are incompatible in M[[_ﬂ/g

but also r* > r”, therefore

r Ik ¢* € M[U]/H

~

Since ¢* > qo+ > &o+ and ¢* > q; > &5, then 7* Ik p o+, p; are compatible in M[U]/fNI, contradiction. O
This suffices to finish the induction step for ¢f(\) > x and in turn 1.1.

Corollary 5.15. Assume that Oﬁ(li) < kT, (IH) and let A € V|G| be a set of ordinals such that cf(sup(A)) >
k. Let C* be as in 5.7, then A € V[C*] and V[A] = V[C*].

Proof. By 5.7, C* C C¢ is such that C* € V[4] and Yoo < A.ANa € V[C*]. Toward a contradiction assume
that A ¢ V[C*], and let W := V[C*]. The quotient forcing M[U]/C* € W is xT-cc and therefore cf (A)-cc
in V[G] = W|G] and A is fresh subsets of A contradicting Theorem 5.3. Os15 Oi.1

5.2. The quotient forcing

For M[U]/C* which is x*-cc in V[C*], we can use a more abstract and direct argument:
Suppose we have an iteration P * @) of forcing notions. It is a classical result about the iteration that if
for a regular cardinal A\ we have

1. P has \— cc,
2. IFp @ has A-cc,

then P x () satisfies A\— cc.
Also, if P has A\— cc, P* @ has A— cc, then IFp @Q has A\ — cc.
Suppose otherwise. Then there are p € Panda szquence of P— names (¢, | @ < A) such that

plFp (go | @ < A) is an antichain in Q.

Consider now {(p, go) | @ < A} € P*Q. By A— cc, there are o, f < X\, # [ such that (p, ¢») and (p, g 3)

are compatible. Hence, there are (p/, q,r) > (p, qa), (P, qp)- But then

p' IFp ¢’ is stronger than both g, g,
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which is impossible, since p’ forces that they are members of an antichain.

However, in 5.14, we address a different question:

Suppose that P * @) satisfies A— cc. Let G % H be a generic subset of P x (). Consider the interpretation
Q of Q in V|G x H] “Does it satisfy \— cc? ~

Clézxrly, this is not true in general. For a simple example, let P be trivial and @ be the forcing for adding
a branch to a Suslin tree. Then, in V', @ will not be ccc anymore.

Our attention in Theorem 5.14 is to subforcings and projections of M[U], however the argument given is

more general:

Theorem 5.16. Suppose that P is either Prikry or Magidor or Magidor-Radin or Radin or Prikry with a
product of P-point ultrafilters forcing and @Q is a projection of P. Let G(P) be a generic subset of P.
Then, the interpretation of Q in V[G(PT], satisfies kT — cc there.

We do not know how to generalize this theorem to wider classes of Prikry type forcing notions.
For example the following may be the first step:

Question 5.17. Is the result valid for a long enough Magidor iteration of Prikry forcings?

The problem is that there is no single complete enough filter here, and so the Galvin theorem (or its
generalization) does not seem to apply.

Definition 5.18. Let F' be a k— complete uniform filter over a set X, for a regular uncountable cardinal .
We say that F has:

1. The Galvin property iff every family of k™ members of F has a subfamily of cardinality x with intersection
in F.
2. The generalized Galvin property iff it satisfies the conclusion of 5.13.

The following question looks natural in this context:

Question 5.19. Characterize filters (or ultrafilters) which satisfy the Galvin property (or the generalized
Galvin property).

Construction by U. Abraham and S. Shelah [1] may be relevant here. They constructed a model in which
there is a sequence (C; | i < 2“+> in Cub,+ such that the intersection of any p* clubs in the sequence
is of cardinality less than u. So the filter Cub,+ does not have the Galvin property. However GCH fails
there. Lately, other results related to the Galvin property have been published [10], [9], [11]. The following
questions seem to be open:

Question 5.20. Assume GCH. Let k be a regular uncountable cardinal. Is there a x-complete filter over k
which fails to satisfy the Galvin property?

Let us note that if the ultrafilter is not on k, then there is such an ultrafilter, namely, any fine k-complete
filter U over P, (x™") does not satisfy the Galvin property:

For every a < kT, let X, = {Z € P;(k") | « € Z}, then X,, € U since U is fine but the intersection of
any k elements from this sequence of sets is empty.

A fine normal ultrafilter on P, () is used for the supercompact Prikry forcing (see [12] for the definition).
Hence, the following question is natural:
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Question 5.21. Assume GCH and let A > k be a regular cardinal. Is every quotient forcing of the super-
compact Prikry forcing also A*-cc in the generic extension?

One particular interesting case is of filters which extend the closed unbounded filter.

Question 5.22. Assume GCH. Let x be a regular uncountable cardinal. Is there a k— complete filter which
extends the closed unbounded filter Cub,, which fails to satisfy the Galvin property?

Our prime interest is on k— complete ultrafilters over a measurable cardinal k.
Note the following:

Proposition 5.23. It is consistent that every k— complete (or even a-complete) ultrafilter over a measurable
cardinal k has the generalized Galvin property.

Proof. This holds in the model L[U], where U is a unique normal measure on k. In this model every -
complete ultrafilter is Rudin-Keisler equivalent to a finite power of U (see for example [15, Lemma 19.21]).
By 5.29, it is easy to see that all such ultrafilters satisfy the generalized Galvin property. Note that since in
L[U] there is a unique measurable cardinal, every o-complete ultrafilter W is actually x-complete. Indeed,
let A be the completeness degree of W,'? it is the critical point of the embedding

Jw : L[U] = Ul(L[U], W).
Since W is o-complete, Ult(L[U], W) is well-founded, hence crit(jw ) is measurable in L[U] and A = k. O
In context of ultrafilters over a measurable cardinal, the following is unclear:

Question 5.24. Is it consistent to have a k-complete ultrafilter over x which does not have the Galvin
property?

Question 5.25. Is it consistent to have a measurable cardinal x carrying a k— complete ultrafilter which
extends the closed unbounded filter Cub, (i.e., @— point) which fails to satisfy the Galvin property?

It is possible to produce more examples of ultrafilters (and filters) with generalized Galvin property. The
simplest example of this kind will be U x W, where U, W are normal ultrafilters over k. We will work in a
bit more general setting.

Definition 5.26. Let Fi, ..., F}, be P-point filters over x, and let 71, ..., 7, be the witnessing functions for it.
Denote [k]™*, the set of all n-tuples (aq, ..., ;) such that for every 2 <i <n, a;—1 < m;(a).

Note that if the F;’s are normal, the m; = id and [x]™* = [x]™.

Definition 5.27. Let Fi, ..., F}, be P-point filters over x, and let 71, ..., 7, be the witnessing functions for it.
Define a filter [}, F; over [x]™* recursively. For X C [x]"*:

XEHFM:»{a<m|XaeHFi}eF1.
=1 =2

Where X, = {{ag,...,a,) € [£]" " | (o, a9, ..., ) € X}

12 The degree of completeness of an ultrafilter V is the minimal cardinal 6 such that V is #-complete.
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Again, if the filters are normal, this is simply a product.

Proposition 5.28. Let Fi, ..., F,, be P-point filters over k, and let my,...,m, be the witnessing functions for
it. Then for every X € [[;=, F;, there are X; € F; such that []'~, X; C X.

Proof. By induction on n, for n = 1, it is clear. Let X € []\", F}. Let
Xlz{a</<;|Xa€HFZ}€F1
i=2

For every a € X1, find by the induction hypothesis X, ; € F; for 2 < i < n such that [[[y Xa; € Xa.
Define

X; = A2

a<k Oéi

since F; is P-point, X; € F;. Let us argue that [[/=; X; C X. Let (a1, ...,a,) € [['=, X;, then for every
2 <i<n, o <m(a), hence o; € Xy, ;. It follows that (s, ..., ) € [[12y Xa,,i € Xa,. By definition of
Xoy, (0q,00..a0) € X, O

Corollary 5.29. Assume that 2<% = k. Let I',..., F,, be P-point filters over k, and let mq,...,m, be the
witnessing functions for it. Then [[}=, F; also satisfies the generalized Galvin property of 5.15.

Proof. Let (Y, | a < k*) and (Z, | @ < k) be as in 5.13. By Proposition 5.28, for every 1 < i < n, and
a < wT, find X(*) € F; such that [[I", X C Y,.
For every @ = (v, ..., ) € [K]™* every U € [k]<% and every £ < 7, define

Hegp= {’y <kt |V1<i< n.Xi(“’) No; = XZ-(O Na; and U € [Z,Y]<“’}.

+

As in 5.13, since there are less than ™ many possibilities for (Xl(w Nay, Xy) Nas, ..., Xr(ﬂ) Nay,), we can

find o* < kT, such that for every @ and 7, |[Hy- 55| = k.
Enumerate [Z,+]<* by (#; | i < k) and also each F; is P-point, so for every j < &, there is pgj) >

sup(w{lu [7] N B;) for some set B; € F;. Define the sequence f3; by induction,

Bi € Hoo (o o0y 5 \ Bk [k <}

.....

We claim once again that
Xow N () X5, € HF
i<k

To see this, define for every 1 <i<mn

Ci=x")nAr

(85)
]<KXi € F;.

Let @ € [[}, C;, and let j < k. For every 1 < i < n, if j < m(c;) then a; € X(BJ) If 7(c;) < 7, then
a2<p£)soa EX(O‘)ﬂpJ) SlnceBJEH DDy
P1 5P )5V

e X p) = xBi) 0,

Therefore, @ € [, X% ¢ Yj3,. The continuation is as in 5.13. O
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6. Fresh sets

Let us conclude this paper with the following result about fresh sets in Magidor generic extensions. A
very close variation of this can be found in [3].

Theorem 6.1. Let U be a coherent sequence on k. Let G C M[ﬁ] be V-generic. If A € V[G] is a fresh set of
ordinals with respect to V, then cfVI%(sup(A)) = w."?

Note that we do not restrict the order of x and by taking OU(Ii) = 1 we obtain the Prikry forcing.

Proof. By induction on x, which is the supremum of Cg. Let A be a fresh subset, if A € V[Cg N o] for
some a < K, by the induction hypothesis we are done. Assume that Vo < k.4 ¢ V[Cs N @], in particular
sup(A) > k. Let us start with the difficult part, where sup(A4) = k.

Lemma 6.2. If A € V[G] is fresh subset of k with respect to V such that sup(A) = &, then cfVIC (k) = w.

Proof. Toward a contradiction assume that A := c¢fV[%l(x) > w and let A be a name for A.

First we deal with the case that « is singular in V]G], hence w < A < k.

Since M[U’ | decomposes to the part below A and the part above A, we can ensure sufficient closure, by
working in V[Ce N A], and force with the part of the forcing above A. Note that A is fresh also with respect
to V[CG n )\].

Let (cq | @ < A) be a cofinal continuous subsequence of Cg such that cg > A. Let (/o | @ < A) be a

sequence of M[U] [ (A, k]-names for it.
Find p € G | (A, k) such that

plF Ais fresh A (¢« | @ < A) is a cofinal continuous subsequence of Cg.

For every i < A, the set
D; = {q | 3@ 3B. p~ad <" g A qlF ¢; :maxéz’/\éﬂmax&:B}

is dense. To see that, let gy > p, find any ¢o < ¢ and 5 such that

-,

p~ B <*qand q - max(f) = c;.

Above max(3) there is enough closure to decide AN max(f3). Find ¢ | (max(5),x] <* s max(F) I MI[U] |
(max(3), k] which decides AN max(f) and ¢ | max(f) < U max() 10 MI[U] | (A, max(3)] (not necessarily a

direst extension) such that for some B C max(f),

-

¢ = <q§maX(§)’ q>maX(5)> I é Nmax(f) = B A Li = max(f).

-,

Let @ be such that p~&@ <* ¢*, then by construction max(&) = max(f) and ¢* is as wanted.
By 3.3, find a condition p <* p;, a U-fat tree of extensions of pi, Ti, and sets B! such that for every
t € mb(T;) there is A;(¢) € max(t) such that

pi”(t, BY) IF AN max(t) = Ai(t) A ¢; = max(t).

13 Clearly, if & changes its cofinality to w, then any cofinal in & sequence of the order type w will be fresh.
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Since we have sufficient closure in the forcing above A, we can find a single p <* p* € G [ (A, k] such that
for every i < A, p; <* p*.

Keep defining by recursion sets A;(s) for s € T; \ mb(T;). Let s € Levht(T) 1(T3), then we can shrink
Sucer, (s) and find A;(s) such that for every a € Sucer, (s), 4;(s”a) = A;(s) Na.

Generally, take s € T; and assume that for every a in Sucer, (s), A;(s”«) is defined. We can find a single

A;(s) and shrink Succr, (s) such that
(%) Va € Sucer,(s).Ai(s"a) Na = A;(s) Na.

Move to V[A], let us compare the sets A;(s) with A. For every i, define recursively p‘(k) for k < N; :=
ht(T;). Let p*(0) = min(AAA;({))) + 1. Recursively define

pi(k+ 1) = sup(min(AAA; ({61, ..., 6))) + 1 | 61 < p*(0), ..., < 5 < p'(k))).

Let ¢ € mb(T;) be such that p*~(c; §f> € G, let us argue that for every k < N;, p'(k) > ¢i(k). By
construction of the tree Tj, ¢; = (¢i)g = max(¢;) and AN¢; = Ai(c;) Ne;.
By (%), for every j < N,

Ai(c 1J)NnaG(g) = Alé 17+ 1) né)).
It follows that for every j < N,

In particular, AN ¢;(0) = A4;(()) N ¢;(0).

Since A N p?(0) # A;() N pi(0), it follows that ¢;(0) < p*(0).

Inductively assume that Cz(j> < p'(j) for every j < k. Since A;(C; | k+1)Nci(k+1) = Anci(k+1),
then

Gi(k+1) <min(A;(G [ k+1)AA) < pi(k +1)

Before proving that cf"[%l(k) = w, let us argue that p(k) < x. Again by induction on k, p*(0) < & since
A#£ Ai((), as A4;({)) e V[Ccn A and A ¢ V[Cqa N A
Toward a contradiction assume that p*(k + 1) = k. Back to V[Cg N A], consider the collection

{Ai({ag, oy ar)) | ap < p(0), ..., ax < p'(k)}

Then for every v < k pick any distinct @, ds such that A;(a) # A;(da), but A;(@) Ny = A;(da) Ny.

To see that there are such @y, aq, if pi(k + 1) = & there is @; such that n; := min(4AAA;(d1)) > v,
hence A;(@1) Ny = AN~. Let @y be such that min(AAA;(dz2)) > m. In particular, 4;(a1) # A;(dz), but
Ai(@1) Ny = AN~y = A;(d2) N+. Since this is all in V[Cqg N A], where & is still measurable, we can find
unboundedly many 7’s with the same &7, @2, which is clearly a contradiction.

So we found a sequence (p'(N;) | i < A) € V[A] such that p*(N;) > ¢;. Let Z be the closure of
{p*(N;) | i < A}. Since A > w, there is some limit o < A such that ¢, < & is a limit point of Z.

To see the contradiction, note that on one hand, A N¢, € V[Ce N A, and therefore the set Z N c,,
|Z Neq| = Ais defined in V[Cg N A] from ANec,, on the other hand, ¢, > A, thus ¢, should stay measurable
in V[Cg N A, contradiction.

Next we eliminate the case that & is regular in V[G] i.e. A = k. Many of the ideas for A < k will also
work here.

We no longer work over the model V[Cg N A], instead, simply force over V. Let p € G be such that

pl- A is fresh
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By induction we construct a <*-increasing sequence of conditions p,, and a tree of trees, i.e. a tree Tj,
trees T4, for to € mb(Tp), and generally trees Tp41.4,,....1,, Where

to € mb(To),tl € mb(TLtO)...tn € mb(Tn1t07"'7t’n,—l)

First find a condition p <* py and take the tree Tj to be simply the tree with one level which decides
C(0) if it is not already decided, or Ty = {()} otherwise. Necessarily, for each a € Ty, min(k(p~a)) = «a,
hence there is enough <*-closure to decide A N «a, so we find p~a <* p, and a set Ag(a) such that
Pa lF ANa = Ag(a). Then po is obtained by diagonally intersecting all the sets in p,, and po has the
following property

Vo € Ty. po~al- ANa = Ap(a) NCg(0) =

For clarity, let us present also the construction of p; and T} 4, for every tg € mb(Tp). The proof regarding
the construction will be addressed later, in the general definition.

If necessary, find a direct extension of py and use ineffability to find a set Ag(()) C k, such that for every
a €Ty, Ao(()) Na = Ap(a) Na.

In V[A], define ny = min(AAAy(())), since A ¢ V and Ag({)) € V, no < & is well defined. Clearly, for
every V-generic filter H with po € H, 19 > Cg(0), since then py Cr(0) € H forces the correct value of A.
Let 79 be a name such that po IF 179 = min(AAAg(())).

Fix to € mb(Tp), consider p(’;to.mfn the general case we will prove that we can find pgto <* pt,, Th ¢, and
sets Y for t € mb(Th 4,) such that for every t; € mb(T} 4,) there is Ay (tg,t1) C max(¢;), such that

Py, (t1, }71“) - Ay (to, t1) Nmax(t;) = A Nmax(t;) A max(t;) = CQ(QO)

Note that

Py to IF max(tg) < 70 < CQ(QO)

Hence max(t1) > max(tp).

Find a single pg <* p; such that for every to € mb(Tp), pt, <* p to.

If necessary, directly extend p; to get N1 < w, such that for every to € mb(Tp), ht(Ths,) = Ni.

Define the sets A (o, s) for every s € T1 4, \mb(T1,1,). Let s € Levn, —1(T14,), we can shrink Sucer, , (s)
and find A;(to, s) C x such that for every a € Sucer, , (s), Ai(to,s”a) = Ao(s) Nav.

Recursively, let s € Ty 4, \ mb(T1,,) and assume that for every a in Sucer,(s), Ai1(to, ") is defined.
Find a single A;(to, s) and shrink Succr, , (s) such that

Va € Sucer, , (). Ai(to,s"a) Na = Ai(to,s) N«
In V[A], define p'(k) for every k < Nj. For k =0,
p'(0) = sup(min(AAA (o, ())) | to € mb(To) N [no]<*)
Recursively,
p1(k + 1) = sup(minAA A (fo, (a0, - k) | o € mb(To) (1 [ro] < A s < p(0)

Note that for every to € mb(Tp) and s € Ty 4,, A # Ai(to,s), as Ai(to,s) € V and A ¢ V. Therefore
pt(k) < k is well defined for every k < Nj. In the general case we will also prove that p'(k) < x. Finally,
define 1, = p*(N7) and let 77 be a name such that p; forces 77 is computed by comparing the sets A1 (to, s)
and A, the way we defined it. -

Now for the general definition, assume we have defined p <* p; <* po... <* py, trees Ty, 4, ¢, , for
to € mb(Tp),t1 € mb(Th,ty)s s tne1 € Tn—1,tg,....tn_s, S€ts Ap(to, ..., tn_1,tn) for every t, € mb(T 1y 1. 1)
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and Y{°, ..., Y;l» also a name Mn-1 such that,
Pr(t0, Y5O) ™ (01, Vi)™ (t, i) I AN max(tn) = An(to, - tn—1) Nmax(tn) A max(tn) = Cg(nn-1)
Define recursively the sets Ay, (to, ..., tn—1,5) for s € Ty 1o 1, \Mb(Thto....t.,_, )- Assume that
Ap(to, ooy tn_1,8 )

is defined, for every a € Sucer, , , (). Directly extend p, if necessary, shrink Sucer, , .~ (s) and
find by ineffability A, (to,...,tn—1,s) so that for every a € Sucer, , ., (s),

Aty oytn_1,8) N = A,(to, ..., tn—1,8 ) Na.
In V[A], we have defined ny, ..., -1, and so we can define
p"(0) = sup [min(A (toy ey b1, ())AA) | to € mb(Th) N [no] <Y, ..., tn_1 € mb(Ty_1) N [nn,1]<‘“}
keep defining p™(k + 1) recursively as

k
sup [min (A (to, . tn—1, D)AA) | Lo € mb(T1) N [0] <, s tu1 € mb(T1) N [0 <, G € [] ()]

Jj=1

Finally define, n,, = p™(N,).
Again note that p"(k) <  is a well define ordinal. Let us prove that p™(k) < &.

Claim. For every k < N,, p"(k) < k.

Proof of claim. The proof is similar to the case that & is singular in V[G]. Toward a contradiction assume
that p™(k) = k. Back in V, consider the collection

{Anto, costn-1,@) | to € mb(TL) N 0] <, s b1 € MB(Tra1) O 0], aEHp ()}

Then for every v < k pick any distinct t1,...,t,_1,a@ and Sq, ..., Sp—1, E such that

-,

An(t17”' n—1,«& )#A (80,...78,”71,6’), bUtA (tlu“' n—1,« )QVZAn(Soa-naSn—l»ﬁ)m’)’

To see that there are such tq,...,t,_1,d and so,...,sn,l,g, by assumption that p™(k) = k there are
t1,...,tn—1,d such that & := min(AAA,(t1,...,tn—1,&)) > 7, hence

AAAn(tl, ...,tn_l,&) ﬂ"}/ =A ﬂ"}/

Find g, ..., $n_1, 3, such that min(AAA, (sg, .- sn_l,g)) > &. In particular,

-

Ap(ty, ostn_1,@) % An(S0, oo Sn_1, B) bt Ap(t1,.cotn1,@) Ny = ANy = An(S0, ..., Sn_1,5) N

Since this is all in V, where x is measurable, we can find unboundedly many ~+’s with the same
t1, .y tn_1,Q, S0, ..., Sp—1, B, which is clearly a contradiction. Ociaim

Find a name 7, such that p, forces 7, is obtained by comparing A with the sets A,(to, ...,t,, @) as
above using 7¢, ..., Nn—1-
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Now for the definition of the trees, fix to, ..., t, such that

to € mb(Tp),t1 € mb(Tl,to)u s tn € Mb(Thtg, ., )

)

The set D of all conditions ¢ such that for some & € [k|<%:

1 py(to, VIOV (b, Yim) @ <* .
2. qlF ANmax(ad) = A(d) A max(d) = Cg(nn),

is dense above p77 (to, Y1) ™...” (t,, YIn). The proof is as for the case x is singular.
By 3.3 and 3.4, find a condition p;ty ... tn—1"tn <* Diy..1,, & U-fat tree of extensions of py, . 4,

Trt1sto,...,t,» and sets Y;7, |, such that for every t € mb(Th41,4,,....1,,) there is Ap1(to, ..., t,,t) € max(t) for
which

pto,m’tn“<t,ﬁf+1> IF AN max(t) = Apqi1(to, ..., tn,t) A C,Q(Qn) = max(t)

and the set D, e ol
'm0t Y
By 3.2, find a single p, <* p,41 and shrink the trees T ;... +, such that for every to,...,tn. Dtg,...t, <*

is dense above py,.... ¢,

p; 1t0, ceey th.

J]r3y shrinking even more if necessary, we can assume that there is N,11, such that for every to,...,t,
ht(Th+1.t0....t,,) = Np+1. This concludes the recursive definition.

By o-completeness, there is p,, such that p, <* p,. By density, there is such p, € G.

In V[A] we have the sequence (n,, | n < w). Clearly, Cg(n,) > 1, and as we have seen, Cg(0) < 9. Let
us prove that 7,11 > Ca(nn).

Claim. For every 0 < n < w, 7, > Ca(Np—-1).
Proof of claim. Find & € mb(Tp), ¢i € mb(Th z,),... €n € mb(Ty 5.z, ,) such that

P0G, YOV .08, Yo e G

n

It follows that é&,(N,) = Cg(nn-1) and that AN Cq(nn-1) = An+1(co,...Cn) N Cg(nNn—1). Since for every
j < N,, by definition,

An+1(50, iCr—1,Cn []) n En(]) = An+1(50, eiCn—1,Cn [ J+ ].) n En(j)
It follows that for every j < N,
An+1(60a ~-~6n—1a6n f]) N an(j) =AN En(])

In particular, AN (&,)(0) = Ap+1(Co, .-Cn-1,()) N (&, )(0).

Let us argue that for every k < N,,, p"(k) > &, (k).

Since by definition A N p"(0) # An(Co,...Cn—1,()) N p"(0), it follows that ¢,(0) < p"(0). Inductively
assume that &,(j) < p™(j) for every j < k. Since A,,(Co, ..., Cn-1,Gn [ k+1) N (k+1) = ANE,(k+1),
then

Zo(k + 1) < min(Ap(Go, ..., Go1, 8 | &+ 1)AA) < p"(k + 1)

Hence CG(nn—l) = En(Nn) < pn(Nn) = Mn. 0OcClaim

We conclude that

Ca(0) <mo < Calno) <m < Cq(m)...
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Let £* = sup,, 7, then £* € Lim(Cg) and therefore regular in V. Also, by assumption, cfVI (k) > w,
hence k* < k. By freshness, ANk* € V.

This means that in V' we can construct the sequence (n,, | n < w) which is a contradiction. This concludes
the proof for sets with supremum k. Opemma

Now for the remaining cases of Theorem 6.1:

Lemma 6.3. If A € VI[G] is a fresh set of ordinals with respect to V, such that sup(A) > k, then
cfVI (sup(4)) = w.

Proof. Let 1 := cfY (sup(A)), by Theorem 5.3 u < k. There is a fresh set X C u such that V[A] = V[X].
To see this, pick in V' a cofinal sequence (n; | i < p) in sup(A). Then by x'-c.c, there is F' € V, such that

1. Dom(F) = p.
2. For every i < u, |F(i)] = k.
3. Aﬂ’l?i EF(’L)

For each ¢ < p, find in V, an enumeration (w; | 7 < k) of F(i), such that for every W € F(i), {j < k| x; =
W} is unbounded in k.

Move to V[A], inductively define (v; | i < p) increasing such that z = AN ;.

Set vo = min(j | w? = A Nnp). Assume that v; was defined for every i < k < p, define v,y =
min(j > v | x?“ = ANnks1). Note that at limit stage J, the sequence (v; | ¢ < 0) is definable using
only the enumeration and A N n; which is all available in V. Hence 5 = sup(y; | ¢ < d) < k and we define
v =min(j > 5 | 2§ = AN ;).

Let X = {v; | i < pu} C . Since (y; | i < p) is increasing, cf" [ (sup(X)) = cfVI¢(n), V][A] = V[X]
and X is fresh. It follows by the proof for subsets of x that cfVI®l(u) = w, hence cfVI(sup(A4)) =

W. UOLemma 6.3 OTheorem 6.1
7. Open problems

Here are some related open problems:

Distinguishing from the case where oV (k) < k, we do not have here a classification of subforcings of

—

M[T].

Question 7.1. Classify subforcings of M[U].

For oﬁ(m) < kT, using Theorem 1.1, it suffices to consider models of the form V[C’] for some C’ C Cg,
and try to classify the forcings which generate these models.

Our conjecture, at least for oV (k) = & is the following:
Conjecture 7.2. Let G C M[U] be a V-generic filter, where Yoo < ﬂ.oﬁ(a) <a IfVCMCVIG]isa
transitive ZFC model, then either it is a finite iteration of Magidor-like forcings as in [5], or there is a tree
T C [k]% in V such that ht(T) = w and for every t € T and every o € Sucer(t), there is a name M[U]| -,
for a Magidor-like forcing, such that if H is V -generic filter for the forcing adding a branch through the tree

Jg

T along with the forcings M[U] ~, corresponding to the branch, then M = V[H].
Question 7.3. Suppose that oﬁ(n) = k1. Is still every set of ordinals in the extension equivalent to a
subsequence of a generic sequence?
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Note that the situation here is more involved since & stays regular in V[G] and it is no longer possible to
separate the measures.

Question 7.4. The same as 7.3, but with o (k) > x+.
Question 7.5. What can we say about other Prikry type forcing notions?

In [6], an example of a non-normal ultrafilter is given which adds a Cohen function to x. So in general,
not every intermediate model of Prikry type extensions is a Prikry type extension.

The following questions were stated in Section 5:

In attempt to generalize 5.16 to a wider class of forcings, the simplest would probably be to deal with a
long enough Magidor iteration of Prikry forcings and to analyze its subforcings.

Question 7.6. Is the result of Theorem 5.16 valid for a long enough Magidor iteration of the Prikry forcings?

Question 7.7. Characterize filters (or ultrafilters) which satisfy the Galvin property (or the generalized
Galvin property).

Question 7.8. Assume GCH. Let x be a regular uncountable cardinal. Is there a xk-complete filter on x which
fails to satisfy the Galvin property?

Question 7.9. Assume GCH. Let k be a regular uncountable cardinal. Is there a k— complete filter which
extends the closed unbounded filter Cub,, and fails to satisfy the Galvin property?

Question 7.10. Is it consistent to have a x-complete ultrafilter over x which does not have the Galvin
property?

Question 7.11. Is it consistent to have a measurable cardinal x carrying a k— complete ultrafilter which
extends the closed unbounded filter Cub, (i.e., @— point) and fails to satisfy the Galvin property?

In section 5 we have seen that a fine k-complete ultrafilter over P,(\) does not satisfy the Galvin property.
Indeed, if U is a fine normal measure on P,()) then supercompact Prikry forcing is not x*-cc, however,
under GCH this forcing is A™-cc.

Question 7.12. Assume GCH and let A > k be a regular cardinal. Is every quotient forcing of the super-
compact Prikry forcing also A*-cc in the generic extension?
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