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We continue the work done in [14], [6], [5]. We prove that for every set of ordinals A in 
a Magidor-Radin generic extension using a coherent sequence such that o�U (κ) < κ+, 
there is C′ ⊆ CG, such that V [A] = V [C′]. Also we prove that the supremum of 
a fresh set in a Prikry, tree Prikry, Magidor, Radin-Magidor and Radin forcing, 
changes cofinality to ω.
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1. Introduction

A basic fact about the Cohen and Random forcings is that every subforcing of the Cohen (Random) 
forcing is equivalent to it. Kanovey, Koepke and the second author showed in [14] that the same is true 
for the standard Prikry forcing. The result was generalized to the Magidor forcing in [6]. This was pushed 
further to versions of the Magidor-Radin forcing with o�U(κ) < κ, in [5]. The result for o�U (κ) < κ, splits 
into two parts. The first is to prove that for every V -generic filter G, for the Magidor-Radin forcing, and 
any set of ordinals A ∈ V [G], there is a subsequence of the generic club C ⊆ CG such that V [A] = V [C]. 
Thus, in order to analyze the intermediate models of V [G], it suffices to study models of the form V [C], 
where C ⊆ CG. The second part is to show that each model of the form V [C] is a V -generic extension for 
a Magidor-Radin-like forcing.

The main purpose of the present paper is to study sets in generic extension of the version of Magidor-
Radin forcing for o�U (κ) < κ+. It turns out that the first statement holds and every set in the extension 
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is equivalent to a subsequence of a generic Magidor-Radin sequence. There are considerable additional 
difficulties here and new ideas are used to overcome them. However, we do not give here a classification for 
models of the form V [C].

The major difference between the case o�U (κ) < κ and o�U (κ) ≥ κ, is that we cannot split M[�U ] to the 
part below o�U (κ) and above it. As proven in [5], this decomposition provided the ability to run over all 
possible extension types. In terms of CG this means that we cannot split CG below κ in a way that will 
determine what are the measures used in the construction of CG. The classical example for such a sequence 
is

CG(0), CG(CG(0)), CG(CG(CG(0))), ...

in which every element in the sequence is taken from a measure which depends on the previous element in 
the sequence. This example suggests that some sort of tree construction is needed in order to refer to such 
sequences in the ground model.

In context of [5] and [6], we are working by induction on κ. Formally we prove the following inductive 
step:

Theorem 1.1. Let �U be a coherent sequence with maximal measurable κ, such that o�U (κ) < κ+. Assume the 
inductive hypothesis:

(IH) For every δ < κ, any coherent sequence �W with maximal measurable δ and any set of ordinals

A ∈ V [H] for H ⊆M[ �W ], there is C ⊆ CH , such that V [A] = V [C].

Then for every V -generic filter G ⊆ M[�U ] and any set of ordinals A ∈ V [G], there is C ⊆ CG such that 
V [A] = V [C].

As a corollary of this, we obtain the main result of this paper:

Theorem 1.2. Let �U be a coherent sequence such that o�U(κ) < κ+. Then for every V -generic filter G ⊆M[�U ], 
such that ∀α ∈ CG.o

�U (α) < α+ and every set of ordinals A ∈ V [G], there is C ⊆ CG such that V [A] = V [C].

Since every intermediate ZFC model V ⊆ M ⊆ V [G] is of the form M = V [A] for some set of ordinals 
A (see for example [15, Corollary 15.42, Lemma 15.43]), we conclude that every such M is of the form 
M = V [C] for some C ⊆ CG. In this paper, the models V [A] considered are always ZFC models as A
would be a set of ordinals or can be coded as a set of ordinals using a function in V .2 In any case, V [A] [15, 
Lemma 15.43] is the minimal ZFC model which contains both V and A as an element.

Distinguishing from the case where o�U (κ) < κ, we do not have a classification of what are exactly the 
subforcings which generate the models V [C ′]. Let us give some examples of subforcings of M[�U ] in the case 
of o�U (κ) = κ.

Example 1.3. Let G be a generic and let CG be the generic club added by M[�U ], consider the increasing 
continuous enumeration of CG, 〈CG(i) | i < κ〉. Assume that CG(0) > 0, and consider again the sequence 
〈κn | n < ω〉 which is defined as follows:

κ0 = CG(0), κn+1 = CG(κn).

2 For example if A ⊆ V or if A is a sequence of sets of ordinals.
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Consider the following tree of measures:

�W = 〈W�α | �α ∈ [κ]<ω〉

where W�α = U(κ, max(�α)). Note here that since o�U (κ) = κ, this is well defined. It is not hard to check 
the Mathias criterion for the tree-Prikry forcing with �W , given in [4], to conclude that 〈κn | n < ω〉 is a 
tree-Prikry generic sequence with respect to �W . Note that, since the sequence of measures 〈U(κ, i) | i < κ〉 is 
a discrete family of normal measures, this tree-Prikry forcing falls under the framework of [17] and therefore 
the model V [〈κn | n < ω〉] is minimal above V . This phenomenon does not occur in generic extensions of 
M[�U ] with o�U (κ) < κ.

Example 1.4. The previous example can be made more complex. Let f : [κ]<ω → κ be any function. 
Then 〈αn | n < ω〉 is defined as follows: α0 = CG(〈〉) and αn+1 is obtained by applying f to some finite 
�Cn ∈ [CG]<ω i.e. αn+1 = CG(f(�Cn)).

Another theorem proven in section 6 determines the cofinality of the supremum of a fresh set in Prikry, 
Magidor, Magidor-Radin and Radin extensions.

Theorem 1.5. Assume that P is either Prikry, tree Prikry, Magidor, Magidor-Radin or Radin forcing. Let 
G ⊆ P be V -generic. If A ∈ V [G] is a fresh set of ordinals with respect to V , then cfV [G](sup(A)) = ω.

The paper is organized as follows:

• Section 2: Subsections 2.1, 2.2 consist of basic definitions and properties of the forcing. Then 2.3 provides 
several general definitions and previous results. In subsection 2.4 we develop the theory of fat trees.

• Section 3: We deal with the case of sets with cardinality less than κ.
• Section 4: The proof for subsets of κ is presented.
• Section 5: In 5.1 an argument for general sets is given. In 5.2, we prove some general results above the 

quotient forcing of several Prikry type forcing.
• Section 6: Devoted to the proof of 1.5.
• Section 7: Presents further research directions and open questions related to this paper.

2. Preliminaries

Most of the basic definitions are identical to [5] and [12].

2.1. Magidor forcing

Let �U = 〈U(α, β) | α ≤ κ , β < o
�U (α)〉 be a coherent sequence. For every α ≤ κ, denote

∩�U(α) =
⋂

i<o�U (α)

U(α, i).

Definition 2.1. M[�U ] consists of elements p of the form p = 〈t1, ..., tn, 〈κ, B〉〉. For every 1 ≤ i ≤ n, ti is 
either an ordinal κi if o�U (κi) = 0 or a pair 〈κi, Bi〉 if o�U (κi) > 0.

1. B ∈ ∩�U(κ), min(B) > κn.
2. For every 1 ≤ i ≤ n.

(a) 〈κ1, ..., κn〉 ∈ [κ]<ω (increasing finite sequence below κ).
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(b) Bi ∈ ∩�U(κi).
(c) min(Bi) > κi−1 (i > 1).

Moreover, denote tn+1 = 〈κ, B〉.

Definition 2.2. For p = 〈t1, t2, ..., tn, 〈κ, B〉〉, q = 〈s1, ..., sm, 〈κ, C〉〉 ∈M[�U ], define p ≤ q (q extends p) iff:

1. n ≤ m.
2. B ⊇ C.
3. ∃1 ≤ i1 < ... < in ≤ m such that for every 1 ≤ j ≤ m:

(a) If ∃1 ≤ r ≤ n such that ir = j then κ(tr) = κ(sir ) and C(sir) ⊆ B(tr).
(b) Otherwise ∃ 1 ≤ r ≤ n + 1 such that ir−1 < j < ir then

i. κ(sj) ∈ B(tr).
ii. B(sj) ⊆ B(tr) ∩ κ(sj).

We also use “p directly extends q”, q ≤∗ p if:

1. q ≤ p.
2. n = m.

Let us add some notation, for a pair t = 〈α, X〉 we denote κ(t) = α, B(t) = X. If t = α is an ordinal 
then κ(t) = α, B(t) = ∅, and ∩�U(α) = P (α) (the power set of α).

For a condition p = 〈t1, ..., tn, 〈κ, B〉〉 ∈M[�U ] we denote n = l(p), pi = ti, Bi(p) = B(ti) and κi(p) = κ(ti)
for any 1 ≤ i ≤ l(p), tl(p)+1 = 〈κ, B〉, t0 = 0. Also denote

κ(p) = {κi(p) | i ≤ l(p)} and B(p) =
⋃

i≤l(p)+1

Bi(p).

Remark 2.3. In [6], [5] we had another requirement in Definition 2.2, that given a condition p, if we would 
like to add an ordinal α to the sequence in the interval (κi−1(p), κi(p)) then we needed to make sure that 
o
�U (α) < o

�U (κi(p)). This condition is not essential as any condition p can be directly extended to a condition 
in the set

D = {q ∈M[�U ] | ∀i ≤ l(q) + 1.∀α ∈ Bi(q).o
�U (α) < o

�U (κi(q))}.

The order defined in 2.2 on elements of D automatically satisfies the extra requirement.
For this reason we will point out along this section some points where this assumption changes properties 

of M[�U ]. The major one, is in Propositions 2.18, 2.20.

Definition 2.4. Let p ∈M[�U ]. For every i ≤ l(p) + 1, α ∈ Bi(p) with o�U (α) > 0, and B ∈ ∩�U(α), define

p�〈α,B〉 = 〈p1, ..., pi−1, 〈α,Bi(p) ∩B〉, 〈κi(p), Bi(p) \ (α + 1)〉, pi+1, ..., pl(p)+1〉.

Also p�〈α〉 = p�〈α, α〉. If o�U (α) = 0, define

p�〈α〉 = 〈p1, ..., pi−1, α, 〈κi(p), Bi(p) \ (α + 1)〉, ..., pl(p)+1〉.

For 〈α1, ..., αn〉 ∈ [κ]<ω and 〈B1, ..., Bn〉, where Bi ∈ ∩�U(αi), define recursively,

p�〈〈α1, ..., αn〉, 〈B1, ..., Bn〉〉 = (p�〈〈α1, ..., αn−1〉, 〈B1, ..., Bn−1〉〉)�〈αn, Bn〉
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and

p�〈α1, ..., αn〉 = (p�〈α1, ..., αn−1〉)�〈αn〉.

For �α = 〈α1, ..., αn〉, denote |�α| = n and �α(i) = αi. If I ⊆ {1, ..., n} then �α � I = 〈�α(i1), ..., �α(ik)〉 where 
{i1, i2, ..., ik} is the increasing enumeration of I. For Y ⊆ ω, �α � Y = �α � (Y ∩ {1, ..., n}). We will usually 
identify �α with the set {α1, ..., αn}. Also for two sequences �α, �β, we denote their concatenation by �α��β.

Note that if we add a pair of the form 〈α, B ∩ α〉 then in B ∩ α there might be many ordinals which are 
irrelevant to the forcing and cannot be added. Namely, ordinals β such that B ∩ β /∈ ∩�U(β). Note that we 
no longer have to require o�U (β) ≥ o

�U (α). We can avoid such ordinals by shrinking the large sets.

Proposition 2.5. Let α ≤ κ, and A ∈ ∩�U(α). Then there exists A∗ ⊆ A such that:

1. A∗ ∈ ∩�U(α).
2. For every x ∈ A∗, A∗ ∩ x ∈ ∩�U(x).

Proof. For any j < o
�U (α),

Ult(V,U(α, j)) |= A = jU(α,j)(A) ∩ α ∈
⋂
i<j

U(α, i).

Coherency of the sequence implies that A′ := {α < κ | A ∩α ∈ ∩�U(α)} ∈ U(α, j), this is for every j < o
�U (α).

Define inductively A(0) = A, A(n+1) = (A(n))′. By definition, ∀α ∈ A
(n+1)
j , A(n) ∩ α ∈ ∩�U(α). Define 

A∗ =
⋂

n<ω
A(n) ∈ ∩�U(κ), this set has the required property. �

The conditions p��α and p�〈�α, �B〉 are minimal extensions of p in a sense given in the following proposition. 
The proof of the proposition is a direct verification of 2.1, 2.2.

Proposition 2.6. Let p ∈ M[�U ] and �α ∈ [κ]n. Suppose that �α decomposes according to the ordinals of p as 
�α = �α1

�...��αl(p)+1 ∈
∏l(p)+1

i=1 [Bi(p)]li . Let �C = �C1
�...� �Cl(p)+1, be a sequence of sets such that |�Ci| = li (in 

particular |�C| = n) and for each i ≤ n, �C(i) ⊆ �α(i).

1. p�〈�α, �C〉 ∈M[�U ] if and only if ∀i ≤ n. ∃j ≤ l(p) such that �α(i) ∈ Bj(p) and Bj(p) ∩ �C(i) ∈ ∩�U(�α(i)).
2. Suppose that p�〈�α, �C〉 ∈M[�U ], then for any extension q of p, if:

(a) κ(p) ∪ �α ⊆ κ(q).
(b) For all j ≤ l(q), if κi−1(p) < κj(q) ≤ κi(p), for some i ≤ l(p) + 1, then:

i. Bj(q) ⊆
⋃

1≤j≤li
�Ci(j) ∪

(
Bi(p) \max(�αi + 1)

)
.3

ii. If κj(q) < κi(p), then

κj(q) ∈
⋃

1≤j≤li

�Ci(j) ∪
(
Bi(p) \max(�αi + 1)

)
.

Then p�〈�α, �B〉 ≤ q.

The previous proposition also provides a criterion for p��α ∈M[�U ], and establishes the minimality of the 
extension p��α. Namely, for every p ≤ q, if κ(q) ∪ �α ⊆ κ(q) then p��α ≤ q.

3 Note that by Definition 2.4, the set ⋃1≤i≤l(p)+1

(⋃
1≤j≤l

�Ci(j) ∪
(
Bi(p) \ max(�αi + 1)

))
is exactly B(p�〈�α, �C〉.
i
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Definition 2.7. Let p ∈M[�U ], α < κ and let i ≤ l(p) be such that α ∈ [κi(p), κi+1(p))

p � α = 〈p1, ..., pi〉 and p � (α, κ] = 〈pi+1, ..., pl(p)+1〉.

Also, for λ with o�U (λ) > 0 define

M[�U ] � λ =
{
p � λ | p ∈M[�U ], λ appears in p

}
, M[�U ] � (λ, κ] = {p � (λ, κ] | p ∈M[�U ], λ appears in p}.

Note that M[�U ] � λ is just Magidor forcing on λ and M[�U ] � (λ, κ] is a subset of M[�U ] which generates 
a Magidor club in the interval (λ, κ].

Remark 2.8. Let λ < κ which o�U (λ) > 0 and let p ∈M[�U ] be such that λ appears in p. Let H ⊆M[�U ] � λ
with p � λ ∈ H, then in V [H] we added new (bounded) subsets of κ, hence �U is no longer a sequence of 
ultrafilters. However, for the relevant interval (λ, κ], �U � (λ, κ] generates a coherent sequence of ultrafilters 
�W and formally we force with M[ �W ]. Note that the ground model forcing M[�U ] � (λ, κ] is dense in M[ �W ], 
hence we can simply force with M[�U ] � (λ, κ] over V [H] to complete to a generic extension of M[�U ].

The following propositions can be found in [5]:

Proposition 2.9. Let p ∈M[�U ] and 〈λ, B〉 a pair in p. Then

M[�U ]/p �
(
M[�U ] � λ

)
/
(
p � λ

)
×
(
M[�U ] � (λ, κ]

)
/
(
p � (λ, κ]

)
.

Proposition 2.10. Let p ∈ M[�U ] and 〈λ, B〉 be a pair in p. Then the order ≤∗ in the forcing 
(
M[�U ] �

(λ, κ]
)
/
(
p � (λ, κ]

)
is δ-directed where δ = min{ν > λ | o�U (ν) > 0}. Meaning that for every X ⊆ M[�U ] �

(λ, κ] such that |X| < δ and for every q ∈ X, p ≤∗ q, there is an ≤∗-upper bound for X.

Lemma 2.11. M[�U ] satisfies κ+-cc.

The following lemma is the well known Prikry condition:

Lemma 2.12. M[�U ] satisfies the Prikry condition i.e. for any statement in the forcing language σ and any 
p ∈M[�U ] there is p ≤∗ p∗ such that p∗||σ i.e. either p∗ � σ or p � ¬σ.

The next lemma can be found in [18] and the proof in [5]:

Lemma 2.13. Let G ⊆ M[�U ] be generic and suppose that A ∈ V [G] is such that A ⊆ Vα. Let p ∈ G and 
〈λ, B〉 a pair in p such that α < λ, then A ∈ V [G � λ].

Corollary 2.14. M[�U ] preserves all cardinals.

Definition 2.15. Let G ⊆M[�U ] be generic, define the Magidor club

CG = {ν | ∃ A∃p ∈ G s.t. 〈ν,A〉 ∈ p}.

We will abuse notation by sometimes considering CG as the canonical enumeration of the set CG. The 
set CG is closed and unbounded in κ, therefore, the order type of CG determines the cofinality of κ in V [G]. 
The next propositions can be found in [12].
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Proposition 2.16. Let G ⊆M[�U ] be generic. Then G can be reconstructed from CG as follows

G = {p ∈M[�U ] | (κ(p) ⊆ CG) ∧ (CG \ κ(p) ⊆ B(p))}.

In particular V [G] = V [CG].

Proposition 2.17. Let G ⊆M[�U ] be generic.

1. CG is a club at κ.
2. For every δ ∈ CG, o�U (δ) > 0 iff δ ∈ Lim(CG).4
3. For every δ ∈ Lim(CG), and every A ∈ ∩�U(δ), there is ξ < δ such that CG ∩ (ξ, δ) ⊆ A.
4. If 〈δi | i < θ〉 is an increasing sequence of elements of CG, let δ∗ = supi<θδi, then o�U (δ∗) ≥

lim supi<θ o
�U (δi) + 1.5

5. Let δ ∈ Lim(CG) and let A be a positive set, A ∈ (∩�U(δ))+, i.e. δ\A /∈ ∩�U(δ).6 Then, sup(A ∩CG) = δ.
6. If A ⊆ Vα, then A ∈ V [CG ∩ λ], where λ = max(Lim(CG) ∩ α + 1).
7. For every V -regular cardinal α, if cfV [G](α) < α then α ∈ Lim(CG).

Proof. The proof of (1), (2), (3), (5), (6), (7) can be found in [12] and does not use the extra property of 2.2
(see Remark 2.3).

To see (4), use the closure of CG, to find q ∈ G such that δ∗ appears in q. Clearly, A := {α < δ∗ | o�U (α) <
o
�U (δ∗)} ∈ ∩�U(δ∗), thus by (3), there is ξ < δ∗ such that CG ∩ (ξ, δ∗) ⊆ A. Let i < θ be such that for every 

j > i, o�U (δj) < o
�U (δ∗). By definition of limsup,

lim sup
j<θ

o
�U (δj) + 1 ≤ supi<j<θo

�U (δj) + 1 ≤ o
�U (δ∗). �

Proposition 2.18. Let G ⊆ M[�U ] be a V -generic filter and CG the corresponding Magidor sequence. Let 
p ∈ G, then for every i ≤ l(p) + 1

1. If o�U (κi(p)) ≤ κi(p), and ∀α ∈ Bi(p), o
�U (α) < o

�U (κi(p)), then

otp([κi−1(p), κi(p)) ∩ CG) = ωo
�U (κi(p)).

2. If o�U (κi(p)) ≥ κi(p), then

otp([κi−1(p), κi(p)) ∩ CG) = κi(p).

Proof. The same as in [5], replacing the usage of Definition 2.2 with the assumption that ∀α ∈ Bi(p), 
o
�U (α) < o

�U (κi(p)). �
Proposition 2.18 suggests a connection between the index in CG of ordinals appearing in p and Cantor 

normal form.

Definition 2.19. Let p ∈ G. For each i ≤ l(p) define

γi(p) =
i∑

j=1
ωo

�U (κj(p)).

4 The set of limit points of X ⊆ κ is Lim(X) := {α | sup(α ∩ X) = α} ⊆ κ + 1.
5 For a sequence of ordinals 〈ρj | j < γ〉, lim supj<γ ρj = min(supi<j<γρj | i < γ).
6 Equivalently, if there is some i < o

�U (δ) such that A ∈ U(δ, i).
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Corollary 2.20. Let G be M[�U ]-generic and CG the corresponding Magidor sequence. Let p ∈ G, such that 
for every 1 ≤ i ≤ l(p), and every α ∈ Bi(p), o

�U (α) < o
�U (κi(p)), then

p � C∼G(γi(p)) = κ(ti).

For more details and basic properties of Magidor forcing see [18], [12], [6] or [5].

2.2. Magidor forcing with o(κ) < κ+

When we assume o�U (κ) < κ, the measure U(κ, ξ) concentrates on measurables α with o�U (α) = ξ, which 
is a canonical discrete family for those measures. In our more general situation, o�U (κ) < κ+, we can still 
separate the measures but the decomposition is not canonical. More precisely, for every α ≤ κ, we would 
like to have sets which witness the fact that the sequence of ultrafilters 〈U(α, β) | β < o

�U (α)〉 is discrete.

Proposition 2.21. Assume o�U (α) < α+, then there are pairwise disjoint sets 〈X(α)
i | i < o

�U (α)〉 such that 
X

(α)
i ∈ U(α, i).

Proof. By assumption, |o�U (α)| ≤ α. Enumerate the measures

{U(α, i) | i < o
�U (α)} = {Wj | j < ρ}

where ρ ≤ α. For every i �= j below ρ, find Yi,j ∈ Wi \Wj . By normality Yi = Δj<ρYi,j ∈ Wi. Also, for 
j �= i, Yi /∈ Wj since Yi ⊆ Yi,j ∪ j /∈ Wj . Set Zi = Yi \ (∪j<iYj), then Zi ∈ Wi and 〈Zi | i < ρ〉 are pairwise 
disjoint. Finally, define X(α)

ξ = Zi where ξ < o
�U (κ) is such that Wi = U(α, ξ). �

Definition 2.22. Let α ≤ κ.

1. For o�U (α) ≤ α define for every i < o
�U (α)

X
(α)
i = {x < α | i = o

�U (x)} ∈ U(α, i).

2. For α < o
�U (α) < α+ fix a decomposition of α, 〈X(α)

i | i < o
�U (α)〉 guaranteed by the previous proposition 

such that X(α)
i ∈ U(α, i).

3. For β < α denote by o(α)(β) = ξ the unique ξ < o
�U (α) such that β ∈ X

(α)
ξ . Also let o(α)(α) = o

�U (α).

Note that if o�U (α) ≤ α then o(α)(β) = o
�U (β).

Proposition 2.23. For every V -generic G ⊆ M[�U ] and for every κ0 ∈ Lim(CG) (recall that κ ∈ Lim(CG)) 
such that o�U (κ0) < κ+

0 , there is ξ < κ0 such that for every α ∈ Lim(CG) ∩ (ξ, κ0]

o(κ0)(α) ≥ limsup(o(κ0)(β) + 1 | β ∈ CG ∩ α).

In other words, there is ξα < α such that for every β ∈ CG ∩ (ξα, α), o(κ0)(β) < o(κ0)(α).

Proof. If o�U (κ0) < κ0, then o(κ0)(α) = o
�U (α) and the proposition follows from 2.17(4). Also if α = κ0, 

then clearly for every β < κ0, o(κ0)(β) < o
�U (κ0) by definition. Assume that κ0 ≤ o

�U (κ0) < κ+
0 and let 

π : κ0 ←→ o
�U (κ0) be a bijection. For every ρ < o

�U (κ0) denote by

Eρ = π−1′′
ρ ⊆ κ0
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and for every α < κ0 define Yα = X
(κ0)
π(α). In MU(κ0,ρ), define

jU(κ0,ρ)(〈Yα | α < κ0〉) = 〈Y ′
α | α < jU(κ0,ρ)(κ0)〉.

Since crit(jU(κ0,ρ)) = κ0, for α < κ0, Y ′
α = jU(κ0,ρ)(Yα). Moreover, jU(κ0,ρ)(Eρ) ∩κ0 = Eρ and jU(κ0,ρ)(Yα) ∩

κ0 = Yα. Hence

∪α∈jU(κ0,ρ)(Eρ)∩κ0Y
′
α ∩ κ0 = ∪α∈Eρ

jU(κ0,ρ)(Yα) ∩ κ0 = ∪α∈Eρ
Yα = ∪ξ<ρX

(κ0)
ξ .

By coherency, ∩ξ<ρU(κ0, ξ) = ∩jU(κ0,ρ)(�U)(κ0), thus

(∗) MU(κ0,ρ) |= ∪α∈jU(κ0,ρ)(Eρ)∩κ0Y
′
α ∩ κ0 ∈ ∩jU(κ0,ρ)(�U)(κ0).

Reflecting (∗) we get

X ′
ρ =

{
β ∈ X(κ0)

ρ | ∪α∈Eρ∩βYα ∩ β ∈ ∩�U(β)
}
∈ U(κ0, ρ).

Now let ξ < κ0 be such that CG∩(ξ, κ0) ⊆ ∪ρ<o�U (κ0)X
′
ρ, and let α ∈ Lim(CG) ∩(ξ, κ0). Denote o(κ0)(α) = ρ, 

and since X(κ0)
i are pairwise disjoint, α ∈ X ′

ρ. By definition of X ′
ρ,

∪i∈Eρ∩αYi ∩ α ∈ ∩�U(α) and ∀i ∈ Eρ ∩ α.Yi ∩ β ∈ (∩�U(α))+.

By 2.17(3) there is ξα < α such that CG∩ (ξα, α) ⊆ ∪i∈Eρ∩αYi∩α. In particular, for every β ∈ CG∩ (ξα, α), 
there is i ∈ Eρ ∩ α such that β ∈ Yi = X

(κ0)
π(i) . Since i ∈ Eρ, π(i) < ρ so o(κ0)(β) < ρ = o(κ0)(α), hence 

limsupβ∈CG∩α(o(κ0)(β) + 1) ≤ o(κ0)(α). �
Corollary 2.24. For every V -generic G ⊆ M[�U ] and for every κ0 ∈ Lim(CG) with o�U (κ0) < κ+

0 there is 
η < κ0 such that for every α ∈ Lim(CG) ∩ (η, κ0] the following hold:

1. If o(κ0)(α) = β + 1 is a successor ordinal, then there is ξ < α such that otp(CG ∩X
(κ0)
β ∩ (ξ, α)) = ω, 

hence cfV [G](α) = ω.
2. If cfV (o(κ0)(α)) = λ < κ0, then λ < α and let 〈ρi | i < λ〉 be cofinal in o(κ0)(α), then there is ξ < α such 

that the sequence xi = min(CG∩X(κ)
ρi \ξ) is increasing and unbounded in α, hence cfV [G](α) = cfV [G](λ).

3. Assume that cfV (oκ0(α)) = κ, and let 〈ρi | i < κ〉 be cofinal in oκ0(α), then there is ξ < α such that the 
sequence x0 = min(CG ∩ (ξ, κ0)) and xn+1 = min(CG ∩X

(κ)
ρxn

) is increasing and unbounded in α, hence 
cfV [G](α) = ω.

Proof. For each successor ρ = β + 1 consider the set

Sρ = {α ∈ X(κ0)
ρ | X(κ0)

β ∩ α ∈ (∩�U(α))+}.

Since jU(κ0,ρ)(X
(κ0)
β ) ∩ κ0 = X

(κ0)
β ∈ U(κ0, β), the coherency implies that jU(κ0,ρ)(X

(κ0)
β ) ∩ κ0 ∈

(∩jU(κ0,ρ)(�U)(κ0))+. By elementarity, κ0 ∈ jU(κ0,ρ)(Sρ), hence Sρ ∈ U(κ0, ρ).
For ρ such that cfV (ρ) =: λ < κ0, fix a cofinal sequence 〈ρi | i < λ〉 ∈ V . Consider the set

S′
ρ = {α ∈ X(κ0)

ρ | ∀i < λ.X(κ0)
ρi

∩ α ∈ (∩�U(α))+}.

Also S′
ρ ∈ U(κ0, ρ). Indeed, since λ < κ0

jU(κ0,ρ)(〈X(κ0)
ρ | i < λ〉) = 〈jU(κ0,ρ)(X

(κ0)
ρ ) | i < λ〉.
i i
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As before, for every i < λ it follows that jU(κ0,ρ)(X
(κ0)
ρi ) ∩κ0 ∈ (∩jU(κ0,ρ)(�U)(κ0))+, thus S′

ρ ∈ U(κ0, ρ). We 
shrink S′

ρ a bit more, consider

Sρ =
{
α ∈ S′

ρ | {β < α | ∀i < λ.β ∈ X(κ0)
ρi

→ ∀j < i.X(κ0)
ρj

∩ β ∈ (∩�U(β))+} ∈ ∩�U(α)
}
.

To see that Sρ ∈ U(κ0, ρ), for every i < λ consider the set

Eρi
= {β ∈ X(κ0)

ρi
| ∀j < i.X(κ0)

ρj
∩ β ∈ (∩�U(β))+}.

In MU(κ0,ρi), for every j < i, jU(κ0,ρi)(X
(κ0)
ρj ) ∩ κ0 ∈ (∩jU(κ0,ρi)(�U)(κ0))+ it follows that Eρi

∈ U(κ0, ρi). 
For y ∈ ρ \ {ρi | i < λ}, set Ey = X

(κ0)
y . Then E := ∪y<ρEy ∈ ∩y<ρU(κ0, y). The set E has the property 

that for every β ∈ E, if β ∈ X
(κ0)
ρi for some i < λ, then β ∈ Eρi

and therefore ∀j < i.X
(κ0)
ρj ∩β ∈ (∩�U(β))+.

In MU(κ0,ρ), by coherency ojU(κ0,ρ)(�U)(κ0) = ρ and for every β < κ0, ∩jU(κ0,ρ)(�U)(β) = ∩�U(β). Also 

E ∈MU(κ0,ρ) (by κ0-closure) and E ∈ ∩jU(κ,ρ)(�U)(κ0). Denote X ′
i = jU(κ0,ρ)(X

(κ0)
ρi ), then for every β ≤ κ0, 

X ′
i ∩ β = X

(κ0)
ρi ∩ β. It follows that

MU(κ0,ρ) |= {β < κ0 | ∀i < λ.β ∈ X ′
i → ∀j < i.X ′

j ∩ β ∈ (∩jU(κ0,ρ)(�U)(β))+} ∈ ∩jU(κ0,ρ)(�U)(κ0).

Reflecting this, we get that Sρ ∈ U(κ0, ρ).
If cfV (ρ) = κ0, fix a continuous cofinal sequence 〈ρi | i < κ0〉 ∈ V , consider

S′
ρ = {α ∈ X(κ0)

ρ | ∀i < α.X(κ0)
ρi

∩ α ∈ (∩�U(α))+}.

Then as before S′
ρ ∈ U(κ0, ρ). Next, consider

Sρ =
{
α ∈ S′

ρ | {β < α | ∃ζ < β. ∪i<ρζ
X

(κ0)
i ∩ β ∈ ∩�U(β)} ∈ ∩�U(α)

}
.

To see that Sρ ∈ U(κ0, ρ), let ξ < ρ, find ζ < κ0 such that ρζ > ξ. Denote

jU(κ0,ξ)(〈X
(κ0)
i | i < o

�U (κ0)〉)=〈X ′
i | i < oj(

�U)(jU(κ0,ξ)(κ0))〉, jU(κ0,ξ)(〈ρi | i < κ0〉)=〈ρ′i | i < jU(κ0,ξ)(κ0)〉,

then ρζ ≤ jU(κ0,ξ)(ρζ) = ρ′ζ . If follows that ∪i<ρ′
ζ
X ′

i ∩ κ0 ∈ ∩i<ξU(κ0, i) = ∩jU(κ0,ξ)(�U)(κ0). To see this, 
note that for every y < ξ, jU(κ0,ξ)(y) < jU(κ0,ξ)(ρζ) = ρ′ζ , hence

X(κ0)
y = jU(κ0,ξ)(X

(κ0)
y ) ∩ κ0 = X ′

jU(κ0,ξ)(y) ∩ κ0 ⊆ ∪i<ρ′
ζ
X ′

i ∩ κ0.

This means that in MU(κ0,ξ),

∃ζ < κ0. ∪i<ρ′
ζ
X ′

i ∩ κ0 ∈ ∩jU(κ0,ξ)(�U)(κ0).

Reflecting this, we get that for every ξ < ρ,

{β < κ0 | ∃ζ < β. ∪i<ρζ
X

(κ0)
i ∩ β ∈ ∩�U(β)} ∈ U(κ0, ξ).

Now in MU(κ0,ρ) using coherency it follows that

{β < κ0 | ∃ζ < β. ∪i<ρζ
X

(κ0)
i ∩ β ∈ ∩�U(β)} ∈ ∩ξ<ρU(κ0, ξ) = ∩jU(κ0,ρ)(�U)(κ0).

Finally, reflect this to conclude that Sρ ∈ U(κ0, ρ).
By 2.17(3) there is η′ such that CG ∩ (η′, κ0) ⊆ ∪ρ<o�U (κ0)Sρ, define η = max{η′, ξ} < κ0 where ξ is from 

Proposition 2.23. Let α ∈ Lim(CG) ∩ (η, κ0), then α ∈ So(κ0)(α). Since α > ξ, there is ξ ≤ ξα < α such that 
for every ν ∈ CG ∩ (ξα, α), o(κ0)(ν) < o(κ0)(α).
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If o(κ0)(α) = β + 1 then X(κ0)
β ∩ α ∈ (∩�U(α))+ hence by 2.17(5), sup(X(κ0)

β ∩ α ∩CG) = α. Let us argue 

that otp(X(κ0)
β ∩ CG ∩ (ξα, α)) = ω. Just otherwise denote by μ the ω-th element of X(κ0)

β ∩ CG ∩ (ξα, α), 
then μ < α. Since μ > ξ, Proposition 2.23 implies that oκ0(μ) ≥ β + 1. On the other hand, μ > ξα, thus 
o(κ0)(μ) < o(κ0)(α), contradiction.

If cfV (o(κ0)(α)) := λ < κ0, then by definition of So(κ0)(α), ∀i < λ.X
(κ0)
ρi ∩ α ∈ (∩�U(α))+, hence by 

2.17(5), for every i < λ, sup(X(κ0)
ρi ∩ α ∩ CG) = α, thus the sequence of xi’s defined in the proposition 

starting above any ξ < α is well defined. The second property of So(κ0)(α) is that

Y := {β < α | ∀i < λ.β ∈ X(κ0)
ρi

→ ∀j < i.X
(κ0)
j ∩ β ∈ (∩�U(β))+} ∈ ∩�U(α).

By 2.17(3) there is ξ ≤ ζα < α such that CG ∩ (ζα, α) ⊆ Y . Start the definition of xi’s above ζα. To see it is 
increasing, note that xi ∈ CG ∩ (ζα, α) ∩X

(κ0)
ρi so by definition of Y , ∀j < i, X(κ0)

ρj ∩ xi ∈ (∩�U(xi))+, again 

by 2.17(5), for every j < i sup(X(κ0)
ρj ∩ xi ∩ CG) = xi and therefore by minimality of xj it follows that for 

j < i, xj < xi. To see that the sequence of xi’s is unbounded, notice that otherwise its limit point would be 
some ζ ∈ (ζα, α). Since the xi’s are increasing and by Proposition 2.23,

o(κ0)(ζ) ≥ limsupi<λo
(κ0)(xi) + 1 = limsupi<λρi + 1 = o(κ0)(α),

contradicting the choice of ξα.
Finally, if cfV (o(κ0)(α)) = κ0, then ∀i < α.X

(κ0)
ρi ∩ α ∈ (∩�U(α))+ hence by 2.17(5), ∀i < α.sup(X(κ0)

ρi ∩
α ∩ CG) = α. If the limit x∗ of the xn’s defined in the proposition would be less than α, then by the 
definition of So(κ0)(α) there is ζ < x∗ such that ∪i<ρζ

X
(κ0)
i ∩ x∗ ∈ ∩�U(x∗). To see the contradiction, on 

one hand there is σ < x∗ such that CG ∩ (σ, x∗) ⊆ ∪i<ρζ
X

(κ0)
i ∩ ζ so there is N < ω such that ∀n ≥ N , 

xn ∈ ∪i<ρζ
X

(κ0)
i ∩ ζ. On the other find N ≤ n < ω such that xn > ζ, then o(κ0)(xn+1) = ρxn

> ρζ , which 

implies xn+1 /∈ ∪i<ρζ
X

(κ0)
i ∩ ζ. �

Corollary 2.25. Let G ⊆M[�U ] be V -generic. Assume that o�U (κ) < κ+, then for every V -regular cardinal α, 
cfV [G](α) < α iff α ∈ CG ∪ {κ} and 0 < o

�U (α) < α+.

2.3. Other preliminaries

In the last part of the proof we will need to analyze the quotient forcing. Let us recall some basic facts 
about it:

Definition 2.26. Let P , Q be forcing notions. A function τ : P → Q is a projection iff τ is order preserving, 
Im(τ) is dense, and

∀p ∈ P .∀q ≥ τ(p).∃p′ ≥ p.π(p′) ≥ q

Definition 2.27. Let P , Q ∈ V be forcing notions, τ : P → Q be any projection and let H ⊆ Q be V -generic. 
Define the quotient forcing P/H = τ−1′′

H. Also if G ⊆ P is a V -generic filter, the projection of G is the 
filter

τ∗(G) := {q ∈ Q | ∃p ∈ G.q ≤Q τ(p)}

Proposition 2.28. Let τ : P → Q be a projection, then:

1. If G ⊆ P is V -generic then τ∗(G) is V -generic filter for Q.
2. If G ⊆ P is V -generic then G ⊆ P/τ∗(G) is V [τ∗(G)]-generic filter.
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3. If H ⊆ Q is V -generic and G ⊆ P/H is V [H]-generic, then τ∗(G) = H and G ⊆ P is V -generic.

Definition 2.29. Let P be a forcing notion and D∼ be a P -name for a subset of κ. Define PD∼, the complete 
subalgebra of regular open cuts 〈RO(P ), ≤B 〉7 generated by the set X = {||α ∈ D∼|| | α < κ}.

Definition 2.30. Define the function π : P → PD∼ by π(p) = inf{b ∈ PD∼ | p ≤B b}.

It not hard to check that π is a projection. Let G be V -generic for P and D ⊆ κ the interpretation of D∼
under G i.e. D∼G = D. Denote by H = π∗(G) the V -generic filter for PD∼ induced by G, then V [D] = V [H]
(see for example [15, Lemma 15.42]). In fact

D = {α < κ | ||α ∈ D∼|| ∈ X ∩H}

As for the other direction, any generic filter H is definable and uniquely determined (see [15, Lemma 15.40]) 
by the set

X ∩H = {||α ∈ D∼|| | α ∈ D}

We sometimes abuse notation by defining P/D = P/π∗(G). It is important to note that P/D depends on 
the choice of the name D∼.

Definition 2.31. Let X, X ′ be sets of ordinals such that X ′ ⊆ X ⊆ On. Let α = otp(X, ∈) be the order type 
of X and φ : α→ X be the order isomorphism witnessing it. The indices of X ′ in X are

Ind(X ′, X) = φ−1′′
X ′ = {β < α | φ(β) ∈ X ′}.

Definition 2.32. We denote X ⊆∗ Y if X \Y is finite. Also define X =∗ Y if X ⊆∗ Y ∧Y ⊆∗ X, equivalently, 
if X � Y is finite.

Notice that the X ⊆∗ Y sometimes denotes inclusion modulo bounded, however in this paper, X ⊆∗ Y

means inclusion modulo finite. In the next theorem, we will need the Erdös-Rado theorem [7], which is 
stated here for the convenience of the reader (for the proof see [16, Theorem 7.3] or [8]).

Theorem 2.33. If θ is a regular cardinal then for every ρ < θ,

(2<θ)+ → (θ + 1)2ρ

i.e. for every f : [(2<θ)+]2 → ρ there is H ⊆ (2<θ)+ such that otp(H) = θ + 1 and f � [H]2 is constant.

Theorem 2.34. Let ℵ0 < λ be a strong limit cardinal, and μ > λ be regular. Let 〈Dα | α < μ〉 be any 
⊆∗-increasing sequence of subsets of λ. Then the sequence =∗-stabilizes i.e. there is α∗ < μ such that for 
every α∗ ≤ α < μ, Dα =∗ Dα∗ .

Remark 2.35. The theorem fails for λ = ℵ0. Let us construct a counter example:
Define 〈Di | i < ω1〉 a sequence of subsets of ω by induction, such that:

1. 〈Di | i < ω1〉 is ⊆∗-increasing.
2. For all i < j < ω1, |Dj \Di| = ℵ0.

7 RO(M[�U ]) is the set of all regular open cuts of M[�U ] (see for example [15, Thm. 14.10]), as usual we identify M[�U ] as a dense 
subset of RO(M[�U ]). The order ≤B is in the standard definition of Boolean algebras orders i.e. p ≤B q means p � q ∈ Ĝ.
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3. For every i < ω1, |ω \Di| = ℵ0.

Let D0 = ∅. Assume that for α < ω1, 〈Di | i < α〉 is ⊆∗-increasing, and let us define Dα. If α = β + 1, then 
by 3, |ω \Dβ | = ℵ0. Let ω \Dβ = X � Y where |X| = |Y | = ℵ0. Define Dα = Dβ ∪X. If α is limit, then 
cf(α) = ω, let 〈αn | n < ω〉 be increasing and cofinal in α and denote En = Dαn

. We construct natural 
numbers xn, yn. By 3, |ω \E0| = ω, let x0, y0 ∈ ω \E0 be distinct. Assume that xk, yk are defined for every 
k ≤ n, then Z = ω \ ((∪m≤n+1Em) ∪ {xk, yk | k ≤ n}) is infinite. Indeed, for each m ≤ n, Em ⊂∗ En+1
hence Rm := Em \En+1 is finite. It follows that R = ∪m≤nRm a is finite and that ∪m<n+1Em = En+1 ∪R. 
Apply 3 to En+1, to see that Z = ω \ ((∪m≤n+1Em) ∪ {xk, yk | k ≤ n}) is infinite, and pick xn+1, yn+1 ∈ Z

distinct. Clearly

|{xn | n < ω}| = |{yn | n < ω}| = ℵ0 and {xn | n < ω} ∩ {yn | n < ω} = ∅.

Let Dx,α = ω \{xn | n < ω} and Dy,α = ω \{yn | n < ω}. We claim that for every n < ω, En ⊆∗ Dx,α, Dy,α. 
By symmetry it suffices to show it for Dx,α. If r ∈ En \Dx,α, then there is m such that r = xm, since for 
every m ≥ n, xm /∈ En, it follows that m < n. Thus En \ Dx,α ⊆ {xm | m < n}, implying En ⊆∗ Dx,α. 
Let us argue that either for every n < ω, |Dx,α \ En| = ω, or for every n < ω, |Dy,α \ En| = ω. Assume 
otherwise, so there is n < ω such that Dx,α =∗ En and there is k < ω such that Dy,α =∗ Ek. For every 
n ≤ m < ω,

Dx,α =∗ En ⊆∗ Em ⊆∗ Dx,α.

Hence Em =∗ Dx,α. In the same way we see that for every k ≤ m < ω, Em =∗ Dy,α. Let m > max{n, k}. 
Then Dy,α =∗ Em =∗ Dx,α, contradiction.

Without loss of generality, assume that for every n < ω, |Dx,α \En| = ω. Define Dα = Dx,α. Let us prove 
(1), (2), (3). To see (1), for each β < α find n < ω such that β < αn, then Dβ ⊆∗ Dαn

= En ⊆∗ Dα. Also 
Dα \Dαn

⊆ (Dα \Dβ) ∪ (Dβ \Dαn
). Since |Dα \Dαn

| = ω and |Dβ \Dαn
| < ω it follows that |Dα \Dβ | = ω, 

so (2) holds. Finally, (3) follows since {xn | n < ω} ⊆ ω \Dα.

Proof of 2.34. Toward a contradiction, assume that the theorem fails, then by regularity of μ, there is Y ⊆ μ

such that |Y | = μ and for every α, β ∈ Y , if α < β then Dα ⊆∗ Dβ and |Dβ \Dα| ≥ ω. For every ξ < κ, 
find Eξ ⊆ ξ such that the set

Xξ := {ν < μ | Dν ∩ ξ = Eξ}

is unbounded in μ, set αξ := min(Xξ). Since Dα is ⊆∗-increasing, for every αξ ≤ α < μ, Dα ∩ ξ =∗ Eξ. To 
see this, find β ∈ Xξ such that αξ ≤ α ≤ β, then Dαξ

⊆∗ Dα ⊆∗ Dβ Hence

Eξ = Dαξ
∩ ξ ⊆∗ Dα ∩ ξ ⊆∗ Dβ ∩ ξ = Eξ.

Set α∗ = sup{αi | i < λ}, by regularity, α∗ < μ. It follows that

(∗) For every δ < λ and every α∗ ≤ β1 < β2 < μ. Dβ1 ∩ δ =∗ Eδ =∗ Dβ2 ∩ δ,

and that

(∗∗) For every α∗ ≤ β1 < β2 < μ. |Dβ1ΔDβ2 | ≤ ω.

To see (∗∗), assume otherwise, then there are β1, β2 such that |Dβ1ΔDβ2 | ≥ ω1. Thus there is δ < λ such 
that |Dβ1 ∩ δΔDβ2 ∩ δ| ≥ ℵ0 contradicting (∗).

Also cf(λ) = ℵ0, since for any distinct β1, β2 ∈ Y \α∗, |Dβ1ΔDβ2 | ≥ ℵ0, and by (∗∗), |Dβ1ΔDβ2 | ≤ ℵ0 so 
by Cantor–Bernstein |Dβ1ΔDβ2 | = ℵ0. Since β1, β2 > α∗, Dβ1ΔDβ2 cannot be bounded, hence cf(λ) = ℵ0.
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Let χ := (2<ℵ1)+ = (2ℵ0)+. Since λ > ℵ0 is strong limit χ < λ < μ. Fix any X ⊆ Y \ α∗ such that 
|X| = χ. Define a partition f : [X]2 → ω:

Let 〈ηn | n < ω〉 be cofinal in λ. For any i < j in X, Di ⊆∗ Dj , hence there is ni,j < ω such that 
(Di \ ηni,j

) ⊆ (Dj \ ηni,j
). Simply pick some ηni,j

above all the finitely many elements in Di \Dj . Then set

f(i, j) = ni,j .

Apply the Erdös-Rado theorem and find I ⊆ X such that otp(I) = ω1 +1 which is homogeneous with color 
n∗ < ω. This means that for any i < j in I, Di \ ηn∗ ⊆ Dj \ ηn∗ . Recall that i, j ∈ Y \ α∗, then by (∗), it 
follows also that (Dj \ ηn∗) \ (Di \ ηn∗) is infinite.

Let 〈iρ | ρ < ω1 + 1〉 be the increasing enumeration of I. We will prove that |Diω1
\Di0 | ≥ ω1, and since 

i0, iω1 ≥ α∗, this is a contradiction to (∗∗).
Indeed, for every r < ω1, pick any δr from the infinite set (Dir+1 \ ηn∗) \ (Dir \ ηn∗). Since the sequence 

〈Dir \ ηn∗ | r ≤ ω + 1〉 is ⊆-increasing, for every β ≤ r < α ≤ ω1, δr ∈ Diα \Diβ .
In particular, for every r < ω1, δr ∈ Diω1

\Di0 so the map r �→ δr is well defined from ω1 to Diω1
\Di0 . 

Also if r1 < r2 < ω1, then δr2 /∈ Dir1+1 and δr1 ∈ Dir1+1 so δr1 �= δr2 . Thus we found an injection of ω1 to 
Diω1

\Di0 , contradicting (∗∗). �
2.4. Fat trees

In case o�U (κ) is for example ω1, the strong Prikry property for M[�U ] ensures that given p ∈ M[�U ] and 
a dense open set D ⊆ M[�U ], there is a choice of measures U(κ1, i1), ..., U(κn, in) where κ1 ≤ ... ≤ κn ≤ κ

and a direct extension p ≤∗ p∗ such that for every choice �α ∈ A1 × ... ×An from the typical sets associated 
to U(κ1, i1), ..., U(κn, in), p∗�〈α1, ..., αn〉 ∈ D. This means that in the ground model we can determine 
measures which are necessary to enter D.

For higher order of κ this is no longer the case. For example, assume that o�U (κ) = κ and consider 
the first element of CG i.e. CG(0). Since otp(CG) = κ, consider CG(CG(0)). Let x∼ be such that �M[�U ]
x∼ = CG∼(CG∼(0)). Consider any condition of the form p = 〈〈κ, A〉〉. There is no choice of measures in the 
ground model and no direct extension of p which determines x∼. Instead, we can construct a tree T with two 
levels. The first level is simply all the ordinals which can be CG(0), namely Lev1(T ) = {α ∈ A | o�U (α) =
0} ∈ U(κ, 0). Now any extension of the form p�α for α ∈ A forces that CG(0) = α, so to determine x∼
we only need to pick some ordinal in the set {β ∈ A \ α + 1 | o�U (β) = α} ∈ U(κ, α). Hence we define 
SuccT (〈α〉) = {β ∈ A \ α + 1 | o�U (β) = α}. Since the measure used in the second level is different for every 
choice of α, we cannot find a single measure that will turn this tree into a product.

This section is devoted to the study of some combinatorial aspects of such trees.

Definition 2.36. Let �U be a coherent sequence of normal measures and θ1 ≤ ... ≤ θn be measurables with 
o
�U (θi) > 0. A �U − fat tree on θ1 ≤ ... ≤ θn is a tree 〈T, ≤T 〉 such that

1. T ⊆
∏n

i=1 θi and 〈 〉 ∈ T .
2. ≤T is end-extension i.e. t ≤T s ⇔ t = s ∩max(t) + 1.
3. T is downward closed with respect to end-extension.
4. For any t ∈ T one of the following holds:

(a) |t| = n.
(b) |t| < n and there is β < o

�U (θ|t|+1) such that {α | t�〈α〉 ∈ T} ∈ U(θ|t|+1, β).

Some usual notations of trees:

1. SuccT (t) = {α | t�〈α〉 ∈ T}.
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2. For each t ∈ T with |t| < n, choose ξ(t) such that SuccT (t) ∈ U(θ|t|+1, ξ(t)), and define U (T )
t =

U(θ|t|+1, ξ(t)) (we drop the superscript (T ) when there is no risk of confusion).
3. Note that if the measures in �U can be separated i.e. there are 〈X(α, β) | 〈α, β〉 ∈ Dom(�U)〉 such that 

Xi ∈ Ui ∧ ∀j �= iXi /∈ Uj , then we can intersect each set of the form SuccT (t) with appropriate Xi and 
then ξ(t) has a unique choice.

4. ht(t) = otp(s ∈ T | s <T t).
5. Levi(T ) = {t ∈ T | ht(t) = i}.
6. The height of a tree is ht(T ) = max({n < ω | Levn(T ) �= ∅}).
7. We will assume that if θi < θi+1 then for every t ∈ Levi(T ), min(SuccT (t)) > θi.
8. For t ∈ T the tree above t is T/t = {s ∈ T | t ≤T s}. We identify T/t with the �U -fat tree {s \t | s ∈ T/t}.
9. The set of all maximal branches of T is denoted by mb(T ) = Levht(T )(T ). In general, we identify 

maximal branches of the tree with points at the top level. Note that mb(T ) completely determines T .
10. Let J ⊆ {0, 1, ..., ht(T )} then T � J = {t � J | t ∈ T}.

For every �U -fat tree T in θ1 ≤ ... ≤ θn of height n, define the iteration associated to T , 〈j(T )
m,k, Mk | 0 ≤

m ≤ k ≤ n〉, usually we drop the superscript T . Let V = M0,

j1 = j0,1 := j
U

(T )
〈〉

: V → Ult(V,U (T )
〈〉 ) �M

U
(T )
〈〉

:= M1

then crit(j1) = θ1 ∈ j1(SuccT (〈〉)) = Succj1(T )(〈〉). Thus 〈θ1〉 ∈ Lev1(j1(T )).
Assume that 〈jm′,m, Mm | 0 ≤ m ≤ m′ ≤ k〉 is defined for some k < n, for every 1 ≤ i ≤ k < n, denote 

κi := crit(ji−1,i) = ji−1(θi) and assume 〈κ1, ..., κk〉 ∈ Levk(jk(T )). Let

jk,k+1 := j
U

(jk(T ))
〈κ1,...,κk〉

: Mk → Ult(Mk, U
(jk(T ))
〈κ1,...,κk〉) �Mk+1

ji,k+1 = jk,k+1 ◦ ji,k and jk+1 = j0,k+1. Note that Succjk(T )(〈κ1, ..., .κk〉) ∈ U
(jk(T ))
〈κ1,...,κk〉 which is a normal 

measure on jk(θk + 1). Thus

κk+1 := jk(θk+1) = crit(jk,k+1) ∈ jk,k+1(Succjk(T )(〈κ1, ..., .κk〉)) = Succjk+1(T )(〈κ1, ..., κk〉).

Therefore, 〈κ1, ..., .κk, κk+1〉 ∈ Levk+1(jk+1(T )). We denote jT = jn and MT = Mn.
More generally, a tree iteration of �U -measures is a finite iteration 〈jm,k, Mk | 0 ≤ m ≤ k ≤ n〉 of V

such that for some measurable cardinals θ1 ≤ ... ≤ θn, for every 0 ≤ m < n, there is a normal measure 
Wm+1 ∈ jm(�U) on jm(θm+1) such that

jm,m+1 = jWm
: Mm → Ult(Mm,Wm) �Mm+1.

Denote κm = jm−1(θm) and derive an ultrafilter U on 
∏n

i=1 θi by the formula:

X ∈ U ←→ 〈κ1, κ2, ..., κn〉 ∈ jn(X).

Let us verify some standard properties of such an iteration:

Proposition 2.37. Let 〈jm,k, Mk | 0 ≤ m ≤ k ≤ n〉 be a tree iteration of �U-measures. Then:

1. U is a θ1-complete ultrafilter on 
∏n

i=1 θi.
2. For any formula Φ(y1, ..., ym) and any f1, ..., fm :

∏n
i=1 θi → V ,

Mn |= Φ(jn(f1)(κ1, ..., κn), ..., jn(fm)(κ1, ..., κn))⇔ {�α ∈
n∏

θi | Φ(f1(�α), ..., fm(�α))} ∈ U.

i=1
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3. Let jU : V → Ult(V, U) � MU be the elementary embedding associated to U , then MU = Mn and 
jU = jn.

4. For every R ∈ U there is a �U -fat tree S such that mb(S) ⊆ R, mb(S) ∈ U . Moreover, if 
ji−1(fi)(κ1, ..., κi−1) = Wi (the ultrafilter used in ji,i−1), then for every s ∈ Levi−1(S), SuccS(s) ∈ fi(s).

Proof. (1) is a standard consequence of the critical point of the iteration being θ1.
For (2), by elementarity of jn,

jn({�α ∈
n∏

i=1
θi | Φ(f1(�α), ..., fm(�α))}) = {�α ∈

n∏
i=1

jn(θi) |Mn |= Φ(jn(f1)(�α), ..., jn(fm)(�α))}

Note that κi = ji−1(θi) = crit(ji,i+1), thus κi < ji,i+1(ji−1(θi)) ≤ jn(θi). By definition of U ,

Mn |= Φ(jn(f1)(κ1, ..., κn), ..., jn(fm)(κ1, ..., κn))↔

↔ 〈κ1, ..., κn〉 ∈ jn({�α ∈
n∏

i=1
θi | Φ(f1(�α), ..., fm(�α))})↔

↔ {�α ∈
n∏

i=1
θi | Φ(f1(�α), ..., fm(�α))} ∈ U

For (3), it suffices to prove MU � Mn via an isomorphism k : MU → Mn such that k ◦ jU = jn. Define 
k([f ]U ) = jn(f)(κ1, ..., κn). By (2), k is well defined and elementary embedding. Moreover, by elementarity 
of jn, if cx is the constant function with value x then jn(cx) is constant with value jn(x). Thus,

k(jU (x)) = k([cx]U ) = jn(cx)(κ1, ..., κn) = jn(x)

To see jU is onto, let x ∈ Mn, since Mn is the ultrapower of Mn−1 by Wn, there is fn−1 ∈ Mn−1, fn−1 :
jn−1(θn) → Mn−1, such that jn,n−1(fn−1)(κn) = x. Inductively, assume that x = jn,i(fi)(κi+1, ..., κn), 
where fi :

∏n
k=i+1 ji(θk) → Mi. Since Mi is the ultrapower of Wi−1, there is gi−1 : ji−1(θi) → Mi−1 such 

that ji,i−1(gi−1)(κi) = fi. By elementarity, for every α < ji−1(θi), gi−1(α) :
∏n

k=i+1 ji−1(θk) → Mi−1. 
Define

fi−1 :
n∏

k=i

ji−1(θk)→Mi−1 by fi−1(αi, ..., αn) = g(αi)(αi+1, ..., αn)

Since κi = crit(ji,i−1) < crit(jn,i) = κi+1, jn,i(κi) = κi and

jn,i−1(fi−1)(κi, ..., κn) = jn,i(ji,i−1(gi−1)(κi))(κi+1, ..., κn) = jn,i(fi)(κi+1, ..., κn) = x

We conclude that there is f0 :
∏n

i=1 θi :→ V such that k([f ]U ) = jn(f0)(κ1, ..., κn) = x.
To see (4), let Wi ∈ Mi−1 be the ultrafilter used in ji,i−1. Apply (3), and fix for every 1 ≤ i ≤ n

fi :
∏i−1

k=1 θk → V such that ji−1(fi)(κ1, ..., κi−1) = Wi. We prove (4) by induction on the length of the 
iteration n. For n = 1 we can take S such that Lev1(S) = R, also SuccS(〈〉) ∈ W1 = j0(f1)(〈〉) = f1(〈〉). 
Assume this holds for iterations of length i − 1. Let R ∈ U , where U is derived from an iteration of length 
i. Since R ∈ U , by definition 〈κ1, ..., κi〉 ∈ ji(R). It follows that κi ∈ ji,i−1({α < κi | 〈κ1, ..., κi−1〉�α ∈ R}). 
Since ji,i−1 is the ultrapower by Wi,

(�) Z := {α < κi | 〈κ1, ..., κi−1〉�α ∈ ji−1(R)} ∈Wi = ji−1(fi)(〈κ1, ..., κi−1〉)

Let R′ = {�α | {α < θi | �α�α ∈ R} ∈ fi(�α)}, then by (�), 〈κ1, ..., κi−1〉 ∈ ji−1(R′). Apply induction to R′ and 
ji−1 to find S′, �U -fat tree such that mb(S′) ⊆ R′, 〈κ1, ..., κi−1〉 ∈ ji−1(mb(S′)) and for every s ∈ Levk−1(S′), 
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SuccS′(s) ∈ fk(s). Define

S � {1, ..., i− 1} = S′ and for every s ∈ mb(S′), SuccS(s) = {α < θi | s�α ∈ R}

Clearly mb(S) ⊆ R and by definition of R′, for every s ∈ Levi−1(S), SuccS(s) ∈ fi(s), which is a �U -measure 
over θi. Together with the induction hypothesis, we conclude that S is a �U -fat tree on θ1 ≤ ... ≤ θi. Finally, 
〈κ1, ..., κi−1〉 ∈ ji−1(mb(S′)) = ji−1(Levi−1(S)), and by elementarity,

Succji−1(S)(〈κ1, ..., κi−1〉) = {α < κi | 〈κ1, ..., κi−1〉�α ∈ ji−1(R)} ∈Wi

Hence κi ∈ ji,i−1(Succji−1(S)(〈κ1, ..., κi−1〉)) = Succji(S)(〈κ1, ..., κi−1〉). It follows that 〈κ1, ..., κi〉 ∈
ji(mb(S)) as wanted. �

If T is a �U -tree then by definition, the iteration of T is a tree iteration of �U -measures. We denote by UT

the ultrafilter derived from jT : V →Mn.

Proposition 2.38. Let T be a �U-fat tree on θ1 ≤ ... ≤ θn. Then:

1. mb(T ) ∈ UT .
2. If S ⊆ T is such that

(a) ht(S) = ht(T ) = n.
(b) SuccS(〈〉) ∈ U

(T )
〈〉 .

(c) For every α ∈ SuccS(〈〉), mb(S/〈α〉) ∈ UT/〈α〉.
Then mb(S) ∈ UT .

3. If S ⊆ T is such that
(a) ht(S) = ht(T ) = n.
(b) mb(S � {1, ..., n − 1}) ∈ UT �{1,...,n−1}.
(c) For every s ∈ Levn−1(S), SuccS(s) ∈ U

(T )
〈s〉 .8

Then mb(S) ∈ UT .
4. If S ⊆ T is such that

(a) ht(S) = ht(T ) = n.
(b) For every s ∈ S \mb(S), SuccS(s) ∈ U

(T )
〈s〉 .

Then mb(S) ∈ UT .
5. If S is a �U -fat tree, and mb(S) ∈ UT , then there is a choice of measures U (S)

s such that j(S)
n = j

(T )
n and 

in particular, US = UT .

Proof. For (1), by definition of jT , we have that 〈κ1, ..., κn〉 ∈ mb(jn(T )) = jn(mb(T )), hence by definition 
of UT , mb(T ) ∈ �U(T ). For (2), note that in M1 we have the tree j1(T )/〈κ1〉. By (b), (c) it follow that in 
M1, mb(j1(S)/〈κ1〉) ∈ Uj1(T )/〈κ1〉. By definition, the iteration defined inside M1 of j1(T )〈κ1〉 is simply the 

8 If 〈Ui | i < λ〉 is a sequence of λ-complete ultrafilters over a set B and U is a λ-complete ultrafilter over λ, then U − limi<λUi

is a λ-complete ultrafilter over λ × B, defined by:

U − limi<λUi :=
{
X ⊆ λ × B | {i < λ | {b ∈ B | (i, b) ∈ X} ∈ Ui} ∈ U

}
.

We can inductively conclude that

UT = U
(T )
〈〉 − limα1<θ1U

(T )
〈α〉 − limα1<θ2U

(T )
〈α1,α2〉 − ... − limαn−1<θn−1U

(T )
〈α1,...,αn−2,αn−1〉.

.
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iteration jT starting from the second step inside M1, namely, 〈jm,k | 1 ≤ k ≤ m ≤ n〉. Hence

〈κ2, ..., κn〉 ∈ jn,1(mb(j1(S)/〈κ1〉)) = mb(jn(S)/〈κ1〉).

It follows that 〈κ1, ..., κn〉 ∈ mb(jn(S)) and by definition mb(S) ∈ UT .
As for (3), note that jT �{1,...,n−1} is by definition the first n −1 steps of the iteration of jT . By (b), mb(S �

{1, ..., n − 1}) ∈ UT �{1,...,n−1}, thus 〈κ1, ..., κn−1〉 ∈ Levn−1(jn−1(S)). By (c), and elementarity of jn−1, it 
follows that Succjn−1(S)(〈κ1, ..., κn−1〉) ∈ U

(jn−1(T ))
〈κ1,...,κn−1〉, hence κn ∈ jn,n−1(Succjn−1(S)(〈κ1, ..., κn−1〉)) =

Succjn(S)(〈κ1, ..., κn−1〉). In other words, 〈κ1, ..., κn〉 ∈ jn(mb(S)) and by definition mb(S) ∈ UT .
For (4), by induction on i ≤ n let us argue that Levi(S) = mb(S � {1, ..., i}) ∈ UT �{1,...,i}. If i = 1

then Lev1(S) = SuccS(〈〉) ∈ U
(T )
〈〉 . Assume that mb(S � {1, ..., i − 1}) ∈ �UT �{1,...,i−1}. By (b), for every 

s ∈ Levi−1(S), SuccS(s) ∈ U
(T )
s , now apply (3) to S � {1, ..., i} and T � {1, ..., i} to conclude that mb(S �

{1, ..., i}) ∈ UT �{1,...,i}.
To see (5), again argue by induction on i that j(T )

i = j
(S)
i . Since mb(S) ∈ UT , 〈κ1, ..., κn〉 ∈ mb(jn(S)), 

hence κ1 ∈ Lev1(jn(S)). Since crit(j1,n) = κ2, κ1 ∈ Lev1(j1(S)), and therefore Lev1(S) ∈ U
(T )
〈〉 , 

choose U (S)
〈〉 = U

(T )
〈〉 which implies that j(T )

0,1 = j
(S)
0,1 . Assume that j(T )

i = j
(S)
i = ji. Since κi+1 ∈

Succ
j
(T )
n (S)(〈κ1, ..., κi〉) then κi+1 ∈ j

(T )
i+1,i(Succji(S)(〈κ1, ..., κi〉)) thus

(∗) Succji(S)(〈κ1, ..., κi〉) ∈ U
(ji(T ))
〈κ1,...,κi〉.

Back in V , for every s ∈ Levi(S), if SuccS(s) ∈ U
(T )
s , let U (S)

s = U
(T )
s , otherwise, we pick a random 

ultrafilter. Then by (∗), and elementarity U (ji(S))
〈κ1,...,κi〉 = U

(j1(T ))
〈κ1,...,κi〉 hence j(T )

i+1 = j
(S)
i+1. �

The following lemma is a generalization of a combinatorial property that was proven in [6] for product 
of measures. It can be stated for more general trees, however, let us restrict the attention to our needs.

Lemma 2.39. Let �U be a sequence of normal measures and let T be a �U-fat tree on θ1 ≤ θ2 ≤ ... ≤ θn. 
For f : mb(T ) → θ1 regressive i.e. f(t) < min(t) there is a �U-fat tree T ′ ⊆ T such that mb(T ′) ∈ UT and 
f � mb(T ′) = const.

Proof. By induction on the height of the tree. If ht(T ) = 1 it is the case of one normal measure, namely U〈〉, 
which is well known. Assume the lemma holds for n and fix T, f such that ht(T ) = n + 1. For �α ∈ Levn(T )
consider SuccT (�α) ∈ U

(T )
�α . Define f�α : SuccT (�α) → θ1 by f�α(β) = f(�α�β). Then there exist H�α ∈ U�α

homogeneous for f�α with color c�α < min(�α). Consider the regressive function

g : mb(T � {1, ..., n}) → θ1 g(�α) = c�α.

Since ht(T � {1, ..., n}) = n we can apply the induction hypothesis to g, so let T ′ ⊆ T � {1, ...n} be such 
that mb(T ′) ∈ UT �{1,...,n} be a homogeneous �U -fat tree with color c∗. Extend T ′ by adjoining H�α as the 
successors of �α ∈ mb(T ′), denote the resulting tree by T ∗. Note that by the induction, T ∗ ⊆ T is a �U -fat 
tree with ht(T ∗) = n + 1, and by 2.38(3) mb(T ∗) ∈ UT and f � mb(T ∗) is constantly c∗. �

In what come next, we will generalize (Corollary 2.49) a well known combinatorial property of normal 
measures (Corollary 2.41), which is a consequence of Weak compactness of normal measures:

Proposition 2.40 (folklore). Let U be a normal ultrafilter over κ, and f : [A]2 → {0, 1} such that A ∈ U . 
Then there is A′ ⊆ A such that A′ ∈ U and f � [A′]2 is constant. �
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Corollary 2.41. Let U be a normal ultrafilter over κ, let X be an arbitrary set, and f : A → X any function 
such that A ∈ U . Then there is A′ ⊆ A such that A′ ∈ U and f � A′ is either constant or 1 − 1.

Proof. Define g : [A]2 → {0, 1} by

g(α, β) = 1↔ f(α) = f(β).

By weak compactness, there is A′ ⊆ A, A′ ∈ U , and c ∈ {0, 1} such that for every α, β ∈ A′, α < β, 
g(α, β) = c. If c = 1, then f � A′ is constant and if c = 0 then f � A′ is 1 − 1. �

In this argument we compare f(α), f(β) for distinct α, β. It is always the case that α < β ∨ β < α hence 
we can think about this comparison as a function defined on [A]2 which is a set in U × U . One problem to 
generalize this argument to �U -fat trees is the following: Although for a given function f : mb(T ) → X, a 
�U -fat tree T , and distinct pair t, t′ ∈ mb(T ) we can identify this pair as a branch of some �U -fat tree S, S
might vary for different t, t′.

For example, if t = 〈α1, α2, α3〉 and t′ = 〈α′
1, α

′
2, α

′
3〉 the following is a possible such interweaving:

α1 < α′
1 = α2 < α′

2 < α′
3 < α3

then we can think of t, t′ as a single branch from a tree S of height 5 such that any branch s =
〈s1, s2, s3, s4, s5〉 ∈ mb(S) decomposes back to t = 〈s1, s2, s5〉 ans t′ = 〈s2, s3, s4〉. However there can 
be different interweaving of t, t′ for which we need a different tree.

Generally, if t := 〈α1, ..., αn〉, t′ := 〈α′
1, ..., α

′
n〉 ∈ mb(T ), the set {α1, ..., αn} ∪ {α′

1, ..., α
′
n} naturally 

orders in one of finitely many ways and induces an interweaving of t, t′:

Definition 2.42. p is an interweaving of T , if it is a pair of order embedding 〈g, g′〉 where g, g′ : ht(T ) →
{1, ..., k} so that Im(g) ∪ Im(g′) = {1, ..., k}. Denote Ap = Im(g), A′

p = Im(g′) and k = |p|.

Let T be a �U -fat tree on θ1 ≤ ... ≤ θn. For every interweaving p = 〈g, g′〉, define the iteration associated 
with p, jp = j

(T )
p :

The length of the iteration is |p|. Let M0 = V and j0 = Id. Assume that we are at the mth step of the 
iteration and denote the critical points κ1, ..., κm. Also assume inductively that

〈ki | i ∈ Ap ∩ {1, ...,m}〉 ∈ jm(T ), 〈ki | i ∈ A′
p ∩ {1, ...,m}〉 ∈ jm(T ).

If m +1 ∈ Ap \A′
p, let r ≤ ht(T ) be such that g(r) = m +1. Then 〈ki | i ∈ Ap∩{1, ..., m}〉 ∈ Levr−1(jm(T ))

and the ultrafilter �U (jm(T ))
〈κi|i∈Ap∩{1,...,m}〉 which is an ultrafilter over jm(θr) is defined in Mm and for every 

i ∈ Ap ∩ {1, ..., m}, κi < jm(θr).
If there is i ∈ A′

p∩{1, ..., m} such that κi ≥ jm(θr), then declare that the iteration is undefined. Otherwise, 
perform the ultrapower of Mm by �U (jm(T ))

〈κi|i∈Ap∩{1,...,m}〉. It follows that κm+1 := crit(jm,m+1) = jm(θr) and

〈κi | i ∈ Ap ∩ {1, ...,m + 1}〉 = 〈κi | i ∈ Ap ∩ {1, ...m}〉�κm+1 ∈ jm+1(T ).

If m + 1 ∈ A′
p \Ap we perform the symmetric procedure. If m + 1 ∈ Ap ∩A′

p, let r, r′ ≤ ht(T ) be such that 
m + 1 = g(r) = g′(r′) there are two possibilities, either

�U
(jm(T ))
〈κi|i∈Ap∩{1,...,m}〉 �= �U

(jm(T ))
〈κj |j∈A′

p∩{1,...,m}〉.

In this case, declare that the iteration is undefined. Otherwise

�U
(jm(T )) = �U

(jm(T ))
′
〈κi|i∈Ap∩{1,...,m}〉 〈κj |j∈Ap∩{1,...,m}〉
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then jm(θr) = jm(θr′) and perform the ultrapower with this measure. Thus for every i ≤ m,

κm+1 := crit(jm,m+1) = jm(θr) = jm(θr′) > κi

and

〈κi | i ∈ Ap ∩ {1, ...,m + 1}〉 ∈ jm+1(T ), 〈κi | i ∈ A′
p ∩ {1, ...,m + 1}〉 ∈ jm+1(T ).

In any case we denote θ(m) = θr so that κm = jm−1(θ(m)), by construction, if m = g(r) then θ(m) = θr
and if m = g′(r′) then θ(m) = θr′ . If jp is defined then

θ(1) < j1(θ(2)) < ... < j|p|−1(θ(|p|))

and since jm−1(θ(m)) = crit(jm,m−1), θ(1) ≤ θ(2) ≤ ... ≤ θ(|p|). It follows that jp is a tree iteration of 
�U -measures.

Proposition 2.43. Let T be a �U-fat tree and fix an interweaving p = 〈g, g′〉 such that jp is defined. Then

1. There is a �U-fat tree, Sp, with ht(Sp) = |p| and for every s ∈ mb(Sp), s � Ap, s � A′
p ∈ mb(T ) interweave 

as p. Moreover, for every r ∈ Levm(Sp), if m ∈ Ap then U (Sp)
r = U

(T )
r�Ap∩{1,...,m} and if m ∈ A′

p then 

U
(sp)
r = U

(T )
r�A′

p∩{1,...,m}.
2. We can shrink T to R such that mb(R) ∈ �UT and if t, t′ ∈ mb(R) interweave as p then t ∪ t′ ∈ Sp.
3. If g′(1) < g(1), then we can shrink T to R such that mb(R) ∈ �UT and for every t ∈ mb(R) and 

α ∈ SuccR(〈〉) ∩min(t) there is t′ ∈ mb(T ) such that t, t′ interweave as p and min(t′) = α.

Proof. For (1), if the iteration jp is defined, then in particular for every m, jm,m+1 is the ultrapower by 
U

(jm(T ))
〈κi|i∈Ap∩{1,...,m}〉 or by U (jm(T ))

〈κi|i∈A′
p∩{1,...,m}〉 which is a measure over jm(θrm+1) for some rm+1 ≤ ht(T ). Since 

jp is defined, we can derive the ultrafilter Up from jp over 
∏|p|

i=1 θ(i). In M|p| we have that

〈κ1, ..., κ|p|〉 � Ap, 〈κ1, ..., κ|p|〉 � A′
p ∈ mb(jp(T )) interweave as p.

Then by 2.37(2), R = {�α ∈
∏|p|

i=1 θ(i) | �α � Ap, �α � A′
p ∈ mb(T ) interweave as p} ∈ �Up. By construction of 

jp, if m ∈ Ap then the function fm(t) = U
(T )
t�Ap∩{1,...,m−1} satisfies that the measure jm−1(fm)(〈κ1, ..., κm−1〉)

is the one applied at the m-th step of the iteration. If m ∈ A′
p define a similar function f ′

m depending on 

t � A′
p ∩ {1, ..., m − 1}. By 2.37(4), there is a �U -fat tree Sp such that mb(Sp) ⊆ R and mb(Sp) ∈ Up. Then 

any s ∈ mb(Sp) is in R and therefore s � Ap, s � A′
p interweave as p. Moreover, for every r ∈ Levm−1(Sp), 

U
(Sp)
r = fm(r) = U

(T )
r�Ap∩{1,...,m−1} or U (Sp)

r = f ′
m(r) = U

(T )
r�A′

p∩{1,...,m−1}.
To see (2), for every �α ∈ Levm+1(Sp) define t(�α) ∈ T to be �α � Ap ∩ {1, ..., m} and t′(�α) = �α �

A′
p ∩{1, ..., m}. From (1) it follows that if m +1 ∈ Ap then SuccSp

(�α) ∈ U
(T )
t(�α) and similarly for m +1 ∈ A′

p. 
Define R inductively, the levels of Sp which correspond to the first level are g(1) and g′(1) are the successors 
of nodes at levels g(1) − 1 and g′(1) − 1. Note that at least one of g(1), g′(1) must be 1. Also note that for 
every �α ∈ Levg(1)−1(Sp), t(�α) = 〈〉 and that for every �β ∈ Levg′(1)−1(Sp), t′(�β) = 〈〉. Define

B〈〉 = Δ�α∈Levg(1)−1(Sp)SuccSp
(�α), C〈〉 = Δ�α∈Levg′(1)−1(Sp)SuccSp

(�α) ∈ U
(T )
〈〉 .

Let SuccR(〈〉) = B〈〉 ∩ C〈〉 ∈ U
(T )
〈〉 . Moreover, at least one of B〈〉, C〈〉 is simply SuccSp

(〈〉).
Assume r ∈ Levm(R) is defined, the levels of Sp which correspond to the mth level are g(m), g′(m) (which

might be the same level), thus for every �α ∈ Levg(m)(Sp), t(�α) ∈ Levm(T ) and for every �β ∈ Levg′(m)(Sp), 
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t′(�β) ∈ Levm(T ). Define

SuccR(r) = Δ
�α∈Levg(m)(Sp),t(�α)=r

SuccSp
(�α) ∩ Δ

�α∈Levg(m)(Sp),t′(�α)=r
SuccSp

(�α) ∈ U (T )
r .

By 2.38(4) mb(R) ∈ UT . If t, t′ ∈ mb(R) interweave as p, we prove inductively that (t ∪ t′) � {1, ..., k} ∈
Levk(Sp). Clearly (t ∪ t′) � {1} = 〈α〉 ∈ Lev1(Sp), as α ∈ B〈〉 ∩ C〈〉 ⊆ SuccSp

(〈〉). Assume that (t ∪ t′) �
{1, ..., k} ∈ Levk(Sp), if k + 1 ∈ Ap, let r be such that g(r) = k + 1, then (t ∪ t′)(k + 1) = t(r) > (t ∪ t′)(k). 
Also t((t ∪ t′) � {1, ..., k}) = t � {1, ..., r − 1}. By definition of diagonal intersection and R it follows that

t(r) ∈ SuccR(t � {1, ..., r − 1}) ⊆ SuccSp
((t ∪ t′) � {1, ..., k}))

hence (t ∪ t′) � {1, ..., k + 1} ∈ Levk+1(Sp). The case where k + 1 ∈ A′
p is similar.

To see (3), suppose that g′(1) < g(1). Define a sequence inductively, let �η1 = 〈β1, ..., βg(1)−1〉 ∈ Sp. Then 

by (1), SuccSp
(�η1) ∈ U

(T )
〈〉 , thus by definition of jT ,

κ1 ∈ j1(SuccSp
(�η1)) = Succj1(Sp)(�η1).

Consider �η�1 〈κ1〉 ∈ Levg(1)(j1(Sp)), pick any �η2 such that �η�1 〈κ1〉��η2 ∈ Levg(2)−1(j1(Sp)), then

Succj1(Sp)(�η�1 〈κ1〉��η2) ∈ j1(�U)(j1(T ))
〈κ1〉 thus κ2 ∈ Succj2(Sp)(�η�1 〈κ1〉��η2)

continuing in this fashion we end up with a witness for the statement

Mn |= ∃t ∈ mb(jn(T )) s.t. 〈κ1, ..., κn〉, t interweave as p.

Since β1 ∈ SuccSp
(〈〉) = SuccT (〈〉) = Succjn(T )(〈〉) ∩ κ1 was arbitrary, it follows that

Mn |= ∀β ∈ Succjn(T )(〈〉) ∩ κ1∃t ∈ mb(jn(T )) s.t. min(t) = β ∧ 〈κ1, ..., κn〉, t interweave as p.

By 2.37(2)

{s ∈ mb(T ) | ∀β ∈ SuccT (〈〉) ∩ s1∃t ∈ mb(T ).min(t) = β ∧ s, t interweave as p} ∈ UT .

By 2.37(4) we can find R as wanted. �
Proposition 2.44. Let T be a �U-fat tree, and let p = 〈g, g′〉 be an interweaving. If jp is undefined then there 
is T ′ ⊆ T such that mb(T ′) ∈ UT and every t, t′ ∈ mb(T ′) do not interweave as p.

Proof. Let m be the step of the iteration where we declared that jp is undefined. By definition, there are 
two cases to consider:

Case 1: Assume that m + 1 ∈ Ap \A′
p and there is i ∈ A′

p ∩ {1, ..., m} such that ji−1(θ(i)) ≥ jm(θ(m + 1)).
Then θ(i) > θ(m + 1), otherwise, θ(m + 1) ≥ θ(i) hence

ji−1(θ(m + 1)) ≥ ji−1(θ(i)) ≥ jm(θ(m + 1)) ≥ ji−1(θ(m + 1))

hence ji−1(θ(m + 1)) = ji−1(θ(i)) and θ(m + 1) = θ(i). But ji−1(θ(i)) = crit(ji,i−1) ji,i−1(ji−1(θ(m + 1)) >
ji−1(θ(m + 1)) hence jm(θ(m + 1)) ≥ ji(θ(m + 1)) > ji−1(θ(m + 1)) = ji−1(θ(i)), contradiction, thus 
θ(i) > θ(m + 1). Let r1, r2 ≤ ht(T ) be such that g(r1) = m + 1 and g′(r2) = i. Then θr1 = θ(m + 1)
and θr2 = θ(i). The tree T ′ is obtained from T by shrinking SuccT (t) for each t ∈ Levr2−1(T ) such that 
min(SuccT ′(t)) > θ(m + 1). To see that T ′ is as wanted, assume that s, s′ ∈ mb(T ′) interweave as p. Then

s′(r2) = (s ∪ s′)(i) < (s ∪ s′)(m + 1) = s(r1).
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On the other hand, s′(r2) ∈ SuccT ′(s′ � {1, ..., r2 − 1}), hence s(r1) < θ(m + 1) < s′(r2), contradiction.

Case 2: Assume that m +1 ∈ Ap∩A′
p and U

(jm(T ))
〈κi|i∈Ap∩{1,...,m}〉 �= U

(jm(T ))
〈κi|i∈A′

p∩{1,...,m}〉. These are measures over 
jm(θ(m +1)), jm(θ′(m +1)) respectively. If θ(m +1) �= θ′(m +1), then for example θ(m +1) < θ′(m +1) and 
we can shrink T as in case 1 to eliminate such an interweaving, hence assume θ(m +1) = θ′(m +1). Consider 
the first m steps of the iteration jp, let Ap∩{1, ..., m} = {g(1), ..., g(k)}, A′

p∩{1, ..., m} = {g′(1), ..., g′(k′)}, 
then θk+1 = θ(m + 1) = θ′(m + 1) = θk′+1. Similar to 2.43(1),

Mm |= 〈κ1, ...κm〉 � {g(1), ..., g(k)} ∈ Levk(jm(T )), 〈κ1, ...κm〉 � {g′(1), ..., g′(k′)} ∈ Levk′(jm(T )).

Moreover,

Mm |= U
(jm(T ))
〈κ1,...κm〉�{g(1),...,g(k)} �= U

(jm(T ))
〈κ1,...κm〉�{g′(1),...,g′(k′)}

since the iteration up to m is defined we can find a �U -fat tree S such that:

1. 〈κ1, ..., κm〉 ∈ jm(mb(S)).
2. For every s ∈ mb(S), s � {g(1), ..., g(k)} ∈ Levk(T ), s � {g′(1), ..., g′(k′)} ∈ Levk′(T ).
3. U

(T )
s�{g(1),...,g(k)} �= U

(T )
s�{g′(1),...,g′(k′)}.

4. s � {g(1), ..., g(k)}, s � {g′(1), ..., g′(k′)} interweave as in 〈g � {1, ..., k}, g′ � {1, ..., k′}〉.
5. For every s ∈ Levr(S), let t(s) := s � Ap ∩ {1, ..., r} and t′(s) := s � A′

p ∩ {1, ..., r}. Then U (S)
s is either 

U
(T )
t(s) if r + 1 ∈ Ap or U (T )

t′(s) if r + 1 ∈ A′
p.

Since T mentions at most |T ∩ [θk+1]<ω| ≤ θk+1 measures on θk+1 we can use the normality of the measures 
to separate them. Namely, for every r ∈ T such that U (T )

r is a measure on θk+1, find Xr ∈ U
(T )
r such that 

if U (T )
r �= U

(T )
r′ then Xr ∩Xr′ = ∅. Now we shrink the tree T similar to 2.43(2), from (5) it follows that if 

j ∈ Ap then for every �α ∈ Levj−1(S), SuccS(�α) ∈ U
(T )
t(�α) and similarly for j ∈ A′

p. Define R ⊆ T inductively,

B〈〉 = Δ�α∈Levg(1)−1(S)SuccS(�α), C〈〉 = Δ�α∈Levg′(1)−1(S)SuccS(�α) ∈ U
(T )
〈〉 .

Let SuccR(〈〉) = B〈〉 ∩C〈〉 ∈ U
(T )
〈〉 . As before, at least one of B〈〉, C〈〉 is simply SuccS(〈〉) ⊆ SuccT (〈〉). Given 

r ∈ Levj(R), define

Br =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Δ
�α∈Levg(j)(S), t(�α)=r

SuccS(�α) j < k

SuccT (r) ∩Xr j = k

SuccT (r) j > k

Cr =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Δ
�α∈Levg′(j)(S), t′(�α)=r

SuccS(�α) j < k′

SuccT (r) ∩Xr j = k′

SuccT (r) j > k′

.

Then Br, Cr ∈ U
(T )
r and let SuccR(r) = Br∩Cr. So by 2.38(4) mb(R) ∈ UT . Let us argue that R is as wanted. 

Toward a contradiction, assume that t, t′ ∈ mb(R) interweave as p, in particular t � {1, ..., k}, t′ � {1, ..., k′}
interweave as 〈g � {1, ..., k}, g′ � {1, ..., k′}〉, as in the proof of 2.43(2), we conclude that s = (t � {1, ..., k}) ∪
(t′ � {1, ..., k′}) ∈ mb(S) and by (3) U

(T )
s�{g(1),...,g(k)} �= U

(T )
s�{g′(1),...,g′(k′)}. However, s � {g(1), ..., g(k)} = t �

{1, ..., k}, s � {g′(1), ..., g′(k′)} = t′ � {1, ..., k′} hence SuccR(t � {1, ..., k}) ⊆ Xt�{1,...,k} is disjoint from 
SuccR(t � {1, ..., k′}) ⊆ Xt�{1,...,k′}. On the other hand, p impose that t(k′ + 1) = t(k + 1) is a member of 
the intersection, contradiction. �
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To illustrate the second problem of generalizing weak compactness, consider for example the function 
f : mb(T ) → κ, f(α, β) = α. No matter how we shrink T to S, f � mb(S) will be neither constant nor 1 − 1. 
However, we can ignore the coordinate β and obtain a 1 − 1 function. Generally, we will argue that f might 
depend on some of the levels of the tree and the other levels can be ignored. Let us formulate this precisely:

Definition 2.45. Let T be a tree of height n. For every I ⊆ {1, ..., n} define an equivalence relation ∼I on 
mb(T ) by t ∼I t′ ↔ t � I = t′ � I. For f : mb(T ) → X, the induced function denoted by fI : mb(T � I) → X

is the relation {〈t � I, f(t)〉 | t ∈ mb(T )}.

Clearly fI is a well defined function if and only if f is constant on equivalence classes of ∼I . For example, 
if I = ∅ and f∅ is well defined then f is constant.

Definition 2.46. Let T be a �U -fat tree of height n, and let f : mb(T ) → B be any function.

1. A coordinate i ∈ {1, ..., n} is called an important coordinate for f if ∀t1, t2 ∈ mb(T ), t1(i) �= t2(i) implies 
f(t1) �= f(t2).

2. The set of important coordinates for f is the set

I(T, f) = {i ∈ {1, ..., n} | i is an important coordinate}.

We say that I(T, f) is complete if fI(T,f) is well defined i.e. ∀t, t′ ∈ mb(T ).t ∼I(T,f) t′ implies f(t) =
f(t′). Also we say that I(T, f) is consistent if for every �U -fat tree S ⊆ T such that mb(S) ∈ UT , 
I(S, f � mb(S)) ⊆ I(T, f).

Remark 2.47.

1. The structure of the tree T , imposes some dependency between the levels of the tree which are not 
related to the function. For example, assume that o�U (κ) = κ and that 〈X(κ)

i | i < κ〉 is a discrete 
family for 〈U(κ, i) | i < κ〉. Let T be the tree of height 2 such that: SuccT (〈〉) = X

(κ)
0 and for every 

α ∈ SuccT (〈〉), SuccT (〈α〉) = X
(κ)
α . Define the function f : mb(T ) → κ by f(〈α, β〉) = β. Clearly, we 

see that the function f depends only on the second coordinate i.e. for every 〈α, β〉, 〈γ, δ〉 ∈ mb(T ), 
f(〈α, β〉) = f(〈γ, δ〉) ↔ β = δ and f{2} is well defined. However, the structure of the tree is such that if 
α �= γ then X(κ)

α ∩X
(κ)
γ = ∅ and β �= δ, which imposes that 1 is important. Note that in this case, by 

definition, I(T, f) = {1, 2}.
2. If S ⊆ T then I(T, f) ⊆ I(S, f � mb(S)). Hence if I(T, f) is complete then also I(S, f � mb(S)) is 

complete, and if I(T, F ) is consistent, then I(T, f) = I(S, f � mb(S)) and also I(S, f � mb(S)) is 
consistent.

Lemma 2.48. Let T be a �U-fat tree on θ1 ≤ ... ≤ θn and f : mb(T ) → B where B is any set. Then there is 
a �U-fat tree T ′ ⊆ T , with mb(T ′) ∈ UT and I ⊆ {1, ..., ht(T )} such that for any t, t′ ∈ mb(T ′)

t � I = t′ � I ⇔ f(t) = f(t′).

Before proving the lemma, let us state as a corollary the generalization we desired:

Corollary 2.49. Let T be a �U-fat tree on θ1 ≤ ... ≤ θn and f : mb(T ) → B where B is any set. Then there is 
a �U -fat tree T ′ ⊆ T , with mb(T ′) ∈ UT such that the set of important coordinates T ∗ := I(T ′, f � mb(T ′))
is complete and consistent. In particular (f � mb(T ′))I∗ is well defined and 1 − 1.
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Proof of Corollary 2.49. Let I ⊆ {1, ..., n} be as guaranteed by 2.48, then I ⊆ I(T ′, f � mb(T ′)). Indeed, 
every i ∈ I is important, since if t1, t2 ∈ mb(T ′), t1(i) �= t2(i) then t1 � I �= t2 � I, thus f(t1) �= f(t2).

Therefore, fI(T ′,f�mb(T ′)) is well defined, since for every t1, t2 ∈ mb(T ′), t1 � I(T ′, f � mb(T ′)) = t2 �
I(T ′, f � mb(T ′)) implies that t1 � I = t2 � I, hence f(t1) = f(t2). We conclude that I(T ′, f � mb(T ′)) is 
complete.

To ensure consistency, we shrink T ′ even more. For every i /∈ I(T ′, f � mb(T ′)) if there is R ⊆ T ′, 
mb(R) ∈ UT such that i ∈ I(R, f � mb(R)), pick any such R and denote it by Ri, otherwise let Ri = T ′. 
Define X∗ = ∩i/∈I(T ′,f�mb(T ′))mb(Ri). Clearly mb(X∗) ∈ UT . By 2.37(4) there is a �U -fat tree T ∗ such that 
mb(T ∗) ⊆ X∗ and mb(T ∗) ∈ UT . It follows that T ∗ ⊆ Ri ⊆ T ′ for every i. By 2.47, I(T ′, f � mb(T ′)) ⊆
I(T ∗, f � mb(T ∗)) and therefore I(T ∗, f � mb(T ∗)) is also complete. To see it if consistent, let S ⊆ T ∗, 
mb(S) ∈ UT , and let i ∈ I(S, f � mb(S)), then S ⊆ T , so by definition of Ri, i ∈ I(Ri, f � mb(Ri)). Since 
T ∗ ⊆ Ri, then I(Ri, f � mb(Ri)) ⊆ I(T ∗, f � mb(T ∗)). �
Proof of Lemma 2.48. Again we go by induction on ht(T ). For ht(T ) = 1 it is well known. Assume ht(T ) =
n + 1 and fix α ∈ Lev1(T ) and consider the function

fα : mb(T/〈α〉) → B fα(�β) = f(α��β).

By the induction hypothesis there is T ′
α ⊆ T/〈α〉 such that mb(T ′

α) ∈ UT/〈α〉 and Iα ⊆ {2, ..., n + 1} such 
that

(�) ∀t1, t2 ∈ mb(T ′
α).t1 � Iα = t2 � Iα ↔ fα(t1) = fα(t2).

Find H ∈ U
(T )
〈〉 and I ′ ⊆ {2, ..., n} such that Iα = I ′ for α ∈ H. Let S be the tree with Lev1(S) = H

and for every α ∈ H, S/〈α〉 = T ′
α, then by 2.38(2), mb(S) ∈ UT . It follows that for every t, s ∈ mb(S), if 

t � {1} ∪ I ′ = s � {1} ∪ I ′ then

f(t) = ft(1)(t � {2, ..., n}) = fs(1)(s � {2, ..., n}) = f(s).

If the implication f(t) = f(t′) → t � {1} ∪ I ′ = t′ � {1} ∪ I ′ holds for every t, t′ ∈ mb(S), then we can take 
I = I ′ ∪ {1} and we are done. However there can still be a counter example i.e. t, t′ ∈ mb(S), such that

t � I ′ ∪ {1} �= t′ � I ′ ∪ {1} ∧ f(t) = f(t′).

Our strategy will be to go over all possible interweaving of counter examples and shrink the tree S to 
eliminate them. We will see that if we fail to do so, then we can take I = I ′. Note that if t(1) = t′(1) then by 
the construction of S, t, t′ cannot be a counter example, hence a counter example is one with t(1) �= t′(1).

Fix any interweaving p = 〈g, g′〉 with g(1) �= g′(1), and consider the iteration, jp. If this iteration is 
undefined then by 2.44 we can shrink S such that we have eliminated this of kind interweaving. If the 
iteration is defined, compare jp(f)(〈κi | i ∈ Ap〉), jp(f)(〈κj | j ∈ A′

p〉). Suppose the interweaving is such 
that for some i ∈ I ′, g(i) �= g′(i) we claim that

(��) jp(f)(〈κi | i ∈ Ap〉) �= jp(f)(〈κj | j ∈ A′
p〉).

Otherwise by 2.43(1) find �U -fat tree Sp such that (��) holds for maximal branches of Sp. Let i be maximal 
such that g(i) �= g′(i), without loss of generality, suppose that g′(i) < g(i). Note that q = g(i) ∈ Ap \ A′

p, 
otherwise, if q ∈ A′

p, then for some j > i, g′(j) = g(i) and therefore g(j) > g(i) = g′(j) hence g(j) �= g′(j)
contradicting the maximality of i. We construct recursively t, r ∈ Sp, so pick any element in s ∈ Levq−1(Sp), 
set

t � {1, ..., .q − 1} = s = r � {1, ..., q − 1}.



T. Benhamou, M. Gitik / Annals of Pure and Applied Logic 173 (2022) 103107 25
Pick t(q) < r(q) ∈ SuccSp
(t), since q /∈ A′

p, then t � A′
p ∩ {1, ..., q} = r � A′

p ∩ {1, ..., q}. Assume that 
t � {1, ..., k}, r � {1, ..., k} ∈ Levk(Sp) are defined such that

t � A′
p ∩ {1, ..., k} = r � A′

p ∩ {1, ..., k}.

If k + 1 ∈ A′
p then U (Sp)

t�{1,...,k} = U
(Sp)
r�{1,...,k}, as it depends only on t � A′

p ∩ {1, ..., k}. Thus we can choose

t(k + 1) = r(k + 1) ∈ SuccSp
(t � {1, ..., k}) ∩ SuccSp

(r � {1, ..., k}).

If k + 1 ∈ Ap \ A′
p, pick t(k + 1) ∈ SuccSp

(t � {1, ..., k}) and r(k + 1) ∈ SuccSp
(r � {1, ..., k}) randomly. 

Note that in any case t � A′
p ∩ {1, ..., k + 1} = r � {1, ..., k + 1} Eventually we obtain t, r ∈ mb(Sp) with 

t � A′
p = r � A′

p = �α′ and min(t) = min(r) = min(s). Hence t � Ap, r � Ap, �α′ ∈ mb(S), note that both 
t � Ap, �α′ and r � Ap, �α′ interweave as p. Consequently,

f(t � Ap) = f(�α′) = f(r � Ap).

This means we found a counter example with the same first coordinate which is a contradiction, concluding 
that jp(f)(〈κi | i ∈ Ap〉) �= jp(f)(〈κj | j ∈ A′

p〉). By 2.43(1) and 2.43(2) we can shrink S so that for every 
t, t′ which interweaves as p, f(t) �= f(t′), in other words, we have eliminated all counter examples which 
interweave as p. Next, consider p for which g(i) = g′(i) for every i ∈ I ′. If

jp(f)(〈κi | i ∈ Ap〉) = jp(f)(〈κj | j ∈ A′
p〉)

then we can shrink S so that whenever t, t′ ∈ mb(S) interweave as p, f(t) = f(t′). By 2.43(3) we can shrink 
S further to S∗ so that for every t ∈ mb(S∗) and α < min(t) there is s ∈ mb(S) so that min(s) = α ∧ t, s
interweave as p. We claim that we can drop 1 i.e. I ′ = I is the set desired. To see this, assume that 
t, t′ ∈ mb(S∗). Without loss of generality, assume that min(t′) = α < min(t), by the construction of S∗, 
there is t′′ ∈ mb(S) such that

1. t, t′′ interweave as p.
2. t � I = t′′ � I.
3. min(t′) = α = min(t′′).

Hence

f(t) = f(t′)⇔(1) f(t′′) = f(t′)⇔(3) t′′ � I = t′ � I ⇔(2) t � I = t′ � I.

Finally if jp(f)(〈κi | i ∈ Ap〉) �= jp(f)(〈κj | j ∈ A′
p〉) then we shrink S and eliminate counter examples 

which interweave as p. Obviously, if we went through all possible interweaving of all counter examples and 
eliminated them, then I = I ′ ∪ {1} will be as desired. �
Lemma 2.50. Let T and S be �U-fat trees on κ1 ≤ ... ≤ κn, θ1 ≤ ... ≤ θm respectively. Suppose F : mb(T ) → κ

and G : mb(S) → κ are any functions such that I := I(T, F ), J := I(S, G) are complete and consistent. 
Then there exists �U-fat subtrees T ∗, S∗ with mb(T ∗) ∈ UT and mb(S∗) ∈ US such that one of the following 
holds:

1. mb(T ∗) � I = mb(S∗) � J9 and (F � mb(T ∗))I = (G � mb(S∗))J .
2. Im(F � mb(T ∗)) ∩ Im(G � mb(S∗)) = ∅.

9 Denote mb(T ) � I = {t � I | t ∈ mb(T )}.
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Proof. The argument is similar to product of measures version in [5]. Fix F, G, we proceed by induction on 
〈ht(T ), ht(S)〉 =: 〈n, m〉. Let us first deal with some trivial cases:

If I = J = ∅ i.e. F, G are constantly dF , dG, respectively. Either dF �= dG and (2) holds, or dF = dG and 
(1) holds. If I = ∅ and j0 ∈ J �= ∅, then F is constantly dF . If dF /∈ Im(G) then (2) holds, otherwise, there 
is �β ∈ mb(S) such that G(�β) = dF , remove �β(j0) from Levj0(S) i.e. define:

1. S∗ � {1, ..., j0 − 1} := S � {1, ..., j0 − 1}.
2. For every t ∈ Levj0−1(S), define SuccS∗(t) := SuccS(t) \ {�β(j0)}.
3. For every t ∈ Levj0(S∗), S∗/t := S/t.

By 2.38, mb(S∗) ∈ US . If �β′ ∈ mb(S∗), then G(�β′) �= dF , just otherwise, �β′ � J = �β � J and in particular 
�β(j0) = �β′(j0), contradiction, then again (2) holds. Similarly, if J = ∅ and I �= ∅ then we can prove (2). This 
argument includes the case that one of the trees is {〈〉} in which case the functions are constantly f(〈〉) or 
g(〈〉). Thus we can assume that n, m ≥ 1. Without loss of generality, assume that θ1 ≤ κ1.

For every β ∈ SuccS(〈〉), consider the function10

Gβ : mb(S/〈β〉) → κ, Gβ(�β) = G(β��β).

Then for every β ∈ SuccS(〈〉), I(S/〈β〉, Gβ) ⊇ J \{1}. Shrink SuccS(〈〉) to stabilize I(S/〈β〉, Gβ) = J∗. Then 
J∗ = J \ {1}, since if we let S∗ be the tree obtained from S by shrinking SuccS(〈〉), and S∗/〈β〉 = S/〈β〉, 
then by 2.38(4) mb(S∗) ∈ US . By coherency I(S∗, G � mb(S∗)) ⊆ J . So if j ∈ J∗ then it follows by definition 
of important coordinate that j ∈ I(S∗, G), hence j ∈ J . It follows now that for every β, I(S/〈β〉, Gβ) is 
complete. For consistency, the argument given in Corollary 2.48 applies by shrinking S/〈β〉 if necessary. 
To ease notation we keep denoting the shrinked tree by S. Apply induction to F and Gβ, I, J∗, to find 
T β ⊆ T, Sβ ⊆ S/〈β〉 for which mb(T β) ∈ UT , mb(Sβ) ∈ US/〈β〉 such that one of the following holds:

1. mb(T β) � I = mb(Sβ) � J∗ and (F � mb(T β))I = (Gβ � mb(Sβ))J∗ .
2. Im(F � T β) ∩ Im(Gβ � mb(Sβ)) = ∅.

Denote by iβ ∈ {1, 2} the relevant case. There is H ⊆ SuccS(〈〉), H ∈ U
(S)
〈〉 and i∗ ∈ {1, 2} such 

that for every β ∈ H, iβ = i∗. Let S∗ be the tree such that SuccS∗(〈〉) = H and for every β ∈ H, 
S∗/〈β〉 = Sβ ∈ �US/〈β〉. By 2.38(2), S∗ ⊆ S and mb(S∗) ∈ US .

If i∗ = 1, let T ∗ = ∪β∈HT β ⊆ T then mb(T ∗) ∈ UT . Argue that 1 /∈ J and therefore J∗ = J . Indeed, fix 
some β1 < β2 ∈ H. Pick some t ∈ mb(T β1) ∩mb(T β2) (this is possible since they are both in UT ) then

t � I ∈ (mb(T β1) � I) ∩ (mb(T β2) � I).

Since for every β ∈ H, mb(T β) � I = mb(Sβ) � J∗ there are s1 ∈ mb(Sβ1) and s2 ∈ mb(Sβ2) such that 
s1 � J∗ = t � I = s2 � J∗. Hence β�

1 s1, β
�
2 s2 ∈ mb(S) and

G(β�
1 s1) = Gβ1(s1) = (Gβ1)J∗(s1 � J∗) = FI(t � I) = (Gβ2)J∗(s2 � J∗) = Gβ2(s2) = G(β�

2 s2)

we found two maximal branches x, y ∈ mb(S) which differ on {1} such that G(x) = G(y), by the definition of 
important coordinates it follows that 1 /∈ J . Moreover, mb(T ∗) � I = mb(S∗) � J and that (F � mb(T ∗))I =
(G � mb(S∗))J , namely, (1) holds. To see this,

mb(T ∗) � I = ∪β∈Hmb(T β) � I = ∪β∈Hmb(Sβ) � J∗ = ∪β∈SuccS∗ (〈〉)mb(S∗
〈β〉) � J = mb(S∗) � J.

10 Note that if m = 1 then S/〈β〉 = {〈〉} and Gβ is constant.
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Also if ρ ∈ mb(T ∗) � I = mb(S∗) � J , there is β ∈ H such that ρ ∈ mb(T β) � I = mb(Sβ) � J , hence

(G � mb(S∗))J(ρ) = (Gβ � mb(Sβ))J (ρ) = (F � mb(T β))I(ρ) = (F � mb(T ∗))I(ρ).

Assume i∗ = 2.
We repeat the same process, consider now Fα for every α ∈ SuccT (〈〉), we can shrink T so that I \ {1} =

I(T/〈α〉, Fα) is complete and consistent. Apply induction to Fα, G, such that for every α, we have jα ∈ {1, 2}
which correspond to iβ. We shrink SuccT (〈〉) to some W and stabilize jα. If j∗ = 1 then 1 /∈ I, and we can 
find S∗ ⊆ S, T ∗ ⊆ T such that mb(S∗) ∈ US and mb(T ∗) ∈ UT such that

mb(S∗) � J = mb(T ∗) � I and (F � mb(T ∗))I = (G � mb(S∗))J

so (1) holds. Assume that j∗ = 2.

Case 1: Assume θ1 < κ1. Shrink SuccT (〈〉) so that min(SuccT (〈〉)) > θ1. Since UT is κ1-complete and 
|H| = θ1, ∩β∈Hmb(T β) ∈ UT . By 2.43(4) there is a �U -fat tree T ∗ such that mb(T ∗) ∈ UT and mb(T ∗) ⊆
∩β∈Hmb(T β) in particular T ∗ ⊆ T . It follows that

(�) ∀t ∈ mb(T ∗)∀s ∈ mb(S∗).F (t) �= G(s).

To see this, note that s(1) ∈ SuccS∗(〈〉) = H, t ∈ mb(T s(1)) and s � {2, ..., n} ∈ mb(Ss(1)). Since i∗ = 2, 
Im(F � mb(T s(1))) ∩ Im(Gβ � mb(Ss(1))) = ∅, hence F (t) �= Gs(1)(s � {2, ..., n}) = G(s).

Case 2: Assume that θ1 = κ1. Shrink the trees T and S in the following way: SuccT ′(〈〉) = Δβ∈HSuccTβ (〈〉) ∈
U

(T )
〈〉 , SuccS′(〈〉) = Δα∈WSuccSα(〈〉) ∈ U

(S)
〈〉 . Also for every α ∈ SuccT ′(〈〉), find a �U -fat tree T ′/〈α〉 such 

that mb(T ′/〈α〉) ⊆ ∩β∈H∩αmb(T β/〈α〉). In the same fashion for every β ∈ SuccS′(〈〉), find S′/〈β〉 such that 
mb(S′/〈β〉) ⊆ ∩α∈W∩βmb(Sα/〈β〉). Then we claim the following:

(��) ∀t ∈ mb(T ′)∀s ∈ mb(S′).t(1) �= s(1) → F (t) �= G(s).

To see this, assume for example that s(1) < t(1) (the case t(1) < s(1) is symmetric), note that s(1) ∈
SuccS∗(〈〉) = H, and by the definition of diagonal intersection, t(1) ∈ SuccT s(1)(〈〉). Also, t � {2, ..., n} ∈
mb(T s(1)/〈t(1)〉) and therefore t ∈ T s(1). Clearly, s � {2, ..., n} ∈ mb(S′/〈s(1)〉) = mb(Ss(1)). Since i∗ = 2, 
Im(F � mb(T s(1))) ∩ Im(Gs(1) � mb(Ss(1))) = ∅, hence F (t) �= Gs(1)(s � {2, ..., n}) = G(s).

So we are left with the situation that s = min(s) = min(t). If U (S)
〈〉 �= U

(T )
〈〉 we can shrink 

SuccT∗(〈〉), SuccS∗(〈〉) so that they are disjoint, avoid this situation and conclude (2). If U (T )
〈〉 = U

(S)
〈〉 , 

let A = SuccT∗(〈〉) ∩ SuccS∗(〈〉). For every α ∈ A, apply the induction hypothesis to the functions Fα, Gα, 
I \ {1}, J \ {1} we obtain Tα ⊆ T/〈α〉 and Sα ⊆ S/〈α〉 such that (1) or (2) holds. We denote the rele-
vant case by rα. Again, shrink A to A∗ and find r∗ ∈ {1, 2} so that for every α ∈ A∗, rα = r∗. Define 
SuccT∗(〈〉) = SuccS∗(〈〉) = A∗ and for every α ∈ A∗, T ∗/〈α〉 = Tα and S∗/〈α〉 = Sα. Clearly T ∗ ⊆ T , 
S∗ ⊆ S and mb(T ∗) ∈ �UT , mb(S∗) ∈ �US .

If r∗ = 2, for every α�t ∈ mb(T ∗), α�s ∈ mb(S∗), we have that rα = 2, then F (α�t) = Fα(t) ∈ Im(Fα �
mb(Tα)) and G(α�s) = Gα(s) ∈ Im(Gα � mb(Sα)). By rα = 2, G(α, s) �= F (α, t) and we have eliminated 
the possibility of F (t) = G(s) where min(s) = min(t), we conclude that (2) holds.

Finally, assume r∗ = 1, namely that for I \ {1} = I∗ ⊆ {2, ..., ht(T )}, J \ {1} = J∗ ⊆ {2, ..., ht(S)}, and 
every α ∈ A∗

mb(Tα) � I∗ = mb(Sα) � J∗ ∧ (Fα � mb(Tα))I∗ = (Gα � mb(Sα))J∗ .

It follows that
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(�) mb(T ∗) � I∗ ∪ {1} = ∪α∈A∗{α} ×mb(Tα) � I∗ = ∪α∈A∗{α} ×mb(Sα) � J∗ = mb(S∗) � J∗ ∪ {1}.

Moreover, for every 〈α〉�ρ ∈ mb(T ∗) � I∗ ∪ {1},

(��) (F �mb(T∗))I∗∪{1}(α, ρ) = (Fα � mb(Tα))I∗(ρ) = (Gα � mb(Sα))J∗(ρ) = (G � mb(S∗))J∗∪{1}(α, ρ).

If 1 /∈ I then 1 is not an important coordinate for F � mb(T ∗) and by definition this means that there are 
t1, t2 ∈ mb(T ∗) such that t1(1) �= t2(1) and F (t1) = F (t2). Then

t1 � I ∈ mb(T t1(1)) � I = mb(S(t1(1)) � J∗

t2 � I ∈ mb(T t2(1)) � I = mb(S(t2(1)) � J∗.

So there are s1, s2 ∈ mb(S∗) such that s1(1) = t1(1), s2(1) = t2(1) and s1 � J∗ = t1 � I, s2 � J∗ = t2 � I. It 
follows that

G(s1) = Gs1(1)(s1 � J∗) = Ft1(1)(t1 � I) = F (t1) �= F (t2) = Ft2(1)(t2 � I) = Gs2(1)(s2 � J∗) = G(s2).

So 1 is not important for G � mb(S∗), hence 1 /∈ J . In a similar way, we conclude that If 1 /∈ J then 1 /∈ I. 
In either case, from (�), (��) we conclude that (1) holds. �
3. The proof for short sequences

Let us return to M[�U ] and use the combinatorial tools developed in the last section.

Definition 3.1. Let p ∈ M[�U ] be a condition. A tree of extensions of p is a �U -fat tree T on θ1 ≤ ... ≤ θn, 
such that for every 1 ≤ i ≤ n, θi ∈ κ(p) and each t ∈ T is a legal extension of p i.e. p�t ∈M[�U ]. Denote by 
ξ(t), κ(t) the ordinals such that SuccT (t) ∈ U(κ(t), ξ(t)).

If T is a tree of extensions of p and T ′ ⊆ T is a �U -fat tree such that mb(T ′) ∈ UT then T ′ is also a tree 
of extensions of p.

Let p��α ∈M[�U ], and for every r ≤ |�α| =: n let Br ∈ ∩�U(�α(r)). Define

p�〈�α, �B�α〉 := p�〈�α(1), B1 ∩ �α(1)〉�...�〈�α(n), Bn ∩ (�α(n− 1), �α(n))〉.

Proposition 3.2. Let T be a �U -fat tree of extensions of p, and let for every t ∈ mb(T ), pt ≥∗ p�t be a 
condition. Then there are p∗, T ∗ and Bs for s ∈ T ∗ \mb(T ∗) such that:

1. p ≤∗ p∗.
2. T ∗ ⊆ T is a �U -fat tree of extensions for p∗ with mb(T ∗) ∈ UT .
3. Bs ∈ ∩ξ<ξ(s)U(κ(s), ξ).
4. For every t ∈ mb(T ∗)

pt ≤∗ p∗�〈t, �Bt〉 := p∗�〈t(1), B〈〉 ∩ t(1)〉�...�〈t(n), Bt�{1,...,n−1} ∩ t(n)〉.

Proof. Assume that T is on κj1(p) ≤ ... ≤ κjn(p), and let us proceed by induction on ht(T ). If ht(T ) = 1, 
then for every α ∈ SuccT (〈〉) ∈ U(κj1(p), ξ(〈〉)) denote

p�α ≤∗ pα = 〈pα � κj1−1(p), 〈α,Bα〉, 〈κj1(p), Cα〉, pα � (κj1(p), κ]〉.

The order ≤∗ is more than κj1(p)-closed in M[�U ] � (κj1(p), κ], so we can find p∗> ∈ M[�U ] � (κj1(p), κ]
such that pα � (κj1(p), κ] ≤ p∗> for every α ∈ SuccT (〈〉). For the lower part, shrink SuccT (〈〉) to H ∈
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U(κj1(p), ξ(〈〉)) and find p∗< ∈ M[�U ] � κj1−1(p) such that for every α ∈ H, p∗< = pα � κj1−1(p). Next, by 
normality

C := Δα<κj1 (p)Cα ∈ ∩�U(κj1(p)).

Use 2.5 to find C∗ ⊆ C such that for every α ∈ C∗, C∗ ∩ α ∈ �U(α). As for the Bα’s, for every α ∈ H, 
Bα ∈ ∩�U(α). Use ineffability and shrink H to H ′ ∈ U(κj1(p), ξ(〈〉)) and find a single set X such that for 
every α ∈ H ′, X ∩ α = Bα, it follows that, B〈〉 := C∗ ∩X ∈ ∩j<ξ(〈〉)U(κj1(p), j). Set SuccT∗(〈〉) = H ′ ∩C∗

and let

p ≤∗ 〈p∗<, 〈κj1(p), C∗〉, p∗>〉 =: p∗.

To see that p∗, B〈〉, T ∗ is as wanted, let α ∈ SuccT∗(〈〉). Since α ∈ H ′, B〈〉 ∩ α = Bα ∩ C∗ ⊆ Bα. Since 
α ∈ H, pα � κj1−1 = p∗< and since α ∈ SuccT (〈〉), pα � (κj1 , κ] ≤∗ p∗>. Finally note that

Bj1(p∗) \ α + 1 = C∗ \ α + 1 ⊆ Cα.

Thus pα ≤∗ p∗�〈α, B〈〉 ∩ α〉. Assume that n = ht(T ) > 1, then for every t ∈ T \ mb(T ), and for every 
α ∈ SuccT (t), we are given some condition p�t�α ≤∗ pt�α. Apply the case ht(T ) = 1 to p�t and SuccT (t)
to find p�t ≤∗ p∗t , SuccT∗(t) and a set Bt ∈ ∩ξ<ξ(t)U(κ(t), ξ) such that for every α ∈ SuccT∗(t), pt�α ≤∗

p∗�t 〈α, Bt ∩ α〉. Apply the induction hypothesis to p, T \mb(T ), to find p ≤∗ p∗, T ∗ ⊆ T \mb(T ) and sets 
Bs such that for every t ∈ mb(T ∗), p∗t ≤∗ p∗�〈t, �Bt〉. Hence for every α ∈ SuccT∗(t),

pt ≤∗ p∗�t 〈α,Bt ∩ α〉 ≤∗ p∗�〈t, �Bt〉�〈α,Bt ∩ α〉 = p∗�〈t�α, �Bt�α〉.

It follows that p∗, T ∗ and Bt are as wanted. �
The following lemma is the strong Prikry property for M[�U ].

Lemma 3.3. Let D ⊆ M[�U ] be dense open, and let p ∈ M[�U ] be any condition, then there is p ≤∗ p∗ and 
a tree of extensions of p∗, T and sets Bs ∈ ∩ξ<ξ(s)U(κ(s), ξ) for every s ∈ T \mb(T ) such that for every 
t ∈ mb(T ), p∗�〈t, �Bt〉 ∈ D.

Proof. Let r ≤ l(p) + 1, �α ∈ [κr(p)]<ω, such that p��α ∈M[�U ] is a condition. Set

A0
r(�α) = {α ∈ Br(p) \ (max(�α) + 1) | ∃q ≥∗ p��α�〈α〉. q ∈ D}, A1

r(�α) = Br(p) \A0
r(�α).

For every i < o
�U (κr(p)), only one of A0

r(�α), A1
r(�α) is in U(κr(p), i). Denote it by Ar,i(�α) and let Cr,i(�α) ∈

{0, 1} be such that Ar,i(�α) = A
Cr,i(�α)
r (�α). Define

Ar,i = Δ
�α∈[κr(p)]<ω

Ar,i(�α) ∩Br(p) ∈ U(κr(p), i),

so far Ar,i has the property that for �α ∈ [κr(p)]<ω if ∃α ∈ Ar,i and p��α�〈α〉 ≤∗ q ∈ D then for every 
α ∈ Ar,i there is p��α�〈α〉 ≤∗ q ∈ D.

For every 〈α1, ..., αn−1〉 ∈ [κr(p)]n−1, define D(1)
r,i (α1, ..., αn−1, ∗) : Ar,i → {0, 1} by

D
(1)
r,i (α1, ..., αn−1, α) = 0⇔ ∃r ≤ s ≤ l(p) + 1∃j < o

�U (κs(p)) Cs,j(α1, ..., αn−1, α) = 0.

Find a homogeneous set for D(1)
r,i , A(1)

r,i (α1, ..., αn−1) ∈ U(κr(p), i) with color C(1)
r,i (α1, ..., αn−1). Define

A
(1)
r,i = Δ

n−1
A

(1)
r,i (�α) ∩Br(p) ∈ U(κr(p), i).
�α∈[κr(p)]
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In similar fashion, define recursively for k ≤ n

D
(k)
r,i (α1, ..., αn−k, α) = 0⇔ ∃r ≤ s ≤ l(p) + 1∃j < o

�U (κ) C
(k−1)
s,j (α1, ..., αn−k, α) = 0,

find homogeneous A(k)
r,i (α1, ..., αn−k) ∈ U(κr(p), i) with color C(k)

r,i (α1, ..., αn−k) and let

A
(k)
r,i = Δ

�α∈[κr(p)]n−k
A

(k)
r,i (�α) ∩Br(p) ∈ U(κr(p), i).

Eventually, set

Ar,i,n =
⋂
k≤n

A
(k)
i , Ar,i =

⋂
n<ω

Ar,i,n ∈ U(κr(p), i) and Ar =
⋃

i<o�U (κr(p))

Ar,i.

Let p ≤∗ p1, where p1 is obtained from p by shrinking Br(p) to the set obtained from 2.5 to Ar such that 
for every α ∈ Br(p1), α ∩ Br(p1) ∈ ∩�U(α). By density, there exists p′ ≥ p1 such that p′ ∈ D. There is 
〈�α, α〉 ∈ [B(p∗)]<ω such that p�1 〈�α, α〉 ≤∗ p′. Find s1 ≤ ... ≤ sn ≤ r, ij ≤ o

�U (κsj (p)) and k < o
�U (κr(p))

such that α ∈ Ar,k and �α = 〈α1, ..., αn−1〉 ∈
∏n−1

j=1 Asj ,ij . It follows that Ar,k(�α) = A0
r,k(�α). Hence,

Cr,k(�α) = 0⇒ D
(1)
sn,in

(α1, ..., αn) = 0⇒ C
(1)
sn,in

(α1, ..., αn−1) = 0⇒ D
(2)
sn−1,in−1

(α1, ..., αn−1) = 0⇒

C
(2)
sn−1,in−1

(α1, ..., αn−2) = 0⇒ ...⇒ D
(n)
s1,i1

(α1) = 0⇒ C
(n)
s1,i1

(〈〉) = 0.

Define the tree T ′: Let s(〈〉) = s1, ξ(〈〉) = i1 and define

SuccT ′(〈〉) = As(〈〉),ξ(〈〉) ∩Bs(〈〉)(p1) ∈ U(κs(〈〉)(p), ξ(〈〉)).

Since As1,i1 ⊆ A
(n)
s1,i1

(〈〉) is homogeneous, D(n)
i1

(x) = 0 for every x ∈ As1,i1 . Hence, there are κs(x)(r) and 

ξ(x) such that D(n−1)
s(x),ξ(x)(x, ∗) takes the color 0 on As(x),ξ(x). Let

SuccT ′(〈α〉) = As(α),ξ(α) ∩Bs(α)(p1).

Recursively, define the other levels in a similar fashion. By 2.6, for every t ∈ mb(T ′), p1 ≤ p�1 t ∈ M[�U ]. 
Consider the function t ∈ mb(T ′) �→ 〈s(t � 0), s(t � 1), ..., s(t � n)〉, then by 2.39, we can find a �U -fat tree 
T ′′ ⊆ T ′, mb(T ′′) ∈ UT ′ such that 〈s(t � 0), s(t � 1), ..., s(t � n)〉 is stabilized for t ∈ mb(T ′′).

By the construction of the tree T ′′, for every t ∈ mb(T ′′) there is p�1 t ≤∗ pt such that pt ∈ D. By 
Proposition 3.2 we can amalgamate all those pt’s and find a single p ≤∗ p∗, shrink T ′′ to T ∗ and find Bs for 
s ∈ T ∗ \mb(T ∗) such that for every t ∈ mb(T ∗), pt ≤∗ p∗�〈t, �Bt〉. Since D is open then p∗�〈t, �Bt〉 ∈ D. �
Proposition 3.4. Let p ∈ M[�U ] be a condition, T a �U -fat tree of extensions of p, and sets Bs ∈
∩ξ<ξ(s)U(κ(s), ξ) for every s ∈ T \mb(T ) such that for every t ∈ mb(T ), p ≤ p�〈t, �Bt〉 ∈M[�U ]. Then there 
are p ≤∗ p∗, a tree T ∗ ⊆ T of extensions of p∗, mb(T ∗) ∈ UT and sets As ⊆ Bs, As ∈ ∩ξ<ξ(s)U(κ(s), ξ)
such that

DT∗, �A := {p∗�〈t, �At〉 | t ∈ mb(T )}
is pre-dense above p∗. In particular, for any generic G with p∗ ∈ G, G ∩DT∗ �= ∅.

Proof. Assume that T is on κj1(p) ≤ ... ≤ κjn(p) and again we argue by induction on ht(T ). Assume that 
ht(T ) = 1, use 2.5 to find A< ⊆ B〈〉 ∩ Bj1(p) such that A< ∈ ∩ξ<ξ(〈〉)U(κj1(p), ξ) and for every α ∈ A<, 
α ∩A< ∈ ∩�U(α). Consider the sets

Aξ(〈〉) = SuccT (〈〉) ∩Bj1(p) ∩ {α < κj1(p) | A< ∩ α ∈ ∩�U(α)} ∈ U(κj1(p), ξ(〈〉))
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A> = Bj1(p) ∩ {α < κj1(p) | ∃Aξ(〈〉) ∩ α ∈ (∩�U(α))+} ∈
⋂

ξ(〈〉)<ξ<o�U (κj1 (p))

U(κj1(p), ξ).

Let p ≤∗ p∗ be the condition obtained from p by shrinking Bj1(p) to

Bj1(p∗) := A< ∪Aξ(〈〉) ∪A>

let A〈〉 := A< and shrink SuccT (〈〉) to SuccT∗(〈〉) := Aξ(〈〉). Clearly, T ∗ is a tree of extensions for p∗ as for 
every α ∈ SuccT∗(〈〉), A< ∩ α ∈ ∩�U(α) and A< ∩ α ⊆ Bj1(p∗) ∩ α. To see that p∗, T ∗, A〈〉 are as wanted, 
let p∗ ≤ q. Let �α be such that p∗��α ≤∗ q. Without loss of generality, assume that �α ∈ [(κj1−1(p), κj1(p))]n
and let Xi denote the sets of the pairs 〈�α(i), Xi〉 and 〈κj1(p), X〉 appearing in q.

If �α ∈ [A<]n, since X ∈ ∩�U(κj1(p)), then

X∗ := X ∩ SuccT∗(〈〉) ∩ {α | α ∩X ∈ ∩�U(α)} ∈ U(κj1(p)), ξ(〈〉)).

In particular X∗ is unbounded and we can find α ∈ X∗\max(�α) +1. It follows that p∗�〈α, A〈〉∩α〉 ∈ DT∗, �A. 
We claim that q, p∗�〈α, A〈〉 ∩ α〉 ≤ q′, where

q′ = p∗�〈�α(1), X1 ∩A<〉�...�〈�α(n), Xn ∩A<〉�〈α,X ∩A< ∩ α〉.

Indeed, for every β ∈ A<, β ∩A< ∈ ∩�U(β). In particular for every i, �α(i) ∩A< ∈ ∩�U(�α(i)), thus Xi ∩A< ∈
∩�U(�α(i)). Also by definition of X∗, α ∩X ∈ ∩�U(α) and by definition of SuccT∗(〈〉), A< ∩ α ∈ ∩�U(α). By 
2.6, q ≤ q′ and p∗�〈α, A〈〉 ∩ α〉 ≤ q′.

If there is j ≤ n such that �α(j) /∈ A<, let r be the minimal such j. Since �α(r) ∈ Bj1(p), there are two 
cases here, either �α(r) ∈ Aξ(〈〉) or �α(r) ∈ A>. If �α(r) ∈ Aξ(〈〉) = SuccT∗(〈〉), then p∗�〈�α(r), A〈〉∩α〉 ∈ DT∗, �A

and we claim that p∗�〈�α(r), A〈〉 ∩ �α(r)〉, q ≤ q′ where

q′ = p∗�〈�α(1), X1 ∩A<〉�...�〈�α(r), A< ∩Xr〉�〈�α(r + 1), Xr+1〉�...�〈�α(n), Xn〉.

By minimality of r, �α(i) ∈ A< for every i < r and the same argument as before justifies that, Xi ∩ A< ∈
∩�U(�α(i)). Since �α(r) ∈ Aξ(〈〉), by definition we have that A<∩�α(r) ∈ ∩�U(�α(r)), hence Xr∩A< ∈ ∩�U(�α(r)), 
then again we use 2.6. Finally, if �α(r) ∈ A>, then Aξ(〈〉) ∩ �α(r) ∈ (∩�U(�α(r)))+. In particular

X∗ := Aξ(〈〉) ∩Xr ∩ {α | α ∩Xr ∈ ∩�U(α)} ∈ (∩�U(�α(r)))+

hence there is α ∈ Xr∩A〈ξ(〈〉) \�α(r−1) +1. This time, the witness for the compatibility of p∗�〈α, A〈〉∩α〉, q
will be

q′ = p∗�〈�α(1), X1 ∩A<〉�...�〈�α(r − 1), A< ∩Xr−1〉�〈α,Xr ∩A< ∩ α〉�〈�α(r), Xr \ α〉�...�〈�α(n), Xn〉.

This concludes the case ht(T ) = 1. Let T be such that n = ht(T ) > 1, for every s ∈ T \mb(T ), apply the 
case n = 1 to SuccT (s) and the condition p�s to find

p�s ≤ p∗s, a set As ⊆ Bs, and SuccT∗(s) ⊆ SuccT (s), SuccT∗(s) ∈ U(κjn(p), ξ(s))

such that {p∗�s 〈α, As ∩ α | α ∈ SuccT ∗(s)} is pre-dense above p∗s. Apply 3.2, and find a condition p ≤∗ p1, 
T1 ⊆ T \ mb(T ), mb(T1) ∈ UT\mb(T ) and sets Cs ∈ ∩ξ<ξ(s)U(κ(s), ξ) such that for every t ∈ mb(T1), 
p∗t ≤∗ p�1 〈t, �Ct〉. Now apply induction hypothesis to p1, T1 and the sets Bs ∩ Cs, find p1 ≤∗ p∗ and 
T ∗ � {1, ..., n − 1} ⊆ T1 and sets As such that {p∗�〈s, �As〉 | s ∈ mb(T ∗ � {1, ..., n − 1})} is pre-dense. 
Let us prove that above p∗, {p∗�〈t, �At〉 | t ∈ mb(T ∗)} is pre-dense above p∗. Let p∗ ≤ q, then there is 
s ∈ mb(T ∗ � {1, ..., n − 1}) such that p∗�〈s, �As〉 and q are compatible via some q′. Since As ⊆ Cs, it follows 
that

p∗s ≤∗ p�1 〈s, �Cs〉 ≤∗ p∗�〈s, �As〉 ≤ q′.
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Therefore, there is α ∈ SuccT∗(s) such that p∗�s 〈α, As ∩ α〉, q′ are compatible via q′′. It follows that 
p∗�s 〈α, As ∩ α〉 ≤ q′′ and also p∗�〈s, �As〉 ≤ q′ ≤ q′′. So 〈α, As ∩ α〉 can be added to p∗�〈s, �As〉 and 
p∗�〈s�α, �As�α〉 = p∗�〈s, �As〉�〈α, As ∩ α〉 ≤ q′′. We conclude that q′′ is a witness for the compatibility of q
and p∗�〈s�α, �As�α〉. �

We will often have two conditions p ≤∗ p∗ and a tree of extensions T of p as in 3.4, so there are sets Bt

such that DT, �B is pre-dense above p. We would like to remove some of the branches in T to get a tree of 
extensions of p∗, T ∗ ⊆ T , such that DT∗, �B is pre-dense above p∗. T ∗ can simply be defined as:

T ∗ = {t ∈ mb(T ) | p∗�〈t, �Bt〉 ∈ mb(T )}

It is not hard to check that T ∗ is a �U -fat tree and mb(T ∗) ∈ UT . To see that DT∗, �B is pre-dense above p∗, 
let p∗ ≤ q then there is t ∈ mb(T ) such that p�〈t, �Bt〉, q are compatible via a condition q′′. Since t appears 
in q′′ and p∗ ≤ q ≤ q′′, it follows by 2.6 that t ∈ mb(T ∗) and p∗�〈t, �Bt〉, q ≤ q′′.

Corollary 3.5. Let p ∈ M[�U ] and 〈λ, B〉 in the stem of p. Consider the decomposition, p = 〈q, r〉, where 
q ∈ M[�U ] � λ ∧ r ∈ M[�U ] � (λ, κ], and κ is the maximal measurable in �U . Let x∼ be a M[�U ]-name for 
an ordinal. Then there is r ≤∗ r∗ ∈ M[�U ] � (λ, κ] such that for any q ≤ q′ ∈ M[�U ] � λ if there exist 
r∗ ≤ r′ ∈M[�U ] � (λ, κ] such that

〈q′, r′〉 ||x∼
then there is a tree of extensions of r∗, T/q′, and sets Bt,q′ such that DTq′ , �B

t,q′ is pre-dense above r∗ and

∀t ∈ mb(T/q′). 〈q′, r∗�〈t, �Bt〉〉 ||x∼.

Proof. For every q ∈M[�U ] � λ, let

Dq =
{
p′ ∈M[�U ] � (λ, κ]

∣∣ (〈q, p′〉||x∼) ∨ (∀p′′ ≥ p′.〈q, p′′〉 does not decide x∼)
}
.

Clearly, Dq ⊆ M[�U ] � (λ, κ] is dense open, hence by the strong Prikry property, there is r ≤∗ rq, a tree of 
extensions T ′

q and sets As,q for s ∈ T ′
q \mb(T ′

q) such that for every t ∈ mb(T ′
q), r�q 〈t, �At,q〉 ∈ Dq. For each 

t ∈ mb(T ′
q) one of the following holds:

1. 〈q, r�q 〈t, �At,q〉〉||x∼.
2. ∀p′′ ≥ r�q 〈t, �At,q〉.〈q, p′′〉 does not decide x∼.

Denote by it ∈ {1, 2} the case which holds. This defines a function g : mb(T ′
q) → {1, 2}. Apply 2.39, shrink 

T ′
q to T ′′

q and find i∗ ∈ {1, 2} such that for every t ∈ mb(T ′′
q ) it = i∗. Finally, apply 3.4, extend rq to r∗q

shrink T ′′
q to T ∗

q and find sets Bs,q ⊆ As,q so that

DT∗
q , �Bq = {r∗�q 〈s, �Bs,q〉 | s ∈ mb(T ∗

q )}

is pre-dense above r∗q . There is sufficient ≤∗-closure in M[�U ] � (λ, κ] to find a single r∗ such that rq ≤∗ r∗ for 
every q ∈M[�U ] � λ. Let us prove that r∗ is as wanted. We can shrink the trees T ∗

q to Tq as in the discussion 
before 3.5, to be extension trees of r∗ such that DT∗

q , �Bq is pre-dense. To see that r∗, Tq, Bs,q are as wanted, 
let q′ ≥ q and assume that there is r′ ≥ r∗ such that 〈q′, r′〉||x∼. Since the set {r∗�〈t, �Bt,q〉 | t ∈ mb(Tq′)}
is pre-dense above r∗, there is t ∈ mb(Tq′) such that r∗�〈t, �Bt,q〉, r′ are compatible. In particular, there is 
r′′ ≥ r∗�〈t, �Bt,q〉 such that 〈q′, r′′〉||x∼, indicating that i∗ = it = 1. Hence for every s ∈ mb(T ∗

q′), is = 1, thus

〈q′, r∗�〈s, �Bs,q〉〉||x. �
∼
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The next lemma is the first step toward Theorem 1.1. Recall the inductive hypothesis (IH): for every 
μ < κ and every coherent sequence �W with maximal element μ, every V -generic Gμ ⊆M[ �W ] and a set of 
ordinals X ∈ V [G] there is C ′ ⊆ CGμ

such that V [X] = V [C ′].

Lemma 3.6. Let G ⊆ M[�U ] be V -generic filter and assume (IH). Let A ∈ V [G] be a set of ordinals such 
that |A| < κ, where κ is the maximal measurable in �U . Then there exists C ′ ⊆ CG, |C ′| ≤ |A|, such that 
V [A] = V [C ′].

Proof. Let A = 〈ai | i < λ〉 where λ = |A| < κ be an enumeration of A. In V , pick a sequence of M[�U ]-
names for A, 〈a∼i | i < λ〉. We proceed by a density argument, let p ∈M[�U ] � (λ, κ] be any condition, using 
Lemma 3.5, find a ≤∗-increasing sequence 〈pi | i < λ〉 above p and maximal antichains Zi ⊆M[�U ] � λ such 
that for every q ∈ Zi there is a �U -fat tree Tq,i and sets Bs,q

i such that any extension of pi from mb(Tq,i)
together with q and the sets Bs,q

i decides a∼i, and the set

DTq,i, �B
q
i

:= {p�i 〈t, �B
t,q
i 〉 | t ∈ mb(Tq,i)},

is pre-dense above pi. The forcing M[�U ] � (λ, κ] has sufficiently ≤∗-closure to find p′ such that for every 
i < λ, pi ≤∗ p′. Define the function Fq,i : mb(Tq,i) → On by:

Fq,i(t) = γ ⇔ 〈q, p′�〈t, �Bt,q
i 〉〉 � a∼i = γ̌.

By Lemma 2.48, we can find T ′
q,i ⊆ Tq,i, mb(T ′

q,i) ∈ UTq,i
such that Iq,i := I(T ′

q,i, Fqi � mb(T ′
q,i)) is complete 

and consistent. For any q, q′ ∈ Zi apply Lemma 2.50 to the functions Fq,i, Fq′,i and shrink T ′
q,i, T

′
q′,i to 

T q,q′

q,i , T q,q′

q′,i , mb(T q,q′

q,i ) ∈ UTq,i
, mb(T q,q′

q′,i ) ∈ UTq′,i so that either

1. mb(T q,q′

q,i ) � Iq,i = mb(T q,q′

q′,i ) � Iq′,i and (Fq,i � mb(T q,q′

q,i ))Iq,i = (Fq′,i � mb(T q,q′

q′,i ))Iq′,i .
2. Im(Fq,i � mb(T q,q′

q,i )) ∩ Im(Fq′,i � mb(T q,q′

q′,i )) = ∅.

The ultrafilter UTq,i
is sufficiently closed to ensure that X∗

q = ∩q′∈M[�U ]�λmb(T q,q′

q,i ) ∈ UTq,i
and by 2.37 there 

is a �U -fat tree T ′
q,i ⊆ Tq,i such that mb(T ′

q,i) ⊆ X∗
q , and mb(T ′

q,i) ∈ UTq,i
. By 3.4, there is p′ ≤∗ p∗q , T ∗

q,i

and As,q
i ⊆ Bs,q

i such that DT∗
q,i,

�Aq
i

is pre-dense above p∗q . Since |M[�U ] � λ| is small enough there is a single 

p∗ ∈ M[�U ] � (λ, κ] such that p∗q ≤∗ p∗ for every q ∈ M[�U ] � λ. Restrict the trees to this condition p∗ as in 
the discussion before 3.5, so that DT∗

q , �Bq
i

are pre-dense above p∗. We abuse notation here by keeping the 
same notation after the restriction.

Denote G = G< × G> so that G< ⊆ M[�U ] � λ is V -generic and G> ⊆ M[�U ] � (λ, κ] is V [G<]-generic. 
By density, find p∗ ∈ G> as above. For every i < λ, since Zi is a maximal antichain, there is qi such that 
G< ∩ Zi = {qi}. Since DT∗

qi,i
, �A

qi
i

is pre-dense above p∗, find ti ∈ mb(T ∗
qi,q) such that p∗�〈ti, �Ati,qi

i 〉 ∈ G>, 
define Ci = ti � Iqi,i and let C ′ =

⋃
i<λ

Ci ⊆ CG>
. Clearly |C ′| ≤ λ = |A|. Let us prove that 〈Ci | i < λ〉 ∈ V [A]. 

Indeed, define in V [A] the sets

Mi = {q ∈ Zi | ai ∈ Im(Fq,i)}

then, for any q, q′ ∈Mi, ai ∈ Im(Fq,i) ∩ Im(Fq′,i) �= ∅. Hence (1) must hold for Fq,i, Fq′,i i.e.

mb(T ∗
q,i) � Iq,i = mb(T ∗

q′,i) � Iq′,i ∧ (Fq,i � mb(T ∗
q,i))Iq,i = (Fq′,i � mb(T ∗

q′,i))Iq′,i .

This means that no matter how we pick q′i ∈Mi, we will end up with the same function (Fq′i,i
� mb(T ∗

q′i,i
))Iq′i,i

and the same important values mb(T ∗
′ ) � Iqi,i. In V [A], choose any q′i ∈Mi, let D′

i ∈ F−1′′
′ {ai} ∩mb(T ∗

′ )
qi,i qi,i qi,i
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and C ′
i = D′

i � Iq′i,i. Since qi, q′i ∈ Mi we have Ci = C ′
i, hence 〈Ci | i < λ〉 ∈ V [A]. In order the 

reconstruct A from the union C ′ we still have to code some information from the part of G<, namely, 
{q′i | i < λ}, 〈Ind(Ci, C ′) | i < λ〉 ∈ V [A]. These sets can be coded as a subset of ordinals below (2λ)+, by 
2.17(6)

{q′i | i < λ}, 〈Ind(Ci, C
′) | i < λ〉 ∈ V [G<].

By the induction hypothesis applied to G<, we can find C ′′ ⊆ CG<
such that

V [〈q′i | i < λ〉, 〈Ind(Ci, C
′) | i < λ〉] = V [C ′′].

Also |C ′′| ≤ |CG<
| ≤ λ hence C := C ′ � C ′′ is of cardinality at most λ. Note that C ′, C ′′ ∈ V [C] as 

C ′′ = C ∩ λ, C ′ = C \ λ. Finally, all the information about the function Fq,i needed to restore A is coded 
in C ′, C ′′. Namely, A = {(Fq′i,i

)Iq′i,i(C
′ � Ind(Ci, C ′)) | i < λ}. Hence V [A] = V [C]. �

Corollary 3.7. Suppose that p ∈M[�U ] and x∼ is a name such that p � x∼ ∈ C∼G. Then there is p∗ ≥∗ p such 
that either p∗||x∼ or there is a �U-fat tree, T and sets As such that ∀t ∈ mb(T ) p�〈t, �At〉 � x∼ = max(t). 
Moreover, in the latter case, let i ≤ l(p) +1 be such that mb(T ) splits on κi(p) and assume that o�U (κi(p)) <
κi(p)+, then for every t ∈ Levht(T )−1(T ),

p∗�〈t, �At〉||o(κi(p))(x∼).

In other words, there is γ < o
�U (κi(p)) such that

p∗�〈t, �At〉 � x∼ ∈ X(κi(p))
γ .

Proof. Assume that there is no p∗ ≥∗ p which decides x∼. By 3.5 find T with minimal ht(T ) such that there 
is p∗ ≥ p, sets Bs and for every t ∈ mb(T ), p∗�〈t, Bs〉||x∼. Assume that κ(p) = {ν1, ..., νn} are the ordinals 
appearing in p, denote by xt the forced value and shrink T so that the function

f(t) =
{
i xt = νi

n + 1 xt /∈ {ν1, ..., νn}

is constant. If f would be constantly some i ≤ n then by Proposition 3.4 there is p ≤∗ p′, T ′ ⊆ T and sets 
As ⊆ Bs such that {p′�〈t, �At〉 | t ∈ mb(T ′)} is pre-dense above p′, it follows that p′ � x∼ = νi, contradiction. 
So we may assume that xt /∈ {ν1, ..., νn}. Keep shrinking T so that there is a unique i ≤ ht(T ), such that 
xt ∈ [t(i), t(i + 1)) (where t(ht(T ) + 1) = κ). If i < ht(T ) then for every t ∈ Levi(T ), the function 
gt : mb(T/t) → κ, defined by gt(s) = xt�s is regressive and therefore by 2.39 can be stabilized on some 
St ⊆ T/t, mb(St) ∈ UT/t so that for every t ∈ St, xt�s = yt, depending only on t. As in the situation 
that f was constant, for every t ∈ Levi(T ) we can find p∗�t ≤∗ pt such that pt � x∼ = xt. By 3.2, there 
is T ∗ ⊆ T � {1, ..., i}, p∗ ≤∗ p∗∗ and sets Zs ⊆ As such that for every t ∈ Levi(t), pt ≤∗ p∗∗�〈t, �Zt〉, this 
contradicts the minimality of ht(T ). Hence it must be that for every t ∈ mb(T ), xt ≥ t(ht(T )) = max(t). It 
is impossible that xt > max(t), otherwise,

xt /∈ {ν1, ..., νn} ∪ t

and we can remove from the large sets of the condition p∗�〈t, �At〉 the single ordinal xt and obtain a 
condition q such that q � x∼ = xt /∈ CG∼, but p ≤ q, then q � x∼ ∈ CG∼, contradiction. We conclude that 
∀t ∈ mb(T ).xt = max(t). Which is what we desired.

For the second part, assume that for i ≤ l(p) + 1, mb(T ) splits on κi(p) and that o�U (κi(p)) < κi(p)+. It 
follows that the measures in �U(κi(p)) are separated by the sets X(κi(p))

γ . For every t ∈ Levht(T )−1(T ), shrink 
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SuccT (t) ∈ U(κi(p), ξ(t)) to SuccT∗(t) = SuccT (t) ∩ X
(κi(p))
ξ(t) . It follows that for every t ∈ Levht(T )−1(T ), 

and for every β ∈ SuccT∗(t), β ∈ X
(κi(p))
ξ(t) . Since p�〈t, �At〉 � x∼ ∈ SuccT∗(t), we conclude that p�〈t, �At〉 �

o(κi(p))(x∼) = ξ(t). �
The following lemma is analogous to a lemma proven in [4] for Prikry forcing.

Lemma 3.8. Let G ⊆M[�U ] be V -generic and let δ ≤ κ be a limit point of CG. Then for every set of ordinals 
D ∈ V [CG] such that

|D| < δ ∧ CG ∩D = ∅
there is X ∈

⋂ �U(δ) such that X ∩D = ∅.

Proof. Let λ := |D|, note that D ∈ V [CG ∩ δ] and since CG ∩ δ is V -generic for M[�U ] � δ, we can assume 
without loss of generality that δ = κ. We start with a single M[�U ]-name of an ordinal x∼ and p ∈ G such 
that p � x∼ /∈ C∼G. Assume that p = 〈q0, r〉, is a decomposition of p such that max(κ(q0)) ≥ λ. Then by 3.5
there is r ≤∗ r∗ and a maximal antichain Z ⊆ M[�U ] � max(q0) above q0, such that for every q ∈ Z there 
is a tree Tq and sets As,q for which the set {r∗�〈t, �At,q〉 | t ∈ mb(Tq)} is pre-dense above r∗ and for every 
t ∈ mb(Tq),

〈q, r∗�〈t, �As,q〉〉 � x∼ = fq(t).
Since p � x∼ /∈ CG∼, for every �b ∈ mb(Tq), fq(�b) /∈ �b hence it falls in one of the intervals

(0,�b(1)), (�b(1),�b(2)), ..., (�b(ht(Tq)), κ)

let n�b be the index of this interval. Apply 2.39 to find a tree T ′
q ⊆ Tq, mb(T ′

q) ∈ UTq
on which the value n�b is 

constantly n∗
q . Since for every t ∈ Levn∗

q
(Tq), the function s �→ fq(t�s) defined in mb((T ′

q)/t), is regressive, 
apply 2.39, obtain a tree (T ∗

q )t ⊆ (T ′
q)/t on which the value is constant. Let T ∗

q � {1, ..., n∗
q} = T ′

q � {1, ..., n∗
q}

and for every t ∈ Levn∗
q
(T ∗

q ), (T ∗
q )/t = (T ∗

q )t is defined as above. Then on T ∗
q , fq(t) depends only on 

t � {1, ..., n∗
q} and fq(t � {1, ..., n∗}) > t(n∗

q). Extend r∗0 ≤∗ r∗q , shrink Sq ⊆ T ∗
q to a tree of extensions of r∗q

and find Bq,s ⊆ Aq,s such that for every s ∈ Levn∗(S∗
q ), DSq, �Bq is pre-dense above r∗q and 〈q, r∗�1 〈s, �Bq,s〉〉 �

max(s) < x∼ = fq(s). Finally find a single r∗ such that r∗q ≤∗ r∗, shrink the trees and sets to this condition 

and denote Sq � {1, ..., n∗
q} = S∗

q . Apply 2.5 and let A x∼ = {α ∈ Bl(r)+1(r∗) | α ∩ Bl(r)+1(r∗) ∈ ∩�U(α)} ∈
∩�U(κ). It must be that for every q ∈ Z and every s ∈ mb(S∗

q ), fq(s) /∈ A x∼ \ max(s), otherwise, add the 
ordinal fq(s) and obtain the condition

〈q, r∗�〈s, �Bq,s
< 〉�〈fq(s)〉〉 � x∼ = fq(s) ∈ CG

contradiction. Since fq(s) > max(s), we conclude that fq(s) /∈ A x∼. We claim that

p ≤∗ 〈q0, r∗〉 � x∼ /∈ A x∼.

Otherwise, there is q ∈ Z, s ∈ mb(S∗
q ) and p′ such that

〈q, r∗�〈s,Bs,q〉 ≤ p′ � x∼ ∈ A x∼
but also p′ � x∼ = fq(s) so fq(s) ∈ A x∼ which is a contradiction. Now the lemma follows easily, let 
{di | i < λ < κ} ∈ V [CG] be some set of ordinals such that

CG ∩ {di | i < λ} = ∅

then we can take names {d∼i | i < λ} and some p = 〈q0, r0〉 forcing ∀i < λ.d∼i /∈ C∼G, as before we can define 
the sets A d i

∈ ∩�U(κ) and for i < λ find a ≤∗-increasing sequence 〈q0, ri〉, find p∗ which bounds all of them 
∼
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and A∗ =
⋂
i<λ

A d∼i
∈ ∩�U(κ), then p∗ forces that ∀i < λ d∼i /∈ A∗. By density argument we can find such p∗

in G. �
4. The proof for subsets of κ

Let A ∈ V [G], we do not assume that A ⊆ κ, since some of the results will be applied for other type of 
sets. Define

κ∗ := max{α ∈ Lim(CG) | o�U (α) ≥ α+}.

If o�U (κ) < κ+, then {β < κ | o�U (β) < β+} ∈ ∩�U(κ), it follows that κ∗ < κ is well defined. Moreover, for 
every α ∈ CG \ κ∗ + 1, o�U (α) < α+ and thus o(α) is defined.

Definition 4.1. Let A ∈ V [G] be any set of ordinals. In V [A], consider the crucial set

XA = {ν | ν is V − regular and ν > cfV [A](ν)}

Denote XA = XA ∪ Lim(XA) ⊆ κ ∪ {κ}.

Proposition 4.2.

1. XA ⊆ Lim(CG).
2. XA ∈ V [A].
3. If o�U (κ) < κ+, XA \ κ∗ + 1 is closed i.e. for every κ∗ < α ≤ κ, if sup(XA ∩ α) = α then α ∈ XA.
4. If C ⊆∗ CG and C ∈ V [A], then Lim(C) ⊆ XA.

Proof. For every α ∈ XA, cfV [G](α) ≤ cfV [A](α) < α, and α is V -regular, it follows by 2.17(7) that 
XA ⊆ Lim(CG), and since Lim(CG) is closed, then XA ⊆ Lim(CG).

(2) is trivial as the definition of XA occurs in V [A]. As for (3), by induction on α ∈ Lim(XA \ κ∗). 
Suppose α = sup(XA ∩ α), then by induction, XA ∩ (κ∗, α) is a club at α and by (1), α ∈ Lim(CG) \ κ∗. 
Define in V [A],

oA(α) = limsupγ∈XA∩αo
(α)(γ) + 1.

By definition of o(α), oA(α) ≤ o
�U (α) < α+, hence cfV (oA(α)) ≤ α. By the definition of limsup, oA(α)

satisfies two properties:

1. For every ν < α and every j < oA(α) there is j ≤ j′ < oA(α) such that XA ∩X
(α)
j′ ∩ (ν, α) �= ∅.

2. There is some ξα < α such that for every ν ∈ XA ∩ (ξα, α), o(α)(ν) < oA(α).

We split into cases:
If oA(α) = β + 1, then by property (1) sup(XA ∩ X

(α)
β ∩ (ξα, α)) = α. Let us argue that otp(XA ∩

X
(α)
β ∩ (ξα, α)) = ω, this is enough to conclude cfV [A](α) = ω, hence α ∈ XA. In the interval (ξα, α) it is 

impossible to have a limit point ζ of X(α)
β ∩XA. Otherwise, by induction ζ ∈ XA and by 2.23, o(α)(ζ) ≥ β+1

contradicting property (2).
If λ := cfV (oA(α)) < α, let 〈λi | i < λ〉 ∈ V be increasing and cofinal in oA(α). Define inductively 

〈xi | i < λ〉, first, x0 = min(XA ∩ (ξα, α)) < α. At successor step, i + 1, xi ∈ XA ∩ (ξα, α) is defined, by 
property (1), there is

λi+1 ≤ j′ < α and xi+1 ∈ XA ∩ (xi, α) ∩X
(α)
j′ .
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At limit step δ < λ, if sup(xi | i < δ) is unbounded in α, then clearly α changes cofinality in V [A]. Otherwise, 
let yδ = supi<δxi < α and there is some xδ ∈ XA ∩X

(α)
λδ
∩ (yδ, α). Assume that 〈xi | i < λ〉 is defined, if 

x∗ = supi<λxi ∈ (ξ, α) < α, then by induction hypothesis x∗ ∈ XA ∩ (ξα, α) and

o(α)(x∗) ≥ limsupi<λo
(α)(xi) + 1 = limsupi<λλi + 1 = oA(α)

contradicting property (2).
Finally, if cfV (oA(α)) = α, we take 〈αi | i < α〉 ∈ V cofinal continuous sequence in oA(α) which witnesses 

this. Let Z := {β < α | o(α)(β) < αβ} let us argue that Z ∈ ∩i<oA(α)U(α, i). Let i < oA(α), denote

jU(α,i)(〈αξ | ξ < α〉) = 〈α′
ξ | ξ < jU(α,i)(α)〉, jU(α,i)(〈X(α)

ξ | ξ < o
�U (α)〉) = 〈X ′

ξ | ξ < jU(α,i)(o
�U (α))〉.

Since X(α)
i ∈ U(α, i) it follows that α ∈ jU(α,i)(X

(α)
i ) = X ′

jU(α,i)(i) which by definition implies that

(�) o(jU(α,i)(α))(α) = jU(α,i)(i).

Also, since i < oA(α), then

jU(α,i)(i) < ∪j′′U(α,i)[oA(α)] = ∪ξ<αjU(α,i)(αξ) = ∪ξ<αα
′
ξ.

By elementarity, the sequence 〈α′
ξ | ξ < jU(α,i)(α)〉 is also continuous, hence

(��) jU(α,i)(i) < ∪z<αα
′
z = α′

α.

We conclude from (�), (��) that

ojU(α,i)(α)(α) = jU(α,i)(i) < α′
α.

Hence α ∈ jU(α,i)(Z) so Z ∈ U(α, i) as wanted.
Consider the set Z∗ := Z � (∪oA(α)≤j<o�U (α)X

(α)
j ). Then Z∗ ∈ ∩�U(α) and by 2.17(3), there is η < α

such that CG ∩ (η, α) ⊆ Z∗. In particular XA ∩ (η, α) ⊆ Z∗. By property (2), if ρ ∈ XA ∩ (max{η, ξα}, α), 
then o(α)(ρ) < oA(α), hence ρ ∈ Z hence XA ∩ (max{η, ξα}, α) ⊆ Z. By definition of Z, for every ρ ∈
(max{η, ξα}, α) ∩XA, o(α)(ρ) < αρ. Now to see that cfV [A](α) = ω, define x0 = min(XA∩ (max{η, ξα}, α)), 
recursively assume that xn < α is defined. Then by property (1), there is x′

n ≥ xn and some xn+1 ∈
XA∩X(α)

αx′
n
∩(xn, α). To see that 〈xn | n < ω〉 is unbounded in α, assume otherwise, then x∗ = supn<ωxn < α

and by induction x∗ ∈ XA ∩ (max{η, ξα}, α) hence x∗ ∈ Z. By Proposition 2.23

o(α)(x∗) ≥ limsupn<ωo
(α)(xn) = limsupn<ωαx′

n
≥ αx∗

contradiction the definition of Z.
To see (4), if C \CG is finite then clearly Lim(C) ⊆ Lim(CG) and every δ ∈ Lim(CG) is V -regular. Let 

δ ∈ Lim(C), it suffices to prove that XA is unbounded in δ. Fix any ρ < δ, and let ρ′ = min(Lim(C \ρ +1)), 
then ρ < ρ′ ≤ δ, and also by minimality otp(C ∩ (ρ, ρ′)) = ω. Since C ∈ V [A], it follows that cfV [A](ρ′) = ω

and since ρ′ ∈ Lim(C), it is V -regular. By definition it follows that ρ′ ∈ XA ∩ (ρ, δ]. �
It is possible that XA below κ∗ is not closed:

Example 4.3. If there is α ∈ CG such that o�U (α) = α+, then α stays regular in V [G]. Set A = CG, then 
XA ∩ α will be unbounded in α, but α /∈ XA.

There are trivial examples for A in which the set XA is bounded. However the following definition filters 
this situation.
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Definition 4.4. Let A ⊆ On, we say that A stabilizes if there is β < κ such that ∀α < sup(A), A ∩ α ∈
V [G � β].

This definition is more general than the notion of fresh set:

Definition 4.5. Let M ⊆M ′ be two ZFC models. A set of ordinals X ∈M ′ \M is Fresh with respect to M
if ∀α < sup(X).X ∩ α ∈M .

Proposition 4.6. Suppose that A ∈ V [G] such that A does not stabilize. Assume that ∀β < sup(A) there is 
Cβ ⊆ CG such that V [Cβ ] = V [A ∩ β]. Then:

1. If A ⊆ κ, then XA ∩ κ is unbounded in κ.
2. If o�U (κ) < κ+, then cfV [A](κ) < κ.

Proof. The following argument works for both (1), (2), we try to prove that XA is unbounded. Let κ∗ ≤
δ < κ, take some β < sup(A) such that A ∩ β /∈ V [G � δ] which exists by our assumption that A does not 
stabilize. By assumption, there exists Cβ ⊆ CG such that

V [Cβ ] = V [A ∩ β] ⊆ V [A].

It is impossible that Cβ \ (CG ∩ δ) is finite, otherwise

A ∩ β ∈ V [Cβ ] ⊆ V [G � δ]

which contradicts the choice of β. Let γδ be the first limit point of Cβ above δ. By minimality, otp(Cβ ∩
(δ, γδ)) = ω, hence cfV [A](γδ) = ω and γδ ∈ XA \ δ.

To see (1), if A ⊆ κ, then necessarily γδ < κ for every δ, this is since γδ ∈ Lim(Cβ), and β < sup(A) ≤ κ, 
so V [Cβ ] = V [A ∩ β] ⊆ V [CG ∩ β]. This implies that γδ ≤ β, otherwise, in V [CG ∩ β] the cofinality of some 
measurable above β changes, which contradicts β+-cc of M[�U ] � β. To see (2), if some γδ = κ, then κ ∈ XA

and cfV [A](κ) < κ. Otherwise, γδ < κ, and we conclude that XA is unbounded in κ. By the assumption 
o
�U (κ) < κ+, thus by 4.2(3), XA \ κ∗ is closed, and κ is a limit point of this set, so κ ∈ XA. �

Corollary 4.7. Assume (IH) and suppose that A ∈ V [G] such that A ⊆ κ does not stabilize and o�U (κ) < κ+. 
Then XA ∩ (κ∗, κ) is a club at κ and cfV [A](κ) < κ.

Proof. Since A ⊆ κ, then by 3.6, for every β < κ, there is Cβ such that V [A ∩ β] = V [Cβ ] so we can apply 
4.6(1), 4.6(2) and 4.2(3) applies to conclude that XA ∩ (κ∗, κ) is a club and cfV [A](κ) < κ. �

Note that it is possible that cfV [G](κ) < cfV [A](κ) < κ, however cfV [A](κ) must be some member of the 
generic club that will eventually change its cofinality to cfV [G](κ).

Example 4.8. Assume that o�U (κ) = κ, then cfV [G](κ) = ω. Using the enumeration CG = 〈CG(i) | i < κ〉
and the canonical sequence αn that was defined in Example 1.3, we can define in V [G] the set

A =
⋃
n<ω

{CG(αn) + α | α < CG(n)}

then A does not stabilize. Moreover, we cannot construct the sequence 〈αn | n < ω〉 or any other ω-sequence 
unbounded in κ inside V [A] since A is generic for the forcing M[�U � (CG(ω), κ]] which does not change the 
cofinality of κ to ω. For this kind of examples the case o�U (κ) < κ suffices.
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The following definition will allow us to refer to subsets of CG in V [A].

Definition 4.9. Let A ∈ V [G] be any set. A set D ∈ V [A] is a Mathias set if

1. Lim(D) ⊆ XA.
2. For every δ ∈ Lim(D), every Y ∈

⋂ �U(δ) there is ξ < δ such that D ∩ (ξ, δ) ⊆ Y .

Lemma 4.10. For every D ∈ V [A], D is Mathias if and only if D ⊆∗ CG i.e. D \ CG is finite.

Proof. If D \CG is finite then by 4.2(4), Lim(D) ⊆ XA. For the second condition of a Mathias set, simply 
use 2.17(3).

In the other direction, assume that D is a Mathias set. Toward a contradiction, assume |D\CG| ≥ ω, and 
let δ ≤ sup(D) be minimal such that |D ∩ δ \CG| ≥ ω then δ ∈ Lim(D) ⊆ XA ⊆ Lim(CG). By minimality, 
{dn | n < ω} = D ∩ δ \ CG is unbounded in δ. By 3.8 there is Y ∈

⋂ �U(δ) such that Y ∩ {dn | n < ω} = ∅
contradicting condition (2) of the Mathias set D. �
Proposition 4.11. Let A ∈ V [G] and λ < κ, let λ0 := max(Lim(CG) ∩ λ + 1) and assume (IH). Then there 
is a Mathias set Fλ ⊆ λ0 such that V [Fλ] = V [A] ∩ V [CG ∩ λ].

Proof. Consider in V [A] the sets

B := {D ⊆ λ | D is a Mathias set}.

Then |B| ≤ 2λ, enumerate B = 〈Di | i < 2λ〉, let E = {〈i, d〉 | i < 2λ, d ∈ Di} ⊆ 2λ×λ, clearly V [B] = V [E]
and E ⊆ V2λ . Also, since elements of Lim(CG) are strong limits in V [CG],

max(Lim(CG) ∩ 2λ + 1) = max(Lim(CG) ∩ λ + 1) = λ0.

By Proposition 2.17(6), E ∈ V [CG ∩ λ0] and by induction hypothesis there is Fλ ⊆ CG ∩ λ0 such that 
V [Fλ] = V [E]. Since E ∈ V [A], also Fλ ∈ V [A], and since Fλ ⊆ CG ∩ λ0, Fλ ∈ V [CG ∩ λ0] so V [Fλ] ⊆
V [A] ∩V [CG∩λ0]. For the other direction, if X ∈ V [A] ∩V [CG∩λ0], then by induction there is C ⊆ CG∩λ0
such that V [X] = V [C], and also C ∈ V [A]. Then C ⊆ λ is a Mathias set, hence C ∈ B, and therefore, 
C ∈ V [B] = V [Fλ]. �

The following lemma will be crucial to pack information given by two sets D, C ⊆ CG into a single set 
E ⊆ CG.

Proposition 4.12. Assume that o�U (κ) < κ+ and (IH). Let D, E ∈ V [A] be Mathias sets such that λ := |D| <
κ. Denote θ = max{λ, κ∗}. Then there is F ∈ V [A] such that:

1. F is a Mathias set. F ∩ θ = Fθ.
2. (D ∪ E) \ θ ⊆ F ⊆ sup(D ∪ E).
3. D, E ∈ V [F ].

Remark 4.13. Note that simply taking the union D ∪ E will not suffice for the proposition:
For example, assume that o�U (κ) = δ and o�U (δ) = 1, and pick any generic G with the condition 〈〈δ, {α <

δ | o�U (α) = 0}〉, 〈κ, {δ < α < κ | o�U (α) < δ}〉〉 ∈ G. Then G is generic such that otp(CG) = CG(ω) = δ. Let

D = {CG(CG(n)) | n < ω} and E = {CG(α) | ω ≤ α < CG(ω)} \D
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Then D ∪ E = {CG(α) | ω ≤ α < CG(ω)}, hence in V [D ∪ E], CG(ω) is still measurable. On the other 
hand, from D, we can reconstruct 〈CG(n) | n < ω〉 as o�U (CG(CG(n))) = CG(n). So it is impossible that 
D ∈ V [D ∪ E].

Proof of 4.12. Fix M[�U ]-names E∼, 〈d∼i | i < λ〉 for the elements of E \ θ and D \ θ respectively. Split the 
forcing at θ and find 〈q′, r′〉 ∈ G such that

(1) 〈q′, r′〉 � E∼, {d∼i | i < λ} ⊆ C∼G \ θ and ∀α ∈ C∼G \ κ∗.o
�U (α) < α+.

The idea is that for every δ ∈ D \ κ(r′), there is i ≤ l(r′) + 1 such that δ ∈ (κi−1(r), κi(r)). Then δ is 
definable from D ∪ E and two other parameters:

γ(δ) := o(κi(r′))(δ) and β(δ) := sup(x ∈ (D ∪ E) ∩ δ | γ(x) ≥ γ(δ)).

Indeed,

δ = min(y ∈ (D ∪ E) \ β(δ) | γ(y) = γ(δ)).

Then β(δ) is a member of E ∪D below δ.11 As for γ(δ), we use 3.7, there is a �U-fat tree T deciding δ to be 
the top most ordinal in a maximal branch of T , and γ(δ) will be decided by the lower part of the branch, 
and hence below δ, and therefore by finitely many elements of CG below δ. After adding these finitely many 
elements to E, we repeat this process on the added points. This process should stabilize after ω many steps, 
since we are creating a decreasing sequence of ordinals.

Formally, proceed by a density argument, let r′ ≤ r ∈M[�U ] � (θ, κ]. Define recursively for every k < ω: 
r ≤∗ r∗k, maximal anti chains 〈Z(k)

i,j | i < λ, j < ω〉, M[�U ]-names

〈 δ∼
(k)
i,j | i < λ, j < ω〉 and 〈T (k)

q,i,j , I
(k)
q,i,j , F

(k)
q,i,j ,

�A
(k)
q,i,j | i < λ, j < ω, q ∈ Z

(k)
i,j 〉.

First for every j < ω and i < λ, let δ∼
(0)
i,j = d∼i. Assume r ≤∗ r∗k and δ∼

(k)
i,j are defined such that for all 

i < λ, j < ω, 〈q′, r∗k〉 � δ∼
(k)
i,j ∈ C∼G \ θ.

Fix i < λ, j < ω, use 3.7 to find r∗k ≤∗ ri,j and a maximal antichain Z(k)
i,j ⊆M[�U ] � θ above q′, such that 

for every q ∈ Z
(k)
i,j , either 〈q, ri,j〉|| δ∼

(k)
i,j , or there is a �U -fat tree of extensions of ri,j T (k)

q,i,j and sets At
q,i,j such 

that D
T

(k)
q,i,j ,

�A
(k)
q,i,j

is pre-dense above ri,j , and for every t�α ∈ mb(T (k)
q,i,j),

(2) 〈q, r�i,j〈t�α, �At�α
q,i,j〉〉 � δ∼

(k)
i,j = α, 〈q, r�i,j〈t, �At

q,i,j〉〉|| o( κ∼(k)
i,j )( δ∼

(k)
i,j )

where κ∼
(k)
i,j is an M[�U ]-name for the unique κy(r), y ≤ l(r) + 1 such that δ∼

(k)
i,j ∈ (κy−1(r), κy(r)). Note that 

κ∼
(k)
i,j is also a M[�U ]-name for the measurable on which mb(T (k)

q∗,i,j) splits, for the unique q∗ in Z(k)
i,j ∩G � θ. 

Let F (k)
q,i,j : Lev

ht(T (k)
q,i,j)−1(T

(k)
q,i,j) → κ be the function defined by

(3) F
(k)
q,i,j(s) = γ ↔ 〈q, r�i,j〈s, �As

q,i,j〉〉 � o( κ∼(k)
i,j )( δ∼

(k)
i,j ) = γ.

This notation works in case that 〈q, ri,j〉|| δ∼
(k)
i,j by taking the tree of height 0 and F (k)

q,i,j(〈〉) is the decided 

value for o�U ( δ∼
(k)
i,j ). Shrink T (k)

q,i,j , and find a complete and consistent set of important coordinates I(k)
q,i,j. Also 

as in 3.6, we shrink the trees even more so that for every q1, q2 ∈ Z
(k)
i,j one of the following holds:

11 Actually, since we can always shrink the large set of δ to filter from a final segment of E ∪ D ordinals ρ with γ(ρ) ≥ γ(δ), it 
will follow that β(δ) is strictly below δ.
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(4.1) Im(F (k)
q1,i,j

) ∩ Im(F (k)
q2,i,j

) = ∅.
(4.2) T

(k)
q1,i,j

� I(k)
q1,i,j

= T
(k)
q2,i,j

� I(k)
q2,i,j

and (F (k)
q1,i,j

)
I
(k)
q1,i,j

= (F (k)
q2,i,j

)
I
(k)
q2,i,j

.

Note that for every V -generic filter H ⊆ M[�U ] such that 〈q, ri,j〉 ∈ H, there is t ∈ mb(T (k)
q,i,j) such that 

〈q, r�i,j〈t, �At
q,i,j〉〉 ∈ H, and if t�1 α1, t

�
2 α2 ∈ mb(T (k)

q,i,j) are two such branches, then by (2) α1 = ( δ∼
(k)
i,j )H = α2

and in particular F (k)
q,i,j(t1) = F

(k)
q,i,j(t2) which implies that t1 � I

(k)
q,i,j = t2 � I

(k)
q,i,j , thus t1 � I

(k)
q,i,j is unique. 

Let �α∼
(k)
q,i,j be a M[�U ]-name such that

(5) 〈q, ri,j〉 � ∀t ∈ mb(T (k)
q,i,j). 〈q, r

�
i,j〈t, �At

q,i,j〉〉 ∈ G∼ → �α∼
(k)
q,i,j = t � I(k)

q,i,j .

Note that if q1, q2 ∈ Z
(k)
i,j are such that (4.2) holds, then both 〈q1, ri,j〉, 〈q2, ri,j〉 force that �α∼

(k)
q1,i,j

= �α∼
(k)
q2,i,j

. 
Moreover, it is forced by 〈q, ri,j〉 that |�α∼

(k)
q,i,j | = |I(k)

q,i,j | so we assume that �α∼
(k)
q,i,j = 〈�α∼

(k)
q,i,j(w) | w ≤ |I(k)

q,i,j |〉. 
Next, let β∼

(k)
q,i,j be a M[�U ]-name such that

(6) 〈q, ri,j〉 � β∼
(k)
q,i,j = sup({x ∈ (D∼ ∪E∼) ∩ δ∼

(k)
i,j | o( κ∼(k)

i,j )( δ∼
(k)
i,j ) ≤ o( κ∼(k)

i,j )(x)} ∪ {θ}).

By definition of β∼
(k)
q,i,j and since we split the forcing at θ, the trees T (k)

q,i,j are extension trees of ri,j and for 
every w,

(7) 〈q, ri,j〉 � �α∼
(k)
q,i,j(w), β∼

(k)
q,i,j ∈ CG∼ ∩ [θ, δ∼

(k)
i,j )

just otherwise, there is a generic H with 〈q, ri,j〉 ∈ H and (β∼
(k)
i,j )H = ( δ∼

(k)
i,j )H . However, by 2.23,

o(( κ∼(k)
i,j )H)((β∼

(k)
i,j )H) > o(( κ∼(k)

i,j )H)(( δ∼
(k)
q,i,j)H)

contradiction. By ≤∗-closure of M[�U ] � (θ, κ], find a single r∗k+1 such that ri,j ≤∗ r∗k+1 for every i, j. We 

conclude that for every q ∈ Z
(k)
i,j , we have defined T (k)

q,i,j, F
(k)
q,i,j , I

(k)
q,i,j and names 〈�α∼

(k)
q,i,j(w) | w ≤ |I(k)

q,i,j |〉, β∼
(k)
q,i,j . 

We would like to turn these names to be independent of q ∈ Z
(k)
i,j . For β∼

(k)
q,i,j it is easy to find M[�U ]-names 

β∼
(k)
i,j such that for every q ∈ Z

(k)
i,j , 〈q, r∗k+1〉 � β∼

(k)
q,i,j = β∼

(k)
i,j . As for 〈�α∼

(k)
q,i,j(w) | w ≤ |I(k)

q,i,j |〉, the length 

|I(k)
q,i,j | might depend on q, so we define �α∼

(k)
q,i,j(w) = θ if |I(k)

q,i,j | < w < ω, and we can find names �α∼
(k)
i,j (w)

independent of q. With these new names, in (6), (7) we can replace 〈q, ri,j〉 by 〈q′, r∗k+1〉. Enumerate the 
names

{�α∼
(k)
i,j (w), β∼

(k)
i,j | j, w < ω} = { δ∼

(k+1)
i,s | s < ω}.

This concludes the inductive definition. Use σ-closure to find r∗n ≤∗ rω, and shrink all the trees to be 
extension trees of rω such that for every i < λ, k, j < ω and q ∈ Z

(k)
i,j , D

T
(k)
q,i,j ,

�A
(k)
q,i,j

is pre-dense above rω. 
By density there is such rω ∈ G. Define

〈( δ∼
(k)
i,j )G | k, j < ω, i < λ〉.

By (7), 〈q′, rω〉 � δ∼
(k)
i,j ∈ C∼G \ θ, thus ( δ∼

(k)
i,j )G ∈ CG \ θ.

Claim. 〈( δ∼
(k)
i,j )G | k, j < ω, i < λ〉 ∈ V [A].

Proof of claim. Work inside V [A], recall that D, E ∈ V [A], therefore 〈( δ∼
(0)
i,j )G | i < λ, j < ω〉 is in 

V [A]. Assume we have successfully defined 〈( δ (k)
i,j )G | i < λ, j < ω〉, let us define inside V [A] from this 
∼
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sequence the sequence 〈( δ∼
(k+1)
i,j )G | i < λ, j < ω〉. First, in V [G], for each i < λ, j < ω, let Z(k)

i,j ∩ G �
θ = {qGi,j} and let ti,j ∈ mb(T (k)

qGi,j ,i,j
) such that 〈qGi,j , r�ω 〈ti,j , �A

ti,j
qGi,j ,i,j

〉 ∈ G. Let y ≤ l(rω) + 1 be such that 

(κ∼
(k)
i,j )G = κy(rω), which is definable in V [A] using rω, ( δ∼

(k)
i,j )G, as the unique y ≤ l(rω) + 1 such that 

( δ∼
(k)
i,j )G ∈ (κy−1(rω), κy(rω)). By (3),

〈qGi,j , r�ω 〈ti,j \ {max(ti,j)}, �Ati,j\{max(ti,j)}
qGi,j ,i,j

〉 � o(κy(rω))( δ∼
(k)
i,j ) = F

(k)
qGi,j ,i,j

(ti,j \ {max(ti,j)})

hence it must be that F (k)
qGi,j ,i,j

(ti,j \ {max(ti,j)}) = o(κy(rω))(( δ∼
(k)
i,j )G). Although the sequence 〈qGi,j | i <

λ, j < ω〉 might not be in V [A], we can do something similar to 3.6. Back in V [A], o(κy(rω))(( δ∼
(k)
i,j )G) is 

definable since in V we have the decomposition

〈X(κy(rω))
γ | γ < o

�U (κy(rω))〉

and o(κy(rω))(( δ∼
(k)
i,j )G) is the unique γi,j < o

�U (κy(rω)) such that ( δ∼
(k)
i,j )G ∈ X

(κy(rω))
γi,j . Let

M
(k)
i,j = {q ∈ Z

(k)
i,j | o(κy(rω))(( δ∼

(k)
i,j )G) ∈ Im(F (k)

q,i,j)}.

Notice that qGi,j ∈M
(k)
i,j , as witnessed by ti,j\{max(ti,j)}, hence Im(F (k)

q,i,j) ∩Im(F (k)
qGi,j ,i,j

) �= ∅ for any q ∈M
(k)
i,j

and we conclude that (4.2) must hold. Choose in V [A] any q(k)
i,j ∈ M

(k)
i,j and any s(k)

i,j ∈ mb(T (k)
q
(k)
i,j ,i,j

) such 

that F (k)
q
(k)
i,j ,i,j

(s(k)
i,j ) = o(κy(rω))(( δ∼

(k)
i,j )G). By (5), (�α∼i,j)G = (ti,j) � I(k)

qGi,j ,i,j
and since

(F (k)
q
(k)
i,j ,i,j

)
I
(k)

q
(k)
i,j ,i,j

(si,j � I(k)
q
(k)
i,j ,i,j

) = o(κy(rω))(( δ∼
(k)
i,j )G) = (F (k)

qGi,j ,i,j
)
I
(k)
qGi,j ,i,j

(ti,j � I(k)
qGi,j ,i,j

)

it follows that ti,j � I
(k)
qGi,j ,i,j

= (�α∼i,j)G = si,j � I
(k)
q
(k)
i,j ,i,j

. Hence 〈(�α∼
(k)
i,j (w))G | w < ω〉 is definable in 

V [A]. Also, by (6), (β∼
(k)
i,j )G is definable from ( δ∼

(k)
i,j )G, κy(rω) and D ∪ E which are all available in V [A]. 

By definition of the sequence 〈( δ∼
(k+1)
i,j )G | i < λ, j < ω〉 it is definable in V [A]. So we conclude that 

〈( δ∼
(k)
i,j )G | k, j < ω, i < λ〉 ∈ V [A]. �Claim

We keep the notation of q(k)
i,j from the proof of the claim, use Proposition 4.11 to find Fθ such that

V [Fθ] = V [A] ∩ V [CG ∩ θ].

Define

F∗ = {( δ∼
(k)
i,j )G | k, j < ω, i < λ}, F ∗ = (E ∪ F∗) \ θ � Fθ ∈ V [A].

Clearly, F ∗ is a Mathias set and F ∗ ∩ θ = Fθ. To see 2 of the proposition, note that D \ θ = {( δ∼
(0)
i )G | i <

λ} ⊆ F ∗, it follows that D ∪ E \ θ ⊆ F ∗. Moreover from (6) it follows that for every k, i, j, δ∼
(k)
i,j is forced 

by 〈q′, rω〉 ∈ G to be below some δ∼
(0)
s,t , so sup(F∗) = sup(D), hence sup(F ∗) = sup(D ∪ E). To see 3, let 

〈λξ | ξ < otp(F∗) =: ρ〉 be the increasing enumeration of F∗, clearly |ρ| ≤ λ.
Consider the function R : ρ → [ρ]<ω defined by R(ξ) = 〈〈i1, ..., in〉, s〉 such that for some i, j, k,

λξ = ( δ∼
(k)
i,j )G, 〈(�α∼

(k)
i,j (w))G | w ≤ |I(k)

q
(k)
i,j ,i,j

|〉 = 〈λi1 , ..., λin〉 and (β∼
(k)
i,j )G = λs.

By the claim, both 〈( δ∼
(k)
i,j )G | k, j < ω, i < λ〉 ∈ V [A], hence R ∈ V [A], since |ρ| ≤ λ, then R ∈ V [A] ∩

V [CG∩θ] = V [Fθ] ⊆ V [F ∗]. Notice that by (7), i1, ..., in, s < i. Let us argue first that F∗ ∈ V [F ∗], in V [F ∗], 



T. Benhamou, M. Gitik / Annals of Pure and Applied Logic 173 (2022) 103107 43
we inductively define 〈βi | i < ρ〉. Clearly

{λi | i < ρ} ∩ θ + 1 = {λi | i < ε} ∈ V [Fθ]

so we let βi = λi for i < ε. Assume that 〈βj | j < i〉 is defined, where i > ε, in particular βi1 , ...βin and βs

are defined. Let I = Ind(F∗ \ D, F∗) ⊆ ρ, by the claim, I ∈ V [A] ∩ V [CG ∩ θ] = V [Fθ] ⊆ V [F ∗]. Finally, 
note that {q(k)

i,j | i < λ, j < ω} ∈ V [A] ∩V [CG∩ θ] = V [Fθ] ⊆ V [F ∗] and let κi,j be the measurable on which 

mb(T (k)
q(k)i,j ,i,j

) splits. Define

βi = min({x ∈ (F ∗ \ {βj | j ∈ I ∩ i}) \ βs + 1 | o(κi,j)(x) ≥ (F (k)
q
(k)
i,j ,i,j

)
I
(k)

q
(k)
i,j ,i,j

(βi1 , ..., βin)}).

This is a legitimate definition in V [F ∗] since we worked hard to ensure all the parameters used are there. 
Let us prove that βξ = λξ, inductively assume that 〈βj | j < ξ〉 = 〈λj | j < ξ〉, we can assume that ξ > ε, 
then

{βj | j ∈ I ∩ ξ} = {λj | j ∈ I ∩ ξ} = (F∗ \D) ∩ λξ

and therefore

(F ∗ \ {βj | j ∈ I ∩ ξ}) ∩ (βs, λξ) = [(E ∪ F∗) \ (F∗ \D)] ∩ (βs, λξ) = (E ∪D) ∩ (βs, λξ).

Assume that i, k, j are such that λξ = ( δ∼
(k)
i,j )G, then by induction hypothesis, βs = λs = (β∼

(k)
i,j )G and

〈(�α∼
(k)
i,j (w))G | w ≤ |I(k)

q′i,j ,i,j
|〉 = 〈λi1 , ..., λin〉 = 〈βi1 , ..., βin〉.

By (3) it follows that

(F (k)
q
(k)
i,j ,i,j

)
I
(k)

q
(k)
i,j ,i,j

(〈βi1 , ..., βin〉) = o(κi,j)(( δ∼
(k)
i,j )G) = o(κi,j)(λξ).

By (6), it follows that in the interval (βs, λξ), there are no ordinals x ∈ F ∗ \ {βj | j ∈ I ∩ ξ} such 
that (F (k)

q
(k)
i,j ,i,j

)
I
(k)

q
(k)
i,j ,i,j

(〈βi1 , ..., βin〉) ≤ o(κi,j)(x) so βξ ≥ λξ. Also λξ ∈ F ∗ \ {βj | j ∈ I ∩ ξ} and 

F
(k)
q′i,j ,i,j

(βi1 , ..., βik) = o(κi,j)(λξ) hence λξ = βξ. Thus F∗ ∈ V [F ∗]. From this (3) easily follows, indeed, 
D \ θ, F∗ \ E ∈ V [F ∗] since their indices inside F∗ are subsets of θ, hence

E \ θ = [(E ∪ F∗) \ (F∗ \ E)] \ θ = F ∗ \ [θ ∪ (F∗ \ E)] ∈ V [F ∗].

Also D ∩ θ, E ∩ θ ∈ V [Fθ] ⊆ V [F ∗] and therefore D, E ∈ V [F ∗] which is what we needed. �
The following corollary provides a sufficient condition for the main result. It roughly says that given that 

κ changes cofinality in V [A], and given a single C ′ ⊆ CG which captures all the initial segments of A, we 
can glue the information needed to capture A.

Lemma 4.14. Assume o�U (κ) < κ+ and (IH). Let A ∈ V [G], A ⊆ κ and assume that ∃C∗ ⊆ CG such that

1. C∗ ∈ V [A] and ∀α < κ A ∩ α ∈ V [C∗].
2. cfV [A](κ) < κ.

Then ∃C ′ ⊆ CG such that V [A] = V [C ′].
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Proof. Let λ := cfV [A](κ) < κ and 〈αi | i < λ〉 ∈ V [A] unbounded and cofinal in κ witnessing this. By 3.6, 
there is C∗ ⊆ CG such that |C∗| ≤ λ and V [C∗] = V [〈αi | i < λ〉]. Use 4.12 to find C0 ⊆ CG such that 
C0 ∈ V [A] and C∗, C∗ ∈ V [C0]. In V [C0], let πi : 2αi ↔ P (αi) be any bijection. Since A ∩αi ∈ V [C0], there 
is δi such that

πi(δi) = A ∩ αi.

Note that the sequence 〈δi | i < λ〉 might not be inside V [C0], but it is in V [A]. Again by 3.6 we can find 
C ′′ ⊆ CG such that |C ′′| ≤ λ such that

V [〈δi | i < λ〉] = V [C ′′].

By Proposition 4.12, we can find some C ′ ⊆ CG, C ′ ∈ V [A], such that C0, C ′′ ∈ V [C ′]. Now in V [C ′]
we can compute A as follows, since C0 ∈ V [C ′], also 〈πi | i < λ〉 ∈ V [C ′], and since C ′′ ∈ V [C ′] also 
〈δi | i < λ〉 ∈ V [C ′]. It follows that A = ∪i<λA ∩ αi = ∪i<λπi(δi) ∈ V [C ′]. �
4.1. Subsets of κ which do not stabilize

In this section we assume that o�U (κ) < κ+, A does not stabilize and (IH). We do not assume in general 
that A ⊆ κ. However, if A ∈ V [G] is such that A ⊆ κ and does not stabilize, then by 4.7, cfV [A](κ) < κ. 
By Lemma 4.14, to conclude the main result for A, it remains to find C∗ ∈ V [A] such that for every α < κ, 
A ∩α ∈ V [C∗]. Along this chapter we construct such C∗. The naive approach is the following: Fix a cofinal 
sequence 〈αi | i < cfV [A](κ)〉 ∈ V [A], since for every i, A ∩ αi is bounded, apply 3.6 to find Ci ⊆ CG such 
that V [A ∩ αi] = V [Ci] and let C∗ = ∪i<cfV [A](κ)Ci. There are several reasons why C∗ is not the desired 
set:

(I) The sequence 〈Ci | i < cfV [A](κ)〉 is defined in V [G] and by adding finitely many elements to each Ci

we might accumulate an infinite sequence which is not in V [A].
(II) As we have seen in 4.13, a union of two sets might lose information, so it is possible that for some j, 

Cj /∈ V [∪i<cfV [A](κ)Ci].

For problem (I), we need to ensure that the choice we make is inside V [A], for this we use the definition of 
a Mathias set, in V [A] we can choose a sequence 〈Di | i < cfV [A](κ)〉 such that V [A ∩αi] = V [Di] and each 
Di is a Mathias set. By Proposition 4.10, Di ⊆∗ CG, so it might be that Di \ CG �= ∅. By fixing problem 
I, we have created a new problem: The sequence D := ∪i<cfV [A](κ)Di might accumulate infinite noise i.e. 
|D \CG| ≥ ω. Lemma 4.15 and Corollaries 4.16, 4.17, show we can remove this noise and stay inside V [A].

Lemma 4.15. Let 〈Di | i < λ〉 ∈ V [A] such that λ < κ and:

1. Di is a Mathias set.
2. min(Di) ≥ λ.

Then there is 〈D∗
i | i < λ〉 ∈ V [A] such that:

1.
⋃
i<λ

D∗
i is Mathias.

2. ∀i < λ, Di =∗ D∗
i ⊆ Di.

Proof. By removing finitely many elements from every Di, we can assume that otp(Di) is a limit ordinal. 
If every Di = ∅, then the claim is trivial. Otherwise, since Di is a Mathias set, sup(Di) ∈ XA. Denote 
D =

⋃
Di and ν∗ = sup(D) > λ. Note that ν∗ ∈ XA, since ν∗ = sup(sup(Di) | i < λ) and XA is closed.
i<λ
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Proceed by induction on ν∗, by Lemma 4.10, Di\CG is finite. It follows that |D\CG| ≤ λ < ν∗. We would 
like to remove the noise accumulated in D by intersecting it with sets in ∩�U(ν∗). Since ν∗ ∈ Lim(CG), we 
can apply 3.8 to D\CG and find a set Y ∗ ∈ ∩�U(ν∗) such that Y ∗∩(D\CG) = ∅. Denote D∗ = D∩Y ∗ ⊆ CG. 
Note that D∗ ∈ V [A] since D ∈ V [A] and Y ∗ ∈ V .

Consider the set

Z(0) = {ν < ν∗ | Y ∗ ∩ ν ∈ ∩�U(ν)}

to see that Z(0) ∈ ∩�U(ν∗), let i < o
�U (ν∗), then jU(ν∗,i)(Y ∗) ∩ ν∗ = Y ∗ ∈

⋂
ξ<i

U(ν∗, ξ). By coherency, the 

order of ν∗ in jU(ν∗,i)(�U) is i, which implies that

∩
ξ<i

U(ν∗, ξ) = ∩j(�U)(ν∗).

By definition ν∗ ∈ j(Z(0)) thus Z(0) ∈ U(ν∗, i) for every i < o
�U (ν∗) and Z(0) ∈

⋂ �U(ν∗). By Proposi-
tion 2.17(3), there is η0 < ν∗ such that CG ∩ (η0, ν∗) ⊆ Z(0).

Consider the sequence of Mathias sets 〈Di ∩ η0 | i < λ〉, apply the induction hypothesis to it and find 
〈D′

i | i < λ〉 such that

1.
⋃
i<λ

D′
i is Mathias.

2. Di ∩ η0 =∗ D′
i ⊆ η0.

Define

D∗
i = D′

i � (Di ∩ Y ∗ \ η0).

Let us argue that 〈D∗
i | i < λ〉 is as wanted: to see condition (1), note that the set

∪
i<λ

D∗
i = D∗ \ η0 ∪ ( ∪

i<λ
D′

i)

is a Mathias sets as the union of two Mathias sets.
For condition (2), it is clear that D∗

i ⊆∗ Di. Toward a contradiction, assume that there is i < λ and 
δ ≤ sup(Di) is minimal such that

|(Di ∩ δ) \ (D∗
i ∩ δ)| ≥ ω.

By the definition of D∗
i , δ > η0 and δ ∈ Lim(Di). By the definition of η0, δ ∈ CG ∩ (δ0, ν∗) ∈ Z(0) ∪ {ν∗}

which means that δ ∩ Y ∗ ∈
⋂ �U(δ). Since Di is Mathias, there is ξ < δ such that Di ∩ (ξ, δ) ⊆ Y ∗, in 

particular

Di ∩ (ξ, δ) = Di ∩ Y ∗ ∩ (ξ, δ) = D∗
i ∩ (ξ, δ).

So (Di ∩ δ) \ (D∗
i ∩ δ) = (Di ∩ ξ) \ (D∗

i ∩ ξ), this is a contradiction to the minimality of δ. �
Corollary 4.16. Let 〈Di | i < θ〉 ∈ V [A] such that θ < κ+ and:

1. Di is a Mathias set.
2. Di ∩ κ∗ = Fκ∗ where V [Fκ∗ ] = V [A] ∩ V [CG ∩ θ].
3. 〈Di | i < θ〉 is ⊆∗-increasing.

Then there is 〈D∗
i | i < θ〉 ∈ V [A] such that:

1.
⋃

D∗
i is a Mathias set.
i<θ



46 T. Benhamou, M. Gitik / Annals of Pure and Applied Logic 173 (2022) 103107
2. ∀i < θ, Di =∗ D∗
i ⊆ Di.

3. D∗
i ∩ κ∗ = Fκ∗ .

Proof. Let λ = cfV [A](θ) ≤ κ. Since κ is singular in V [A], λ < κ and let 〈θi | i < λ〉 ∈ V [A] be cofinal in θ. 
We split each Dθi to three intervals:

Dθi = Dθi ∩ κ∗ �Dθi ∩ (κ∗, λ) �Dθi \ λ.

Denote these sets by Ai, Bi, Ci respectively. By assumption, Ai is constantly Fκ∗ . Apply 4.15 to the sequence 
〈Ci | i < λ〉 to obtain 〈C∗

i | i < λ〉 ∈ V [A] such that C∗
i =∗ Ci and C∗ := ∪i<λC

∗
i is Mathias. As for the 

sequence 〈Bi | i < λ〉, either λ ≤ κ∗ in which case Bi = ∅. Otherwise λ > κ∗, and by removing finitely 
many points from Bi, we can assume that sup(Bi) ∈ Lim(Bi) ⊆ XA \ κ∗ ⊆ XA i.e. sup(Bi) is singular in 
V [A]. Since λ > κ∗ is regular in V [A], it follows that λ /∈ XA, hence, sup(Bi) ≤ max(XA ∩ λ) := μ < λ. 
Since μ > ℵ0 is a strong limit cardinal and λ is regular, the sequence 〈Bi | i < λ〉 satisfies the assumption 
of Theorem 2.34, hence there is λ′ < λ such that for every λ′ ≤ δ < λ, Bδ =∗ B∗.

Note that Fκ∗ ∪B∗ ∪ C∗ is a Mathias set as the union of finitely many of them. Let D∗
i := Di ∩ (Fκ∗ ∪

B∗ ∪ C∗).
First, since ∪i<θD

∗
i ⊆ Fκ∗ ∪B∗ ∪C∗, and Fκ∗ ∪B∗ ∪C∗ is Mathias, then also ∪i<θD

∗
i by the criteria of 

4.10. Also (3) follows trivially. To see (2), it suffices to see that for each interval

D∗
i ∩ κ∗ = Di ∩ κ∗, D∗

i ∩ (κ∗, λ) =∗ Di ∩ (κ∗, λ), D∗
i \ λ =∗ Di \ λ

indeed D∗
i ∩ κ∗ = Di ∩ κ∗ = Fκ∗ . Find λ′ ≤ δ < λ such that i < θδ, then Di ⊆∗ Dθδ . In particular,

Di \ λ ⊆∗ Dθδ \ λ = Cδ =∗ C∗
δ ⊆ C∗ and Di ∩ (κ∗, λ) ⊆∗ Dθδ ∩ (κ∗, λ) = Bδ =∗ B∗.

So

Di \ λ =∗ Di ∩ C∗ \ λ = D∗
i \ λ and Di ∩ (κ∗, λ) =∗ Di ∩B∗ ∩ (κ∗, λ) = D∗

i ∩ (κ∗, λ).

Therefore Di =∗ D∗
i . �

Corollary 4.17. Let 〈Di | i < θ〉 ∈ V [A] such that θ < κ+ and:

1. Di is a Mathias set.
2. Di ∩ κ∗ = Fκ∗ .
3. 〈Di | i < θ〉 is ⊆∗-increasing.

Then in V [A] there is a Mathias set E ⊆ sup(∪i<θDi) which is a ⊆∗-bounded for the sequence 〈Di | i < θ〉
such that E ∩ κ∗ = Fκ∗ .

Proof. Simply apply 4.16, to find 〈D∗
i | i < θ〉 then E = ∪i<θD

∗
i will be as wanted. �

As for problem II mentioned in the beginning of this section, the first step will be to take C∗, the union of 
the Ci’s. Then we ⊆∗ increase every C∗∩αi ⊆∗ C

(1)
i so the Ci ∈ V [C(1)

i ]. Repeating this process transfinitely, 
this will eventually stabilize to obtain the desired set. Note also that this definition must take place inside 
V [A].

The following three propositions formally describe this process, we prove them by induction on ν ∈ XA. 
Recall that under the assumption of this section κ ∈ XA.

Theorem 4.18. Assume that ν ∈ XA, θ < ν+ and let 〈Di | i < θ〉 ∈ V [A] such that:
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1. Di ⊆ θi < ν is a Mathias set, 〈θi | i < θ〉 is non decreasing.
2. Di ∩ κ∗ = Fκ∗ .

Then there is 〈D∗
i | i < θ〉 ∈ V [A] such that

1. D∗ :=
⋃
i<θ

D∗
i is Mathias.

2. Di ⊆∗ D∗
i ⊆ θi and Di ∈ V [D∗

i ].
3. D∗

i ∩ κ∗ = Fκ∗ .
4. 〈D∗

i | i < θ〉 is ⊆∗-increasing.

Theorem 4.19. Assume that ν ∈ XA, θ < ν+ and let 〈Di | i < θ〉 ∈ V [A] such that:

1. Di ⊆ θi < ν is a bounded in ν Mathias set, 〈θi | i < θ〉 is non decreasing.
2. Di ∩ κ∗ = Fκ∗ .

Then there is 〈D∗
i | i < θ〉 ∈ V [A] such that

1. D∗ :=
⋃
i<θ

D∗
i is Mathias.

2. ∀i < θ.D∗
i ∈ V [D∗].

3. Di ⊆∗ D∗
i ⊆ θi and Di ∈ V [D∗

i ].
4. D∗

i ∩ κ∗ = Fκ∗ .
5. 〈D∗

i | i < θ〉 is ⊆∗-increasing.

Proposition 4.20. Assume that ν ∈ XA, D, D′ ∈ V [A] are such that,

1. D, D′ ⊆ ν are Mathias sets.
2. D ∩ κ∗ = D′ ∩ κ∗ = Fκ∗ .

Then there is D∗ ∈ V [A] such that

1. D∗ is a Mathias set.
2. D ∪D′ ⊆ D∗ ⊆ sup(D ∪D′).
3. D, D′ ∈ V [D∗].
4. D∗ ∩ κ∗ = Fκ∗ .

As mentioned before, the proof of 4.18, 4.19 and 4.20 is by induction on ν. For ν ∈ XA denote:

1. (18)ν is Theorem 4.18 for ν.
2. (19)ν is Theorem 4.19 for ν.
3. (20)ν is Proposition 4.20 for ν.

Clearly, for every ν ≤ κ∗, (18)ν + (19)ν + (20)ν holds. Assume that ν > κ∗, in particular, cfV [A](ν) < ν. 
Inductively assume that (18)<ν + (19)<ν + (20)<ν . The plan is to derive the induction step gradually from 
the following implications:

1. (18)<ν + (19)<ν + (20)<ν =⇒ (18)ν .
2. (18)ν + (19)<ν + (20)<ν =⇒ (19)ν .



48 T. Benhamou, M. Gitik / Annals of Pure and Applied Logic 173 (2022) 103107
3. (18)ν + (19)ν + (20)<ν =⇒ (20)ν .

Proof of implication 1 (Theorem 4.18). Let us define inductively in V [A] the sequence 〈D∗
i | i < θ〉, define 

D∗
0 = D0. At successor stage, the sets D∗

α, Dα+1 are bounded in ν in ν, apply the induction hypothesis 
(20)θα+1 to these sets, to find a Mathias set D∗

α+1 such that D∗
α ∪Dα+1 ⊆ D∗

α+1 ⊆ θα+1, D∗
α+1 ∩ κ∗ = Fκ∗

and Dα+1 ∈ V [D∗
α+1].

At limit stage δ < θ, the sequence 〈D∗
i | i < δ〉 is defined and ⊆∗ increasing. By 4.17, there is a Mathias 

set E∗ such that E∗ ∩ κ∗ = Fκ∗ , E∗ ⊆ sup{θi | i < δ} ≤ θδ < ν which is a ⊆∗-bound. Again apply (20)θδ to 
E∗, Dδ to obtain D∗

δ ⊆ θδ. Then (2), (3), (4) are clear. At stage θ, we also need to ensure (1), by 4.16, we can 
change the constructed 〈D∗

i | i < θ〉 to 〈D∗∗
i | i < θ〉 such that D∗

i =∗ D∗∗
i , D∗∗

i ∩ κ∗ = Fκ∗ and (1) holds. 
It suffices to note that (2), (3), (4) still hold if we only change finitely many elements of D∗

i . �Implication 1

Proof of implication 2 (Theorem 4.19). In the second implication we assume the induction hypothesis 
and also (18)ν which was derived by the first implication. The crucial difference between 4.19 and 4.18 is 
requirement (2) that D∗

i ∈ V [∪j<θD
∗
j ].

Apply (18)ν to the sequence 〈Di | i < θ〉 to get 〈D0
i | i < θ〉 such that:

1.
⋃
i<θ

D0
i is Mathias.

2. Di ⊆∗ D0
i ⊆ θi and Di ∈ V [D0

i ].
3. D0

i ∩ κ∗ = Fκ∗ .
4. 〈D0

i | i < θ〉 is ⊆∗-increasing.

Define a matrix of sets 〈Dξ
i | i < θ, ξ < ν+〉 recursively on the row ξ < ν+ such that:

1. For each ξ < ν+, 〈Dξ
i | i < θ〉 is ⊆∗-increasing. (Each row is ⊆∗ increasing.)

2. For each i < θ, 〈Dξ
i | ξ < ν+〉 is ⊆∗-increasing. (Each column is ⊆∗ increasing.)

3. Dξ
i ⊆ θi and Di ∈ V [Dξ

i ]. (Sets in column i are subsets of θi.)
4. D(ξ) :=

⋃
j<θ

Dξ
j is Mathias. (The union of each row is a Mathias set.)

5. Dξ
i ∩ κ∗ = Fκ∗ . (All the sets are the same up to κ∗.)

6. For every i < θ and every ξ < ν+, D(ξ) ∩ θi ⊆∗ D
(ξ+1)
i . (The i-th set in a successor row, ⊆∗ includes 

the union of the previous row up to θi.)

At successor row, assume 〈Dα
i | i < θ〉 is defined. For each i < θ apply (20)θ1 to Di and D(α) ∩ θi to 

obtain the sets E(α+1)
i which satisfies (2), (3), (5), (6). Apply (18)ν to the sequence 〈E(α+1)

i | i < θ〉, obtain 
E

(α+1)
i ⊆∗ D

(α+1)
i ⊆ θi, then also (1), (4) holds without ruining (2), (3), (5), (6).

For limit δ < ν+ the sequences 〈D(ρ)
i | i < θ〉 are defined for every ρ < δ. For each i < θ, the sequence 

〈D(ρ)
i | ρ < δ〉 is ⊆∗-increasing hence by Corollary 4.17, there is a Mathias E(δ)

i ⊆ θi which is a ⊆∗-bound, 
this ensures (2), (5). Apply (20)θi to E(δ)

i and Di to obtain F (δ)
i to ensure (3) and finally apply (18)ν to the 

sequence 〈F (δ)
i | i < θ〉, obtain the sequence 〈D(δ)

i | i < θ〉 which satisfy (1) − (5).
Hence the sequence 〈D(ξ)

j | j < θ〉 is defined for every ξ < ν+. For every column j < θ, 〈D(ξ)
j | ξ < ν+〉

is a ⊆∗-increasing sequence of subsets of θj, thus there is ξj < ν+ from which this sequence stabilizes. Let 
ξ∗ = sup(ξj | j < θ) < ν+.

Let us prove that D(ξ∗)
i is as wanted. By the construction of the sequence (1), (3), (4), (5) of the theorem 

follows directly. To see (2), for every ξ∗ ≤ ξ′ < ν+ and for every i < θ, D(ξ∗)
i =∗ Dξ′

i . In particular 
Dξ∗+1

i =∗ Dξ∗

i . Hence

Dξ∗

i ⊆ D(ξ∗) ∩ θi ⊆∗ Dξ∗+1
i =∗ Dξ∗

i .
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Hence Dξ∗

i =∗ D(ξ∗) ∩ θi ∈ V [D(ξ∗)]. �Implication 2

Proof of Implication 3 (Proposition 4.20). Assume the induction hypothesis, (18)ν and (19)ν . Let us derive 
(20)ν . Let cfV [A](ν) = λ < ν and fix a cofinal sequence 〈νi | i < λ〉 ∈ V [A]. For each i < λ, apply (20)νi

to 
find

D ∩ νi, D
′ ∩ νi ⊆ Ei ⊆ νi

such that D ∩ νi, D′ ∩ νi ∈ V [Ei] and Ei ∩ κ∗ = Fκ∗ . Apply (19)ν to the sequence 〈Ei | i < λ〉 to find 
a sequence 〈E∗

i | i < λ〉, such that Ei ⊆∗ E∗
i , Ei ∈ V [E∗], where E∗ := ∪i<λE

∗
i is a Mathias set. Then 

|D ∪D′ \ E∗| ≤ λ. As in the proof of 4.14, in the model V [E∗] we have

∀i < λ.D ∩ νi, D
′ ∩ νi ∈ V [E∗]

so the sequences 〈D ∩ νi | i < λ〉, 〈D′ ∩ νi | i < λ〉 can be coded as a single sequence of ordinals 〈δi | i < λ〉
(fixing enumerations of PV [E∗](νi)). By 3.6, there is a Mathias set R ∈ V [A], |R| ≤ λ such that V [R] =
V [〈δi | i < λ〉]. Apply 4.12 to D∪D′\E∗, R and E∗ to find G ∈ V [A] Mathias such that D∪D′\λ, E∗\λ ⊆ G, 
G ∩ λ = Fλ and E∗, R ∈ V [G]. Let G0 = Fκ∗ ∪G ∩ (κ∗, λ), recall that λ < ν, hence we can apply (20)λ to 
G0, (D ∪D′) ∩ λ and find G1 ⊆ λ such that (D ∪D′) ∩ λ, G0 ⊆ G1, G1 ∩ κ∗ = Fκ∗ and G0 ∈ V [G1]. Finally 
let

D∗ = Fκ∗ ∪ (G1 ∩ (κ∗, λ)) ∪ (G \ λ).

Clearly, D∗ is a Mathias set, D∗ ∩ κ∗ = Fκ∗ thus (1), (4) of Theorem 4.20 hold. For (2), sup(D∗) =
sup(G) = sup(D ∪D′)

(D ∪D′) ∩ κ∗ = Fκ∗ ⊆ D∗, D ∪D′ ∩ (κ∗, λ) ⊆ G1 ∩ (κ∗, λ) ⊆ D∗

and

D ∪D′ \ λ ⊆ G \ λ ⊆ D∗.

Hence D ∪D′ ⊆ D∗. Finally to see (3),

D∗ ∩ κ∗ = Fκ∗ , D∗ ∩ (κ∗, λ) = G1 ∩ (κ∗, λ), D∗ \ λ = G \ λ.

Hence Fκ∗ , G1 ∩ (κ∗, λ), G \ λ ∈ V [D∗], so G1 ∩ κ∗ ∈ V [A] ∩ V [CG ∩ κ∗] = V [Fκ∗ ] ⊆ V [D∗], so G1 ∈ V [D∗]. 
It follows that G0 ∈ V [G1] ⊆ V [D∗]. By definition of G0, G ∩ (κ∗, λ) = G0 \ κ∗ ∈ V [D∗], and clearly 
G ∩ κ∗ ∈ V [Fκ∗ ] ⊆ V [D∗]. Therefore

G ∩ κ∗, G ∩ (κ∗, λ), G \ λ ∈ V [D∗] and G ∈ V [D∗]

By definition of G, E∗, R ∈ V [G] ⊆ V [D∗], hence 〈δi | i < λ〉 and the coding of PV [E∗](νi) is in V [D∗] so the 
sequences 〈D ∩ νi | i < λ〉, 〈D′ ∩ νi | i < λ〉 ∈ V [D∗]. Therefore, D, D′ ∈ V [D∗], as wanted. �Implication 3

This concludes the induction for 4.18-4.20 for every ν ∈ XA and in particular for κ. Let us conclude the 
main result for subsets of κ which do not stabilize:

Corollary 4.21. Assume that o�U (κ) < κ+, (IH), A ⊆ κ, A ∈ V [G] and A does not stabilize, then there is 
C ′ ⊆ CG such that V [A] = V [C ′].

Proof. By 4.7, λ := cfV [A](κ) < κ and let 〈βi | i < λ〉 ∈ V [A] be cofinal. By 3.6 there is a sequence of 
Mathias sets 〈D′

i | i < λ〉 ∈ V [A] such that V [D′
i] = V [A ∩ βi] and D′

i ⊆ βi and denote Di = D′
i \ κ∗ ∪ Fκ∗ . 

Then the sequence 〈Di | i < λ〉 ∈ V [A] and A ∩ βi ∈ V [Di]. Use 4.19 to find 〈D∗
i | i < λ〉 and set 
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D∗ = ∪
i<λ

D∗
i . Then D∗ is Mathias and therefore D∗ ⊆∗ CG. Let C∗ = CG ∩ D∗. Hence C∗ =∗ D∗ and 

V [C∗] = V [D∗]. Finally, for every α < κ, find i < λ such that α < βi. By the properties of D∗, Di ∈ V [D∗], 
hence, A ∩βi ∈ V [D∗]. Note that A ∩α = (A ∩βi) ∩α and therefore A ∩α ∈ V [D∗] = V [C∗]. Finally, apply 
4.14. �
4.2. Subsets of κ which stabilize

In this section assume that o�U (κ) < κ+, (IH) hence by 2.25, ζ0 := cfV [G](κ) < κ. Let A ∈ V [G] be a 
subset of κ such that A stabilizes i.e. there is λ < κ such that

∀α < κ A ∩ α ∈ V [CG ∩ λ].

Note that if A ∈ V [CG ∩ β] for some β < κ then we can use (IH), so we also assume that A is fresh with 
respect to the model V [CG ∩ λ]. Again we would like to apply Lemma 4.14, we will use freshness and work 
a little bit to prove cfV [A](κ) < κ, while finding C∗ is easy:

Increase λ if necessary, and assume max{κ∗, ζ0} ≤ λ < κ. By Proposition 4.11, find Fλ ⊆ λ a Mathias 
set such that V [Fλ] = V [A] ∩ V [CG ∩ λ]. Define C∗ = Fλ ∩ CG =∗ Fλ, then C∗ ∈ V [A] and

∀α < κ.A ∩ α ∈ V [A] ∩ V [CG ∩ λ] = V [Fλ] = V [C∗].

It remains to see that:

Proposition 4.22. cfV [A](κ) < κ.

Proof. By 2.29, let R ⊆ RO(M[�U ] � λ) for which V [C∗] = V [HC∗ ] for some V -generic filter HC∗ ⊆ R

and denote the quotient forcing (Definition 2.27) by Q := (M[�U ] � λ)/HC∗ . To complete V [C∗] to V [G], it 
remains to force above V [C∗] with P := Q ×M[�U ] � (λ, κ], let HQ ×G � (λ, κ] ⊆ P be V [C∗]-generic such 
that V [C∗][HQ ×G � (λ, κ]] = V [G]. Notice that for every λ ≤ α < κ with o�U (α) > 0 we have

|Q×M[�U ] � (λ, α]| < min{ν > α | o�U (ν) = 1}.

Let A∼ be a P -name for A and assume that

�P A∼ is fresh.

Let 〈ci | i < ζ0〉 ∈ V [G] be a cofinal continuous subsequence of CG such that c0 > λ. Fix 〈 c∼i | i < ζ0〉 ∈ V [C∗]
a sequence of P -names for 〈ci | i < ζ0〉. Find p = 〈p0, p1〉 ∈ HQ ×G � (λ, κ) such that

p �P 〈 c∼i | i < ζ0〉 is a cofinal continuous subsequence of CG∼ .

For every i < ζ0 and q ∈ Q/p0, consider the set Di,q of all conditions p1 ≤ r ∈M[�U ] � (λ, κ) such that one 
of the following holds:

1. ∃α. 〈q, r〉 �P c∼i = α ∧ ∃B. 〈q, r〉 �P A∼ ∩ α = B. Denote this statement by φi(q, r).
2. For every r′ ≥ r, ¬φi(q, r′).

Then Di,q is clearly dense open. By the strong Prikry property there is p1 ≤∗ pi,q, Si,q and sets As
i,q such 

that for every t ∈ mb(Si,q), p�i,q〈t, �At
i,q〉 ∈ Di,q. Define

gi,q : mb(Si,q) → {0, 1} by gi,q(t) = 1↔ φi(q, p�i,q〈t, �At
i,q〉) holds.
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Then we can shrink Si,q to Ti,q such that gi,q is constant on mb(Ti,q). Now for every q ∈ Q such that 
gi,q = 1, and every s ∈ mb(Ti,q) let αi(q, s), Ai(q, s) be the values decided by 〈q, p�〈s, �Bs

i,q〉〉 for c∼i, A∼ ∩ c∼i

respectively. Let Ni,q = ht(Ti,q), then

αi(q, s) ∈ {κ1(p), ..., κl(p)(p), s(1), ..., s(Ni,q)}

we can extend Ti,q if necessary so that max(s) ≥ αi(q, s). In particular, Ai(q, s) ⊆ max(s).
Define by recursion Ai(q, s) for s ∈ Ti,q \mb(Tq,i). Let s ∈ LevNi,q−1(Ti,q), by ineffability, we can shrink 

SuccTq,i
(s) and find Ai(q, s) such that for every α ∈ SuccTq,i

(s), Ai(q, s�α) = Ai(q, s) ∩ α. Generally, take 
s ∈ Ti,q and assume that for every α in SuccTi,q

(s), Ai(q, s�α) is defined. We can find a single Ai(q, s) and 
shrink SuccTi,q

(s) such that

∀α ∈ SuccTi,q
(s). Ai(q, s�α) ∩ α = Ai(q, s) ∩ α.

We abuse notation by denoting the shrinked trees by Ti,q. Extend pi,q ≤∗ p∗i,q find Bt
i,q ⊆ At

i,q such that 
extensions from DTi,q, �Bi,q

are pre-dense above p∗i,q and use ≤∗ closure of M[�U ] � (λ, κ] to find a single p∗

such that for every q ∈ Q/p0 and i < ζ0, p∗i,q ≤∗ p∗, in particular p1 ≤ p∗. As usual, shrink all the trees to 
p∗ and let Ti,q be the resulting tree.

Claim. For every i < ζ0 and q ∈ Q/p0 there is q′ ≥ q such that gi,q′ � mb(Ti,q) ≡ 1. i.e.

∀t ∈ mb(Ti,q). ∃α,B. 〈q′, p∗�〈t, �Bt
i,q′〉〉 �P c∼i = α ∧ A∼ ∩ α = B.

Proof. Let p0 ≤ q0, find some 〈q0, p∗〉 ≤ 〈q, r〉 and α such that

〈q, r〉 �P c∼i = α.

By assumption on A∼, 〈q, r〉 �P A∼ is fresh, which implies that there is some B ∈ V [C∗] and some 〈q′, r′〉
such that 〈q, r〉 ≤ 〈q′, r′〉 � B = A∼ ∩ α. Find some t ∈ Ti,q′ such that p∗�〈t, �Bt

i,q′〉 and r′ are compatible, 
then a common extension witnesses that gi,q′(t) �= 0, hence gi,q′(t) = 1 as wanted. �Claim

Move to V [A], let us compare the sets Ai(q, s) with A.
For every i and q such that gi,q = 1, define ρiq(k) for k ≤ Nq,i. Let

ρiq(0) = min(AΔAi(q, 〈〉)) + 1.

Recursively define

ρiq(k + 1) = sup(min(AΔAi(q, 〈δ1, ..., δk〉)) + 1 | 〈δ1, ...δk〉 ∈ Levk(Ti,q) ∩
k∏

j=1
ρiq(j)).

Finally we let

ρi(k) = sup{ρiq(k) | q ∈ Q ∧ gi,q = 1}.

By the claim, for each i < ζ0, there is qi ∈ HQ such that gi,qi = 1, and since DTi,qi
, �Bqi,i

is pre-dense, there 

is some �ci ∈ mb(Ti,q) such that 〈qi, p∗�〈�ci, �B�ci
qi,i
〉〉 ∈ HQ × G � (λ, κ]. By assumption on Ti,qi , max(�ci) ≥

( c∼i)HQ×G�(λ,κ] let us argue that for every k ≤ Ni, ρi(k) > min{ci, �ci(k)}.
By construction of the tree Ti,qi , A ∩ ci = Ai(qi, �ci) ∩ ci. Since for every j ≤ Ni, by definition,

Ai(qi,�ci � j) ∩ �ci(j) = Ai(qi,�ci � j + 1) ∩ �ci(j).
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It follows that for every j ≤ Ni,

Ai(qi,�ci � j) ∩min{ci,�ci(j)} = A ∩min{ci,�ci(j)}.

In particular, A ∩min{ci, �ci(0)} = Ai(qi, 〈〉) ∩min{ci, �ci(0)}.
Since A ∩ ρi(0) �= Ai(qi, 〈〉) ∩ ρi(0), it follows that min{ci, �ci(0)} < ρi(0).
Inductively assume that min{ci, �ci(j)} < ρi(j) for every j ≤ k. If ci ≤ ci(k) then clearly we are done. 

Otherwise, ρi(j) > �ci(j), which implies that

�ci � {1, ..., k} ∈ Levk(Ti,qi) ∩
k∏

j=1
ρi(j)

and since Ai(qi, �ci � {1, ..., k}) ∩min{ci, �ci(k + 1)} = A ∩min{ci, �ci(k + 1)}, then

min{ci,�ci(k + 1)} < min(Ai(qi,�ci � {1, ..., k})ΔA) ≤ ρi(k + 1).

Since �ci(Ni) ≥ ci, it follows that ρi(Ni) > ci.
Next we argue that ρi(k) < κ. Again by induction on k, ρi(q, 0) < κ since for every q ∈ Q with gi,q = 1, 

A �= Ai(q, 〈〉), as Ai(q, 〈〉) ∈ V [C∗] but A /∈ V [C∗]. Since |Q| < κ and κ is regular in V [C∗], it follows that 
ρi(0) < κ.

Assume that it holds for every j ≤ k. Toward a contradiction assume that ρi(k + 1) = κ. Again, |Q| < κ

and κ is regular in V [C∗], there must be q ∈ Q such that gi,q = 1 and ρi(q, k + 1) = κ. Consider the 
collection

{Ai(q, 〈α1, ..., αk〉) | 〈α1, ..., αk〉 ∈ Levk(Ti,q) ∩
k∏

j=1
ρi(j)} ∈ V [C∗].

Then for every γ < κ pick any distinct �α1, �α2 ∈ Levk(Ti,q) ∩
∏k

j=1 ρ
i(j) such that Ai(q, �α1) �= Ai(q, �α2), but 

Ai(q, �α1) ∩ γ = Ai(q, �α2) ∩ γ.
To see that there are such �α1, �α2, by assumption that ρi(k + 1) = κ there is �α1 such that η1 :=

min(AΔAi(q, �α1)) > γ, hence Ai(�α1) ∩γ = A ∩γ. Let �α2 be such that min(AΔAi(q, �α2)) > η1. In particular, 
Ai(q, �α1) �= Ai(q, �α2), but Ai(q, �α1) ∩ γ = A ∩ γ = Ai(q, �α2) ∩ γ. Since this is defined in V [C∗], where κ
is still measurable, and the number of pairs 〈�α1, �α2〉 is bounded by the induction hypothesis, we can find 
unboundedly many γ’s with the same �α1, �α2, which is clearly a contradiction.

So we found a sequence 〈ρi(Ni) | i < λ〉 ∈ V [A] such that ρi(Ni) > ci. Hence cfV [A](κ) ≤ λ. �
As a result of this section we obtain the following:

Corollary 4.23. Assume o�U (κ) < κ+ and (IH). Let A ∈ V [G], A ⊆ κ be such that A stabilizes, then there is 
C ′ ⊆ CG such that V [A] = V [C ′].

5. The argument for a general set

Recall the main theorem of this paper is:

Theorem 1.1. Let �U be a coherent sequence with maximal measurable κ, such that o�U (κ) < κ+. Assume the 
inductive hypothesis:

(IH) For every δ < κ, any coherent sequence �W with maximal measurable δ and any set of ordinals

A ∈ V [H] for H ⊆M[ �W ], there is C ⊆ CH , such that V [A] = V [C].
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Then for every V -generic filter G ⊆ M[�U ] and any set of ordinals A ∈ V [G], there is C ⊆ CG such that 
V [A] = V [C].

Remark 5.1. The authors would like to thank Gunther Fuchs for pointing out that 1.2 does not automatically 
generalize to every set in V [G]. For example, if V = L and 〈cn | n < ω〉 are ω Cohen reals over L (which is 
equivalent to adding a single real) then certainly A := {cn | n < ω} ∈ V [〈cn | n < ω〉], but the minimal model 
containing both L and A is L(A) which is a model of ZF rather than ZFC. This situation can also occur in 
Prikry-type, namely, there are intermediate models of ZF +¬AC which are intermediate to a Prikry forcing 
extension. Suppose that 〈cn | n < ω〉 is a Prikry sequence over V , split ω to ω-many infinite disjoint sets 
〈Tn | n < ω〉 and let Dn = {cm | m ∈ Tn}. Now consider Rn = {t | t is a finite change of Dn}, then clearly 
{Rn | n < ω} ∈ V [G]. Let G be the group of all permutations on Prikry forcing permuting the Rn’s, generated 
by a permutation of ω. Let F be the filter generated by the sets fix(E) := {π ∈ G | ∀x ∈ Eπ(x) = x} for finite 
sets E ⊆ ω. Consider the symmetric submodel N of V [G] (see [15, Chapter 15]), then {Rn | n < ω} ∈ N , 
V ⊆ N is a model of ZF which fails to satisfy the axiom of choice.

Let A be a set of ordinals. We prove Theorem 1.1 by induction of λ := sup(A). If λ ≤ κ then apply 3.6, 
4.21, 4.23. Assume that λ > κ, and let us first resolve the induction step for cfV [G](λ) ≤ κ:

Proposition 5.2. Assume o�U (κ) < κ+, (IH), and cfV [G](λ) ≤ κ, then there is C ⊆ CG such that V [A] =
V [C].

Proof. Since κ is singular in V [G] then cfV [G](λ) < κ. Since M[�U ] satisfies κ+ − cc we must have that 
ν := cfV (λ) ≤ κ. Fix 〈γi| i < ν〉 ∈ V cofinal in λ. Work in V [A], for every i < ν find di ⊆ κ such that 
V [di] = V [A ∩ γi]. By induction, there exists C∗ ⊆ CG such that V [〈di | i < ν〉] = V [C∗] (note that the di’s 
are subsets of κ so we can code 〈di | i < κ〉 as a sequence of pairs in V ) so, therefore

1. ∀i < ν A ∩ γi ∈ V [C∗]
2. C∗ ∈ V [A]

Work in V [C∗], for i < ν fix a bijection πi : 2γi ↔ PV [C∗](γi). Find δi such that πi(δi) = A ∩ γi.
By κ+-cc of M[�U ], there if a function F : ν → P (λ) in V such that for every i < ν, δi ∈ F (i) and 

|F (i)| ≤ κ. Let εi < κ be the index of δi inside F (i). Find C ′′ ⊆ CG such that V [C ′′] = V [〈εi | i < ν〉]. 
Finally we can find C ′ ⊆ CG such that V [C ′] = V [C∗, C ′′]. To see that V [A] = V [C ′], clearly, C∗ ∈ V [A]
and therefore 〈πi, δi | i < ν〉 ∈ V [A]. Since F ∈ V , 〈εi | i < ν〉 ∈ V [A], hence C ′′ ∈ V [A]. It follows 
that C ′ ∈ V [A]. For the other direction, C∗, C ′′ ∈ V [C ′], so 〈εi | i < ν〉 ∈ V [C ′], and since F ∈ V then 
〈δi | i < ν〉 ∈ V [C ′]. Since C∗ ∈ V [C ′] then also 〈πi | i < ν〉 ∈ V [C ′] so 〈πi(δi) | i < ν〉 ∈ V [C ′]. It follows 
that A = ∪i<νπi(δi) ∈ V [C ′]. �
5.1. The induction step for cf(λ) > κ

Assume that o�U (κ) < κ+ and (IH). The idea for the induction step where sup(A) = λ with cf(λ) > κ

(typical example is λ = κ+) is the following:

1. There is C∗ ⊆ CG such that C∗ ∈ V [A] and for every α < λ.A ∩ α ∈ V [C∗].
2. The quotient forcing M[�U ]/C∗ (which completes V [C∗] to V [G]) is κ+-cc (and therefore cf(λ)-cc) in 

V [G].

Then we will apply the following theorem:
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Theorem 5.3. Let W |= ZFC and P ∈ W be a forcing notion. Let T ⊆ P be any W -generic filter and θ a 
regular cardinal in W [T ]. Assume P is θ-cc in W [T ]. Then in W [T ] there are no fresh subsets with respect 
to W of cardinals λ such that cf(λ) = θ.

Remark 5.4. Note that it is crucial that P is θ-cc in the generic extension, otherwise there are trivial 
examples which contradict this. Namely, the forcing which adds a branch through a Suslin tree is ccc, but 
the branch added is a fresh subset of ω1.

Proof. Toward a contradiction, assume that A ∈ W [T ] \W is a fresh subset of λ and cf(λ) = θ. Pick a 
name A∼ for A and work within W [T ]. We define recursively a sequence of conditions 〈ri, si | i < θ〉 and a 
sequence of ordinals 〈βi | i < θ〉. Let r0 ∈ T be such that r0 � A∼ is fresh. There must be β0 < λ such that 
r0 does not force A∼ ∩ β0 = A ∩ β0. Otherwise, A = ∪{B | ∃β < λ.r0 � A∼ ∩ β = B} ∈ W , contradicting the 
fact that A /∈W . Hence one can find B0 �= A ∩ β0 and r0 ≤ s0 such that s0 � A∼ ∩ β0 = B0.

Assume ri, si, βi are defined for every i < j < θ. Let β′
j := sup{βi | i < j} < λ, find rj ∈ T such that 

r0 ≤ rj � A∼ ∩ β′
j = A ∩ β′

j . Such rj exists since A is fresh. Argue as before to find βj < λ, Bj �= A ∩ βj

and sj ≥ rj such that sj � A∼ ∩ βj = Bj . The contradiction is obtained by noticing that 〈sj | j < θ〉 is an 
antichain. Indeed, if i < j and si, sj ≤ s then si ≤ s implies that s � A∼ ∩ βi = Bi, also since rj ≤ sj ≤ s, 
then s � A∼ ∩ βi = A ∩ βi �= Bi. Hence s forces contradictory information. �
Corollary 5.5. Assume (IH) and A ∈ V [G] stabilizes, then there is C ⊆ CG such that V [A] = V [C].

Proof. Let β < κ be such that ∀α < sup(A). A ∩ α ∈ V [G � β]. If A ∈ V [G � β], then we can apply (IH)
and we are done. Otherwise, A ∈ V [G] is fresh with respect to the model V [G � β]. The forcing completing 
V [G � β] to V [G] is simply M[�U ] � (β, κ] which clearly is κ+-cc in V [G] (since κ+ is regular in V [G]), this 
is a contradiction to Theorem 5.3. �

Assume that A does not stabilize, since we assumed that o�U (κ) < κ+ and by the induction hypothesis 
on sup(A) = λ, we can apply 4.6(2), to conclude that cfV [A](κ) < κ.

Let 〈λi | i < cf(λ)〉 be cofinal in λ, then for each α < cf(λ) we choose some Dα ⊆ CG such that 
V [A ∩ λα] = V [Dα]. In previous results ([5], [6]), o�U (κ) < κ and |CG| < κ, therefore 2|CG| < κ < cf(λ), it 
followed that there is some Dα that repeated cofinally many times. Here, since 2|CG| ≥ κ+, we will need as 
before to somehow accumulate all the information in a ⊆∗-increasing way.

Proposition 5.6. Assume o�U (κ) < κ+, (IH) and A ∈ V [G] does not stabilize. Let 〈λi | i < cf(λ)〉 be cofinal in 
λ and κ∗ < κ such that for every α ∈ CG\κ∗, o�U (α) < α+. Then there is a sequence 〈Dα | α < cf(λ)〉 ∈ V [A]
such that:

1. Dα is a Mathias set, Dα ∩ κ∗ = Fκ∗ , where V [Fκ∗ ] = V [A] ∩ V [CG ∩ κ∗].
2. 〈Dα | α < cf(λ)〉 is ⊆∗-increasing.
3. A ∩ λα ∈ V [Dα].

Proof. Work in V [A]. For every α < cf(λ), by the induction hypothesis, there is a Mathias set D′
α ⊆∗ CG

such that A ∩ λα ∈ V [D′
α] and D′

α ∩ κ∗ = Fκ∗ . Then (1), (3) hold but (2) might fail. Let us construct the 
sequence 〈Dα | α < cf(λ)〉 more carefully to ensure condition (2): We go by induction on β < κ+. Assume 
the sequence 〈Dα | α < β〉 is defined. If β = α+1, then use Proposition 4.20 with Dα and D′

β to find Dβ+1
such that Dα ⊆ Dβ , D′

β ∈ V [Dβ ] and Dβ ∩κ∗ = Fκ∗ . If β is limit, let δ = cfV [A](β) and 〈βi | i < δ〉 ∈ V [A]
be cofinal. If δ > κ, then by 2.34, the sequence 〈Dβα

| α < δ〉, =∗-stabilizes on some Mathias set E∗
β, in 

particular, E∗
β ∩ κ∗ = Fκ∗ and since the sequence 〈Dα | α < β〉 is ⊆∗-increasing, then it also stabilizes on 

E∗
β . Then E∗

β is a ⊆∗-bound.
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If δ ≤ κ, since κ is singular in V [A], then δ < κ. Apply Lemma 4.17 to the sequence 〈Dβα
| α < δ〉, to 

find a single E∗
β ∈ V [A] Mathias which is a ⊆∗-bound and E∗

β ∩ κ∗ = Fκ∗ .
In any case, apply Lemma 4.20 to E∗

β , D
′
β and find a Mathias Dβ such that E∗

β ⊆ Dβ and D′
β ∈ V [Dβ ]

and Dβ ∩ κ∗ = Fκ∗ . Clearly the sequence 〈Dα | α < cf(λ)〉 is as wanted. �
Corollary 5.7. There is C∗ ⊆ CG, such that C∗ ∈ V [A] and for every α < λ, A ∩ α ∈ V [C∗].

Proof. Consider the sequence 〈Dα | α < cf(λ)〉 ∈ V [A] from Proposition 5.6, then use Theorem 2.34 to 
find α∗ < cf(λ) such that for every α∗ ≤ β < cf(λ), Dβ =∗ Dα∗ . In particular, V [Dβ ] = V [Dα∗ ]. Then 
C∗ = Dα∗ ∩ CG is as wanted. �

Let us turn to the proof that the quotient forcing is κ+-cc in V [G] (and therefore cf(λ)-cc). In [5] and 
[6], in order to prove κ+-cc of the quotient forcing, a concrete description of the quotient was given. Here 
we will give an abstract argument to avoid this description.

Example 5.8. It is tempting to try and discard the name C∼
∗ and define M[�U ]/C∗ to consist of all p such 

that there is a V -generic H ⊆M[�U ], with p ∈ H and C∗ ⊆ CH . Formally, we suggest that M[�U ]/C∗ is

M[�U ]′ = {p ∈M[�U ] | C∗ ⊆ κ(p) ∪B(p)}.

Such a forcing is not κ+-cc even above V [C∗]. Assume that o�U (κ) = κ, then cfV [G](κ) = ω. We take for 
example any C∗ = {cn | n < ω} ⊆ CG unbounded in κ, such that for every n, o�U(cn) = 0. Basically, it 
is a Prikry sequence for the measure U(κ, 0). Now V [C∗] |= κω = κ+ so let 〈fi | i < κ+〉 ∈ V [C∗] be an 
enumeration of all functions from ω to κ. We can factor the forcing to first pick i < κ+, then the rest of the 
forcing ensures that CG(fi(n) + 1) = cn, this means that fi determines the places of cn’s in the sequence 
CG. Since no choice of i �= j can be compatible, the first part is not κ+-cc and therefore also the product.

Example 5.9. Let us consider another possible simplification of M[�U ]/C∗, first we enumerate C∗ = {c∗α |
α < κ} and find M[�U ]− names { c∼

′
α | α < κ} for it.

M[�U ]∗ = {q ∈M[�U ] | for every finite a ⊆ κ there is qa ≥ q, qa � c∼
′
α = č∗α, for every α ∈ a}.

Let us prove that for suitable choice of names, M[�U ]′ is not κ+-cc For every α < κ, let

Xα = {ν < κ | o�U (ν) = α}.

Pick some different ρ0, ρ1 ∈ X0. The play would be between two conditions

p0 = 〈ρ0, 〈κ, κ \ ρ0 + 1〉〉 and p1 = 〈ρ1, 〈κ, κ \ ρ1 + 1〉〉.

Above p0 we do something simple - for example, let c′∼α be a name for the first element of Xα in the generic 
sequence CG.

Now above p1, let us do something more sophisticated. We will build a κ− tree with each of its branches 
corresponding to a direct extension of p1 in M[�U ]/C ′, where C ′ := C ′

∼H and H ⊆M[�U ] is a V -generic filter 
with p0 ∈ H. These extensions will be incompatible in M[�U ]/C ′. Start with a description of the first level:
Fix Y1 ∈ U(κ, 1), such that Y1 ⊆ X1 and Z1 = X1\Y1 has cardinality κ. Split Z1 into two disjoint non-empty 
sets Z1,0, Z1,1.

Now, c∼
′
1 be a name such that p1 extended by an element of Y1 forces different values from those which 

p0 forces, for example, let it be the first element of X2 in CG.
For i = 0, 1, for define the name c∼

′
1 so that p1 extended by an element of Z1,i forces the same values as 

c ′
1 extended by p0.
∼
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The idea behind is to ensure that, p1�Z10 ∪ Y1, p1�Z11 ∪ Y1 will be in M[�U ]/C ′, but only because of Z1i. 
Note that, p1�Z10 ∪ Y1, p1�Z11 ∪ Y1 are incompatible in M[�U ]/C ′ since Z10 and Z11 are disjoint. Continue 
in a similar fashion to define the rest of the levels, at the α-th level we take Yα ⊆ Xα such that Zα := Xα\Yα

has size κ, and we split Zα into two disjoint non empty sets Zα,0, Zα,1. The definition of c′∼α is such that p1

extended by elements of Yα forces c′∼α to be the first member of Xα+1 in CG. While p1 extended by elements 
of Zα will force the same value as p0 did.

Note that the construction is completely inside V .
Finally, there are κ+− branches of length κ in T . Let ph denote an extension of p1 which corresponds to 

a κ− branch h i.e. ph = 〈ρ1, 〈κ, 
⋃

α<κ
Yα � Zα,h(α)〉〉.

Let h1, h2 be two different branches. Let α < κ be the least such that h1(α) �= h2(α). Then ph1 and ph2

are incompatible in M[�U ]/C ′. This follows from the choice of c∼
′
α and the definitions of conditions at the 

level α.
Note that every ph is in M[�U ]′, since for every finite a ⊆ κ, we can extend ph to some qa using the 

elements from Zα,h(α).

Proposition 5.10. For every q ∈M[�U ],

q ∈M[�U ]/C∗ iff there is a V -generic G′ ⊆M[�U ] such that C∼G′ = C∗.

Proof. Let q ∈ M[�U ]/C∗ = M[�U ]/HC∗ , let G′ ⊆ M[�U ]/C∗ be any V [C∗]-generic with q ∈ G′, then 
G′ ⊆M[�U ] is a V -generic filter and π∗(G′) = π∗(G) = HC∗ (for the definition of π∗ see Definition 2.27). To 
see that C∼G′ = C∗, denote C ′ := C∼G′ , toward a contradiction, assume that s ∈ C∗ \ C ′, then there is

q ≤ q′ ∈ G′ such that q′ � s /∈ C∗
∼

hence π(q′) ≤ ||s /∈ C∼||. It follows that π(q′)⊥||s ∈ C∼|| ∈ HC∗ , therefore π(q′) ∈ π∗(G′) \HC∗ contradiction. 
Also if s ∈ C ′ \ C∗, then there is q ≤ q′ ∈ G such that q′ � s ∈ C∼, then π(q′) ≤ ||s ∈ C∼||, then 
π(q′)⊥||s /∈ C∼|| ∈ HC∗ . In any case π(q′) ∈ π∗(G′) \HC∗ which is again a contradiction.

For the other direction, if q ∈ G′ for some G′ ⊆M[�U ] such that C∼G′ = C∗, then X ∩π∗(G′) = X∩π∗(G), 
where X = {||α ∈ D∼|| | α < κ} is the generating set of PC∼. Since π is a projection, π∗(G′) is a V -generic 
filter for PC∼ and therefor it is uniquely determined by the intersection with the set of generators X. It follows 
that π∗(G′) = π∗(G) = HC∗ . Finally, for every a ∈ G′, π(a) ∈ π∗(G), thus a ∈ π−1′′

HC∗ := M[�U ]/HC∗ . �
Remark 5.11.

1. Example 5.8 produces a much larger forcing than M[�U ]/C∗ so we can obviously find q ∈ M[�U ]′ such 
that q � c∗α �= c∼

′
α for some α.

2. In Example 5.9, the conditions ph constructed are not in M[�U ]/C∗. Otherwise, by the proposition, there 
is a generic H such that {(c′∼α)H | α < κ} = C∗ with ph ∈ H. Since Y ∗ :=

⋃
α<κ

Yα ∈ ∩�U(κ), then by 

Proposition 2.17(3) there is ξ < κ such that CH \ ξ ⊆ Y ∗. It follows that the interpretation (c′∼α)H must 
be different from the one ph made, contradiction.

We will prove that the quotient forcing is κ+-cc for more general Prikry-type forcings which use P -point 
ultrafilters.

Definition 5.12. Let F be a uniform κ− complete filter over a regular uncountable cardinal κ. F is called a 
P− point filter iff there is π : κ → κ such that

1. π is almost one to one, i.e. there is X ∈ F such that for every α < κ, |π−1α ∩X| < κ.
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2. For every {Ai | i < κ} ⊆ F , Δ∗
i<κAi = {ν < κ | ∀i < π(ν)(ν ∈ Ai)} ∈ F .

Clearly, every normal filter F is a P− point, but there are many non-normal P− points as well. For 
example take a normal filter U and move it to a non-normal by using a permutation on κ. Also, if F is an 
ultrafilter, then π is just a function representing κ in the ultrapower by F .

Before proving the main result, we need a generalization of Galvin’s theorem (see [2], or [13, Proposition 
1.4]):

Proposition 5.13. Suppose that 2<κ = κ and let F be a P -point filter over κ. Let 〈Xi | i < κ+〉 be a sequence 
of sets such that for every i < κ+, Xi ∈ F , and let 〈Zi | i < κ+〉 be any sequence of subsets of κ. Then there 
is Y ⊆ κ+ of cardinality κ, such that

1.
⋂

i∈Y Xi ∈ F .
2. There is α /∈ Y such that [Zα]<ω ⊆

⋃
i∈Y [Zi]<ω.

Proof. For every �ν ∈ [κ]<ω, α < κ+ and ξ < κ, let

Hα,ξ,�ν = {i < κ+ | Xi ∩ ξ = Xα ∩ ξ ∧ �ν ∈ [Zi]<ω}.

Claim. There is α∗ < κ+ such that for every ξ < κ and �ν ∈ [Zα∗ ]<ω, |Hα∗,ξ,�ν | = κ+.

Proof of claim. Otherwise, for every α < κ+ there is ξα < κ and �να ∈ [Zα]<ω such that |Hα,ξα,�να
| ≤ κ. 

There is X ⊆ κ+, �ν∗ ∈ [κ]<ω and ξ∗ < κ, such that |X| = κ+ and

∀α ∈ X, �να = �ν∗ ∧ ξα = ξ∗.

Since κ is strong limit and ξ∗ < κ, there are less than κ many possibilities for Xα ∩ ξ∗. Hence we can shrink 
X to X ′ ⊆ X such that |X ′| = κ+ and find a single set E∗ ⊆ ξ∗ such that for every α ∈ X ′, Xα ∩ ξ∗ = E∗. 
It follows that for every α ∈ X ′:

Hα,ξα,�να
= Hα,ξ∗,�ν∗ = {i < κ+ | Xi ∩ ξ∗ = E∗ ∧ �ν∗ ∈ [Zi]<ω}.

Hence the set Hα,ξα,�να
does not depend on α, which means it is the same for every α ∈ X ′. Denote this set 

by H∗. To see the contradiction, note that for every α ∈ X ′, α ∈ Hα,ξα,�να
= H∗, thus X ′ ⊆ H∗, hence

κ+ = |X ′| ≤ |H∗| ≤ κ

contradiction. �Claim

End of proof of Proposition 5.13. Let α∗ be as in the claim. Let us choose Y ⊆ κ+ that witnesses the lemma. 
First, enumerate [Zα∗ ]<ω by 〈�νi | i < κ〉. Let π : κ → κ be the function in Definition 5.12 guaranteed by F
being P -point. There is a set X ∈ F such that for every α < κ, X ∩ π−1′′α is bounded in κ. So for every 
α < κ, we find ρα > sup(π−1′′[α + 1] ∩X).

By recursion, define βi for i < κ. At each step we pick α∗ �= βi ∈ Hα∗,ρi+1,�νi
\ {βj | j < i}. It is possible 

find such βi, since the cardinality of Hα∗,ρi+1,�νi
is κ+, and {βj | j < i} is of size less than κ. Let us prove 

that Y = {βi | i < κ} is as wanted. Indeed, by definition, it is clear that |Y | = κ. Also, if �ν ∈ [Zα∗ ]<ω, then 
�ν = �νi for some i < κ. By definition, βi ∈ Hα∗,ρi+1,�νi

, hence �ν ∈ [Zβi
]<ω, so

[Zβi
]<ω ⊆

⋃
[Zx]<ω.
x∈Y
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Finally, we need to prove that 
⋂

γ∈Y Xγ =
⋂

i<κ Xβi
∈ F . By the P -point assumption about F ,

X∗ := X ∩Xα∗ ∩Δ∗
i<κXβi

∈ F.

Thus it suffices to prove that X∗ ⊆
⋂

i<κ Xβi
. Let ζ ∈ X∗, then for every i < π(ζ), ζ ∈ Xβi

. For i ≥ π(ζ), 
ζ ∈ π−1′′

i + 1 ∩X, and by definition of ρi, ζ < ρi. Recall that βi ∈ Hα∗,ρi+1,�νi

Xα∗ ∩ (ρi + 1) = Xβi
∩ (ρi + 1)

and since ζ ∈ Xα∗ ∩ (ρi + 1), ζ ∈ Xβi
. We conclude that ζ ∈

⋂
i<κ Xβi

, thus X∗ ⊆
⋂

i<κ Xβi
. �

Theorem 5.14. Let π : M[�U ] → P be a projection and G ⊆ M[�U ] be V -generic and H = π∗(G) be the 
induced generic for P . Then V [G] |= M[�U ]/H is κ+-cc.

Proof. Assume otherwise, and let 〈pi | i < κ+〉 ∈ V [G] be an antichain in M[�U ]/H. Let 〈p∼i | i < κ+〉 be a 
sequence of M[�U ]-names for them and r ∈ G such that

r � 〈p∼i | i < κ+〉 is an antichain in M[�U ]/H∼.

Work in V , for every i < κ+, let r ≤ ri ∈M[�U ] and ξi ∈M[�U ] be such that ri � p∼i = ξi.

Claim. ∀i < κ+∃q ≥ ξi∀q′ ≥ q∃r′′ ≥ ri r
′′ � q′ ∈M[�U ]/H∼.

Proof of claim. Otherwise, there is i such that for every q ≥ ξi, there is q′ ≥ q such that every r′′ ≥ ri, 
r′′ � q′ ∈M[�U ]/H∼. In particular, the set

E = {q ≥ ξi | ∀r′′ ≥ ri.r
′′
� q ∈M[�U ]/H∼}

is dense above ξi. To obtain a contradiction, let G′ be any generic for M[�U ] such that ri ∈ G′. Since ri ≥ r, 
r ∈ G′ and therefore ξi = (p∼i)G′ ∈ M[�U ]/H∼G′ . Denote H ′ = H∼G′ . Then by Proposition 5.10, there is a 
V -generic filter G′′ for M[�U ] such that ξi ∈ G′′ and H∼G′′ = H ′. By density of E, there is ξi ≤ q ∈ E ∩G′′

and in particular, q ∈ M[�U ]/H ′. Thus, there is ri ≤ r′′ ∈ G′ such that r′′ � q ∈ M[�U ]/H∼, contradicting 
q ∈ E. �Claim

For every i < κ+ pick qi ≥ ξi such that

(∗)i ∀q′ ≥ qi.∃r′′ ≥ ri.r
′′ � q′ ∈M[�U ]/H∼.

Denote qi = 〈ti,1, ..., ti,ni
, 〈κ, A(qi)〉〉 and ri = 〈si,1, ..., si,mi

, 〈κ, A(ri)〉〉. Stabilize the sequences 〈ti,1, ..., ti,ni
〉

and 〈si,1, ..., si,mi
〉 i.e. find X ⊂ κ+ such that |X| = κ+ and �t = 〈t1, ..., tn〉, �s = 〈s1, ..., sm〉 such that for 

every i ∈ X

〈ti,1, ..., ti,ni
〉 = 〈t1, ..., tn〉, and 〈si,1, ..., si,mi

〉 = 〈s1, ..., sm〉.

This means that for every i ∈ X, qi = �t�〈κ, A(qi)〉 and ri = �s�〈κ, A(ri)〉. Let

A∗(ri) = {ν ∈ A(ri) | ν ∩A(ri) ∈ ∩�ν}

by 2.5, A∗(ri) ∈ ∩�U(κ), it follows that for every �ν ∈ [A∗(ri)]<ω, r�i �ν ∈ M[�U ]. By Lemma 5.13, there is 
Y ⊆ X of cardinality κ, such that

1.
⋂

A(qi) ∈
⋂

U(κ, i).
i∈Y i<κ
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2. There is α∗ ∈ Y such that [A∗(rα∗)]<ω ⊆
⋃

i∈Y \{α∗}[A∗(ri)]<ω.

Consider the set A =
⋂

i∈Y A(qi). For every i ∈ Y , qi ≤ �t�〈κ, A〉 =: q∗. Then by (∗)α∗ , there is r′′ ≥ rα∗

such that r′′ � q∗ ∈ M[�U ]/H∼. Hence there is �s ≤ s′′ ∈ M[�U ] � max(κ(�s)), k < ω, �ν ∈ [A(rα∗)]k and 
B1, ..., Bk such that

r′′ = 〈s′′, 〈ν1, B1〉, ..., 〈νk, Bk〉, 〈κ,A(r′′)〉〉.

Since r′′ ∈ M[�U ], then �ν ∈ [A∗(rα)]k and by the property of α∗, �ν ∈ ∪j∈Y \{α∗}[A∗(rj)]<ω and so there 
is j ∈ Y such that �ν ∈ [A∗(rj)]k. Since rα∗ and rj have the same lower part, and �ν ∈ [A∗(rj)]<ω, it follows 
that r′′ and rj are compatible by the condition:

r∗ = 〈s′′, 〈ν1, B1 ∩A(rj)〉, ...〈νk, Bk ∩A(rj)〉, 〈κ,A(rj) ∩A(r′′)〉〉.

To see the contradiction, note that r∗ ≥ rα∗ , rj and r, thus

r∗ � p∼α∗ = ξα∗ , p∼j = ξj are incompatible in M[�U ]/H∼

but also r∗ ≥ r′′, therefore

r∗ � q∗ ∈M[�U ]/H∼.

Since q∗ ≥ qα∗ ≥ ξα∗ and q∗ ≥ qj ≥ ξj , then r∗ � p∼α∗ , p∼j are compatible in M[�U ]/H∼, contradiction. �
This suffices to finish the induction step for cf(λ) > κ and in turn 1.1.

Corollary 5.15. Assume that o�U (κ) < κ+, (IH) and let A ∈ V [G] be a set of ordinals such that cf(sup(A)) >
κ. Let C∗ be as in 5.7, then A ∈ V [C∗] and V [A] = V [C∗].

Proof. By 5.7, C∗ ⊆ CG is such that C∗ ∈ V [A] and ∀α < λ.A ∩α ∈ V [C∗]. Toward a contradiction assume 
that A /∈ V [C∗], and let W := V [C∗]. The quotient forcing M[�U ]/C∗ ∈ W is κ+-cc and therefore cf(λ)-cc 
in V [G] = W [G] and A is fresh subsets of λ contradicting Theorem 5.3. �5.15 �1.1

5.2. The quotient forcing

For M[�U ]/C∗ which is κ+-cc in V [C∗], we can use a more abstract and direct argument:
Suppose we have an iteration P ∗Q∼ of forcing notions. It is a classical result about the iteration that if 

for a regular cardinal λ we have

1. P has λ− cc,
2. �P Q∼ has λ-cc,

then P ∗Q∼ satisfies λ− cc.
Also, if P has λ− cc, P ∗Q∼ has λ− cc, then �P Q∼ has λ − cc.
Suppose otherwise. Then there are p ∈ P and a sequence of P− names 〈 q∼α | α < λ〉 such that

p �P 〈 q∼α | α < λ〉 is an antichain in Q∼.

Consider now {〈p, q∼α〉 | α < λ} ⊆ P ∗Q∼. By λ− cc, there are α, β < λ, α �= β such that 〈p, q∼α〉 and 〈p, q∼β〉
are compatible. Hence, there are 〈p′, q∼

′〉 ≥ 〈p, q∼α〉, 〈p, q∼β〉. But then

p′ �P q ′ is stronger than both q α, q β ,
∼ ∼ ∼
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which is impossible, since p′ forces that they are members of an antichain.
However, in 5.14, we address a different question:
Suppose that P ∗Q∼ satisfies λ− cc. Let G ∗H be a generic subset of P ∗Q∼. Consider the interpretation 

Q of Q∼ in V [G ∗H]. Does it satisfy λ− cc?
Clearly, this is not true in general. For a simple example, let P be trivial and Q be the forcing for adding 

a branch to a Suslin tree. Then, in V Q, Q will not be ccc anymore.
Our attention in Theorem 5.14 is to subforcings and projections of M[�U ], however the argument given is 

more general:

Theorem 5.16. Suppose that P is either Prikry or Magidor or Magidor-Radin or Radin or Prikry with a 
product of P -point ultrafilters forcing and Q∼ is a projection of P. Let G(P) be a generic subset of P.

Then, the interpretation of Q∼ in V [G(P)], satisfies κ+− cc there.

We do not know how to generalize this theorem to wider classes of Prikry type forcing notions.
For example the following may be the first step:

Question 5.17. Is the result valid for a long enough Magidor iteration of Prikry forcings?

The problem is that there is no single complete enough filter here, and so the Galvin theorem (or its 
generalization) does not seem to apply.

Definition 5.18. Let F be a κ− complete uniform filter over a set X, for a regular uncountable cardinal κ. 
We say that F has:

1. The Galvin property iff every family of κ+ members of F has a subfamily of cardinality κ with intersection 
in F .

2. The generalized Galvin property iff it satisfies the conclusion of 5.13.

The following question looks natural in this context:

Question 5.19. Characterize filters (or ultrafilters) which satisfy the Galvin property (or the generalized 
Galvin property).

Construction by U. Abraham and S. Shelah [1] may be relevant here. They constructed a model in which 
there is a sequence 〈Ci | i < 2μ+〉 in Cubμ+ such that the intersection of any μ+ clubs in the sequence 
is of cardinality less than μ. So the filter Cubμ+ does not have the Galvin property. However GCH fails 
there. Lately, other results related to the Galvin property have been published [10], [9], [11]. The following 
questions seem to be open:

Question 5.20. Assume GCH. Let κ be a regular uncountable cardinal. Is there a κ-complete filter over κ
which fails to satisfy the Galvin property?

Let us note that if the ultrafilter is not on κ, then there is such an ultrafilter, namely, any fine κ-complete 
filter U over Pκ(κ+) does not satisfy the Galvin property:

For every α < κ+, let Xα = {Z ∈ Pκ(κ+) | α ∈ Z}, then Xα ∈ U since U is fine but the intersection of 
any κ elements from this sequence of sets is empty.

A fine normal ultrafilter on Pκ(λ) is used for the supercompact Prikry forcing (see [12] for the definition). 
Hence, the following question is natural:
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Question 5.21. Assume GCH and let λ > κ be a regular cardinal. Is every quotient forcing of the super-
compact Prikry forcing also λ+-cc in the generic extension?

One particular interesting case is of filters which extend the closed unbounded filter.

Question 5.22. Assume GCH. Let κ be a regular uncountable cardinal. Is there a κ− complete filter which 
extends the closed unbounded filter Cubκ which fails to satisfy the Galvin property?

Our prime interest is on κ− complete ultrafilters over a measurable cardinal κ.
Note the following:

Proposition 5.23. It is consistent that every κ− complete (or even σ-complete) ultrafilter over a measurable 
cardinal κ has the generalized Galvin property.

Proof. This holds in the model L[U ], where U is a unique normal measure on κ. In this model every κ-
complete ultrafilter is Rudin-Keisler equivalent to a finite power of U (see for example [15, Lemma 19.21]). 
By 5.29, it is easy to see that all such ultrafilters satisfy the generalized Galvin property. Note that since in 
L[U ] there is a unique measurable cardinal, every σ-complete ultrafilter W is actually κ-complete. Indeed, 
let λ be the completeness degree of W ,12 it is the critical point of the embedding

jW : L[U ] → Ult(L[U ],W ).

Since W is σ-complete, Ult(L[U ], W ) is well-founded, hence crit(jW ) is measurable in L[U ] and λ = κ. �
In context of ultrafilters over a measurable cardinal, the following is unclear:

Question 5.24. Is it consistent to have a κ-complete ultrafilter over κ which does not have the Galvin 
property?

Question 5.25. Is it consistent to have a measurable cardinal κ carrying a κ− complete ultrafilter which 
extends the closed unbounded filter Cubκ (i.e., Q− point) which fails to satisfy the Galvin property?

It is possible to produce more examples of ultrafilters (and filters) with generalized Galvin property. The 
simplest example of this kind will be U ×W , where U, W are normal ultrafilters over κ. We will work in a 
bit more general setting.

Definition 5.26. Let F1, ..., Fn be P -point filters over κ, and let π1, ..., πn be the witnessing functions for it. 
Denote [κ]n∗, the set of all n-tuples 〈α1, ..., αn〉 such that for every 2 ≤ i ≤ n, αi−1 < πi(αi).

Note that if the Fi’s are normal, the πi = id and [κ]n∗ = [κ]n.

Definition 5.27. Let F1, ..., Fn be P -point filters over κ, and let π1, ..., πn be the witnessing functions for it. 
Define a filter 

∏n∗
i=1 Fi over [κ]n∗ recursively. For X ⊆ [κ]n∗:

X ∈
n∗∏
i=1

Fi ⇔
{
α < κ | Xα ∈

n∗∏
i=2

Fi

}
∈ F1.

Where Xα = {〈α2, ..., αn〉 ∈ [κ]n−1∗ | 〈α, α2, ..., αn〉 ∈ X}.

12 The degree of completeness of an ultrafilter V is the minimal cardinal θ such that V is θ-complete.
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Again, if the filters are normal, this is simply a product.

Proposition 5.28. Let F1, ..., Fn be P -point filters over κ, and let π1, ..., πn be the witnessing functions for 
it. Then for every X ∈

∏n∗
i=1 Fi, there are Xi ∈ Fi such that 

∏n∗
i=1 Xi ⊆ X.

Proof. By induction on n, for n = 1, it is clear. Let X ∈
∏n∗

i=1 Fi. Let

X1 =
{
α < κ | Xα ∈

n∗∏
i=2

Fi

}
∈ F1

For every α ∈ X1, find by the induction hypothesis Xα,i ∈ Fi for 2 ≤ i ≤ n such that 
∏n∗

i=2 Xα,i ⊆ Xα. 
Define

Xi = Δ∗
α<κXα,i

since Fi is P -point, Xi ∈ Fi. Let us argue that 
∏n∗

i=1 Xi ⊆ X. Let 〈α1, ..., αn〉 ∈
∏n∗

i=1 Xi, then for every 
2 ≤ i ≤ n, α1 < π(αi), hence αi ∈ Xα1,i. It follows that 〈α2, ..., αn〉 ∈

∏n∗
i=2 Xα1,i ⊆ Xα1 . By definition of 

Xα1 , 〈α1, α2...αn〉 ∈ X. �
Corollary 5.29. Assume that 2<κ = κ. Let F1, ..., Fn be P -point filters over κ, and let π1, ..., πn be the 
witnessing functions for it. Then 

∏n∗
i=1 Fi also satisfies the generalized Galvin property of 5.13.

Proof. Let 〈Yα | α < κ+〉 and 〈Zα | α < κ+〉 be as in 5.13. By Proposition 5.28, for every 1 ≤ i ≤ n, and 
α < κ+, find X(α)

i ∈ Fi such that 
∏∗n

i=1 X
(α)
i ⊆ Yα.

For every �α = 〈α1, ..., αn〉 ∈ [κ]n∗ every �ν ∈ [κ]<ω and every ξ < κ+, define

Hξ,�α,�ν =
{
γ < κ+ | ∀1 ≤ i ≤ n.X

(γ)
i ∩ αi = X

(ξ)
i ∩ αi and �ν ∈ [Zγ ]<ω

}
.

As in 5.13, since there are less than κ+ many possibilities for 〈X(γ)
1 ∩ α1, X

(γ)
2 ∩ α2, ..., X

(γ)
n ∩ αn〉, we can 

find α∗ < κ+, such that for every �α and �ν, |Hα∗,�α,�ν | = κ+.
Enumerate [Zα∗ ]<ω by 〈�νi | i < κ〉 and also each Fi is P -point, so for every j < κ, there is ρ(j)

i >

sup(π−1′′

i [j] ∩Bi) for some set Bi ∈ Fi. Define the sequence βj by induction,

βj ∈ H
α∗,〈ρ(j)

1 ,...,ρ
(j)
n 〉,�νj

\ {βk | k < j}.

We claim once again that

Xα∗ ∩
⋂
j<κ

Xβj
∈

n∗∏
i=1

Fi

To see this, define for every 1 ≤ i ≤ n

Ci := X
(α∗)
i ∩Δ∗

j<κX
(βj)
i ∈ Fi.

Let �α ∈
∏n∗

i=1 Ci, and let j < κ. For every 1 ≤ i ≤ n, if j < π(αi) then αi ∈ X
(βj)
i . If π(αi) ≤ j, then 

αi < ρ
(j)
i , so αi ∈ X(α∗) ∩ ρ

(j)
i . Since βj ∈ H

α∗,〈ρ(j)
1 ,...,ρ

(j)
n 〉,�νj

,

αi ∈ X(α∗) ∩ ρ
(j)
i = X(βj) ∩ ρ

(j)
i .

Therefore, �α ∈
∏n∗

X
(βj)
i ⊆ Yβj

. The continuation is as in 5.13. �
i=1
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6. Fresh sets

Let us conclude this paper with the following result about fresh sets in Magidor generic extensions. A 
very close variation of this can be found in [3].

Theorem 6.1. Let �U be a coherent sequence on κ. Let G ⊆M[�U ] be V -generic. If A ∈ V [G] is a fresh set of 
ordinals with respect to V , then cfV [G](sup(A)) = ω.13

Note that we do not restrict the order of κ and by taking o�U (κ) = 1 we obtain the Prikry forcing.

Proof. By induction on κ, which is the supremum of CG. Let A be a fresh subset, if A ∈ V [CG ∩ α] for 
some α < κ, by the induction hypothesis we are done. Assume that ∀α < κ.A /∈ V [CG ∩ α], in particular 
sup(A) ≥ κ. Let us start with the difficult part, where sup(A) = κ.

Lemma 6.2. If A ∈ V [G] is fresh subset of κ with respect to V such that sup(A) = κ, then cfV [G](κ) = ω.

Proof. Toward a contradiction assume that λ := cfV [G](κ) > ω and let A∼ be a name for A.
First we deal with the case that κ is singular in V [G], hence ω < λ < κ.
Since M[�U ] decomposes to the part below λ and the part above λ, we can ensure sufficient closure, by 

working in V [CG ∩λ], and force with the part of the forcing above λ. Note that A is fresh also with respect 
to V [CG ∩ λ].

Let 〈cα | α < λ〉 be a cofinal continuous subsequence of CG such that c0 > λ. Let 〈c′∼α | α < λ〉 be a 
sequence of M[�U ] � (λ, κ]-names for it.

Find p ∈ G � (λ, κ) such that

p � A∼ is fresh ∧ 〈c′∼α | α < λ〉 is a cofinal continuous subsequence of CG.

For every i < λ, the set

Di =
{
q | ∃�α ∃B. p��α ≤∗ q ∧ q � c∼i = max�α ∧ A∼ ∩max�α = B

}

is dense. To see that, let q0 ≥ p, find any q0 ≤ q and �β such that

p��β ≤∗ q and q � max(�β) = c∼i.

Above max(�β) there is enough closure to decide A∼ ∩max(�β). Find q � (max(�β), κ] ≤∗ q>max(�β) in M[�U ] �
(max(�β), κ] which decides A∼ ∩max(�β) and q � max(�β) ≤ q≤max(�β) in M[�U ] � (λ, max(�β)] (not necessarily a 

direst extension) such that for some B ⊆ max(�β),

q∗ := 〈q≤max(�β), q>max(�β)〉 � A∼ ∩max(�β) = B ∧ c∼i = max(�β).

Let �α be such that p��α ≤∗ q∗, then by construction max(�α) = max(�β) and q∗ is as wanted.
By 3.3, find a condition p ≤∗ pi, a �U -fat tree of extensions of pi, Ti, and sets Bt

i such that for every 
t ∈ mb(Ti) there is Ai(t) ⊆ max(t) such that

pi
�〈t, �Bt

i 〉 � A∼ ∩max(t) = Ai(t) ∧ c∼i = max(t).

13 Clearly, if κ changes its cofinality to ω, then any cofinal in κ sequence of the order type ω will be fresh.
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Since we have sufficient closure in the forcing above λ, we can find a single p ≤∗ p∗ ∈ G � (λ, κ] such that 
for every i < λ, pi ≤∗ p∗.

Keep defining by recursion sets Ai(s) for s ∈ Ti \mb(Ti). Let s ∈ Levht(Ti)−1(Ti), then we can shrink 
SuccTi

(s) and find Ai(s) such that for every α ∈ SuccTi
(s), Ai(s�α) = Ai(s) ∩ α.

Generally, take s ∈ Ti and assume that for every α in SuccTi
(s), Ai(s�α) is defined. We can find a single 

Ai(s) and shrink SuccTi
(s) such that

(�) ∀α ∈ SuccTi
(s).Ai(s�α) ∩ α = Ai(s) ∩ α.

Move to V [A], let us compare the sets Ai(s) with A. For every i, define recursively ρi(k) for k ≤ Ni :=
ht(Ti). Let ρi(0) = min(AΔAi(〈〉)) + 1. Recursively define

ρi(k + 1) = sup(min(AΔAi(〈δ1, ..., δk〉)) + 1 | δ1 < ρi(0), ..., < δk < ρi(k))).

Let �ci ∈ mb(Ti) be such that p∗�〈�ci, �B�ci
i 〉 ∈ G, let us argue that for every k ≤ Ni, ρi(k) > �ci(k). By 

construction of the tree Ti, ci = ( c∼i)G = max(�ci) and A ∩ ci = Ai(�ci) ∩ ci.
By (�), for every j ≤ Ni,

Ai(�ci � j) ∩ �ci(j) = Ai(�ci � j + 1) ∩ �ci(j).

It follows that for every j ≤ Ni,

Ai(�ci � j) ∩ �ci(j) = A ∩ �ci(j)

In particular, A ∩ �ci(0) = Ai(〈〉) ∩ �ci(0).
Since A ∩ ρi(0) �= Ai〈〉 ∩ ρi(0), it follows that �ci(0) < ρi(0).
Inductively assume that �ci(j) < ρi(j) for every j ≤ k. Since Ai(�ci � k + 1) ∩ �ci(k + 1) = A ∩ �ci(k + 1), 

then

�ci(k + 1) < min(Ai(�ci � k + 1)ΔA) ≤ ρi(k + 1)

Before proving that cfV [G](κ) = ω, let us argue that ρi(k) < κ. Again by induction on k, ρi(0) < κ since 
A �= Ai(〈〉), as Ai(〈〉) ∈ V [CG ∩ λ] and A /∈ V [CG ∩ λ].

Toward a contradiction assume that ρi(k + 1) = κ. Back to V [CG ∩ λ], consider the collection

{Ai(〈α0, ..., αk〉) | α0 < ρi(0), ..., αk < ρi(k)}

Then for every γ < κ pick any distinct �α1, �α2 such that Ai(�α1) �= Ai(�α2), but Ai(�α1) ∩ γ = Ai(�α2) ∩ γ.
To see that there are such �α1, α2, if ρi(k + 1) = κ there is �α1 such that η1 := min(AΔAi(�α1)) > γ, 

hence Ai(�α1) ∩ γ = A ∩ γ. Let �α2 be such that min(AΔAi(�α2)) > η1. In particular, Ai(�α1) �= Ai(�α2), but 
Ai(�α1) ∩ γ = A ∩ γ = Ai(�α2) ∩ γ. Since this is all in V [CG ∩ λ], where κ is still measurable, we can find 
unboundedly many γ’s with the same �α1, �α2, which is clearly a contradiction.

So we found a sequence 〈ρi(Ni) | i < λ〉 ∈ V [A] such that ρi(Ni) > ci. Let Z be the closure of 
{ρi(Ni) | i < λ}. Since λ > ω, there is some limit α < λ such that cα < κ is a limit point of Z.

To see the contradiction, note that on one hand, A ∩ cα ∈ V [CG ∩ λ], and therefore the set Z ∩ cα, 
|Z ∩ cα| = λ is defined in V [CG∩λ] from A ∩ cα, on the other hand, cα > λ, thus cα should stay measurable 
in V [CG ∩ λ], contradiction.

Next we eliminate the case that κ is regular in V [G] i.e. λ = κ. Many of the ideas for λ < κ will also 
work here.

We no longer work over the model V [CG ∩ λ], instead, simply force over V . Let p ∈ G be such that

p � A is fresh
∼
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By induction we construct a ≤∗-increasing sequence of conditions pn and a tree of trees, i.e. a tree T0, 
trees T1,t0 for t0 ∈ mb(T0), and generally trees Tn+1,t0,...,tn where

t0 ∈ mb(T0), t1 ∈ mb(T1,t0)...tn ∈ mb(Tn,t0,...,tn−1)

First find a condition p ≤∗ p0 and take the tree T0 to be simply the tree with one level which decides 
CG∼(0) if it is not already decided, or T0 = {〈〉} otherwise. Necessarily, for each α ∈ T0, min(κ(p�α)) = α, 
hence there is enough ≤∗-closure to decide A∼ ∩ α, so we find p�α ≤∗ pα and a set A0(α) such that 
pα � A∼ ∩ α = A0(α). Then p0 is obtained by diagonally intersecting all the sets in pα, and p0 has the 
following property

∀α ∈ T0. p0
�α � A∼ ∩ α = A0(α) ∧ CG∼(0) = α

For clarity, let us present also the construction of p1 and T1,t0 for every t0 ∈ mb(T0). The proof regarding 
the construction will be addressed later, in the general definition.

If necessary, find a direct extension of p0 and use ineffability to find a set A0(〈〉) ⊆ κ, such that for every 
α ∈ T0, A0(〈〉) ∩ α = A0(α) ∩ α.

In V [A], define η0 = min(AΔA0(〈〉)), since A /∈ V and A0(〈〉) ∈ V , η0 < κ is well defined. Clearly, for 
every V -generic filter H with p0 ∈ H, η0 > CH(0), since then p�0 CH(0) ∈ H forces the correct value of A. 
Let η∼0 be a name such that p0 � η∼0 = min(A∼ΔA0(〈〉)).

Fix t0 ∈ mb(T0), consider p�0 t0. In the general case we will prove that we can find p�0 t0 ≤∗ pt0 , T1,t0 and 
sets Y t

1 for t ∈ mb(T1,t0) such that for every t1 ∈ mb(T1,t0) there is A1(t0, t1) ⊆ max(t1), such that

p�t0〈t1, �Y
t1
1 〉 � A1(t0, t1) ∩max(t1) = A∼ ∩max(t1) ∧max(t1) = CG∼(η∼0)

Note that

p�0 t0 � max(t0) < η∼0 ≤ CG∼(η∼0)

Hence max(t1) > max(t0).
Find a single p0 ≤∗ p1 such that for every t0 ∈ mb(T0), pt0 ≤∗ p�1 t0.
If necessary, directly extend p1 to get N1 < ω, such that for every t0 ∈ mb(T0), ht(T1,t0) = N1.
Define the sets A1(t0, s) for every s ∈ T1,t0 \mb(T1,t0). Let s ∈ LevN1−1(T1,t0), we can shrink SuccT1,t0

(s)
and find A1(t0, s) ⊆ κ such that for every α ∈ SuccT1,t0

(s), A1(t0, s�α) = A0(s) ∩ α.
Recursively, let s ∈ T1,t0 \mb(T1,t0) and assume that for every α in SuccT0(s), A1(t0, s�α) is defined. 

Find a single A1(t0, s) and shrink SuccT1,t0
(s) such that

∀α ∈ SuccT1,t0
(s). A1(t0, s�α) ∩ α = A1(t0, s) ∩ α

In V [A], define ρ1(k) for every k ≤ N1. For k = 0,

ρ1(0) = sup(min(AΔA1(t0, 〈〉)) | t0 ∈ mb(T0) ∩ [η0]<ω)

Recursively,

ρ1(k + 1) = sup(min(AΔA1(t0, 〈α0, ..., αk〉)) | t0 ∈ mb(T0) ∩ [η0]<ω ∧ αi < ρ1(i))

Note that for every t0 ∈ mb(T0) and s ∈ T1,t0 , A �= A1(t0, s), as A1(t0, s) ∈ V and A /∈ V . Therefore 
ρ1(k) ≤ κ is well defined for every k ≤ N1. In the general case we will also prove that ρ1(k) < κ. Finally, 
define η1 = ρ1(N1) and let η∼1 be a name such that p1 forces η∼1 is computed by comparing the sets A1(t0, s)
and A∼, the way we defined it.

Now for the general definition, assume we have defined p ≤∗ p1 ≤∗ p2... ≤∗ pn, trees Tn,t0,...,tn−1 for 
t0 ∈ mb(T0), t1 ∈ mb(T1,t0), ..., tn−1 ∈ Tn−1,t0,...,tn−2 , sets An(t0, ..., tn−1, tn) for every tn ∈ mb(Tn,t0,...,tn−1)
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and Y t0
0 , ..., Y tn

n , also a name η∼n−1 such that,

p�n 〈t0, �Y t0
0 〉

�〈t1, �Y t1
1 〉...�〈tn, Y tn

n 〉 � A∼ ∩max(tn) = An(t0, ..., tn−1) ∩max(tn) ∧max(tn) = CG∼(η∼n−1)

Define recursively the sets An(t0, ..., tn−1, s) for s ∈ Tn,t0,...,tn−1 \mb(Tn,t0,...,tn−1). Assume that

An(t0, ..., tn−1, s
�α)

is defined, for every α ∈ SuccTn,t0,...,tn−1
(s). Directly extend pn if necessary, shrink SuccTn,t0,...,tn−1

(s) and 
find by ineffability An(t0, ..., tn−1, s) so that for every α ∈ SuccTn,t0,...,tn−1

(s),

An(t0, ..., tn−1, s) ∩ α = An(t0, ..., tn−1, s
�α) ∩ α.

In V [A], we have defined η0, ..., ηn−1, and so we can define

ρn(0) = sup
[
min

(
An(t0, ..., tn−1, 〈〉)ΔA

)
| t0 ∈ mb(T1) ∩ [η0]<ω, ..., tn−1 ∈ mb(Tn−1) ∩ [ηn−1]<ω

]
keep defining ρn(k + 1) recursively as

sup
[
min

(
An(t0, ..., tn−1, �α)ΔA

)
| t0 ∈ mb(T1) ∩ [η0]<ω, ..., tn−1 ∈ mb(Tn−1) ∩ [ηn−1]<ω, �α ∈

k∏
j=1

ρn(j)
]

Finally define, ηn = ρn(Nn).
Again note that ρn(k) ≤ κ is a well define ordinal. Let us prove that ρn(k) < κ.

Claim. For every k ≤ Nn, ρn(k) < κ.

Proof of claim. The proof is similar to the case that κ is singular in V [G]. Toward a contradiction assume 
that ρn(k) = κ. Back in V , consider the collection

{
An(t0, ..., tn−1, �α) | t0 ∈ mb(T1) ∩ [η0]<ω, ..., tn−1 ∈ mb(Tn−1) ∩ [ηn−1]<ω, �α ∈

k−1∏
j=1

ρn(j)
}

Then for every γ < κ pick any distinct t1, ..., tn−1, �α and s0, ..., sn−1, �β such that

An(t1, ..., tn−1, �α) �= An(s0, ..., sn−1, �β), but An(t1, ..., tn−1, �α) ∩ γ = An(s0, ..., sn−1, �β) ∩ γ

To see that there are such t1, ..., tn−1, �α and s0, ..., sn−1, �β, by assumption that ρn(k) = κ there are 
t1, ..., tn−1, �α such that ξ1 := min(AΔAn(t1, ..., tn−1, �α)) > γ, hence

AΔAn(t1, ..., tn−1, �α) ∩ γ = A ∩ γ

Find s0, ..., sn−1, �β, such that min(AΔAn(s0, ..., sn−1, �β)) > ξ1. In particular,

An(t1, ..., tn−1, �α) �= An(s0, ..., sn−1, �β) but An(t1, ..., tn−1, �α) ∩ γ = A ∩ γ = An(s0, ..., sn−1, �β) ∩ γ

Since this is all in V , where κ is measurable, we can find unboundedly many γ’s with the same 
t1, ..., tn−1, �α, s0, ..., sn−1, �β, which is clearly a contradiction. �Claim

Find a name η∼n such that pn forces η∼n is obtained by comparing A∼ with the sets An(t0, ..., tn, �α) as 
above using η 0, ..., η n−1.
∼ ∼
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Now for the definition of the trees, fix t0, ..., tn such that

t0 ∈ mb(T0), t1 ∈ mb(T1,t0), ..., tn ∈ mb(Tn,t0,...,tn−1)

The set D of all conditions q such that for some �α ∈ [κ]<ω:

1. p�n 〈t0, �Y t0
0 〉

�
...�〈tn, �Y tn

n 〉��α ≤∗ q.
2. q � A∼ ∩max(�α) = A(�α) ∧max(�α) = CG∼(η∼n),

is dense above p�n 〈t0, �Y t0
0 〉

�
...�〈tn, �Y tn

n 〉. The proof is as for the case κ is singular.
By 3.3 and 3.4, find a condition p�n t

�
0 ...

�tn−1
�tn ≤∗ pt0,...,tn , a �U -fat tree of extensions of pt0,...,tn , 

Tn+1,t0,...,tn , and sets Y s
n+1, such that for every t ∈ mb(Tn+1,t0,...,tn) there is An+1(t0, ..., tn, t) ⊆ max(t) for 

which

pt0,...,tn
�〈t, �Y t

n+1〉 � A∼ ∩max(t) = An+1(t0, ..., tn, t) ∧ CG∼(η∼n) = max(t)

and the set DTn+1,t0,...,tn ,�Yn+1 is dense above pt0,...,tn .
By 3.2, find a single pn ≤∗ pn+1 and shrink the trees Ti,t0,...,ti such that for every t0, ..., tn. pt0,...,tn ≤∗

p�n+1t0, ..., tn.
By shrinking even more if necessary, we can assume that there is Nn+1, such that for every t0, ..., tn

ht(Tn+1,t0,...,tn) = Nn+1. This concludes the recursive definition.
By σ-completeness, there is pω such that pn ≤∗ pω. By density, there is such pω ∈ G.
In V [A] we have the sequence 〈ηn | n < ω〉. Clearly, CG(ηn) ≥ ηn and as we have seen, CG(0) < η0. Let 

us prove that ηn+1 > CG(ηn).

Claim. For every 0 < n < ω, ηn > CG(ηn−1).

Proof of claim. Find �c0 ∈ mb(T0), �c1 ∈ mb(T1,�c0),... �cn ∈ mb(Tn,�c0,...,�cn−1) such that

p�ω 〈�c0, �Y �c0
0 〉

�
...�〈�cn, �Y �cn

n 〉 ∈ G

It follows that �cn(Nn) = CG(ηn−1) and that A ∩ CG(ηn−1) = An+1(�c0, ...�cn) ∩ CG(ηn−1). Since for every 
j ≤ Nn, by definition,

An+1(�c0, ...�cn−1,�cn � j) ∩ �cn(j) = An+1(�c0, ...�cn−1,�cn � j + 1) ∩ �cn(j)

It follows that for every j ≤ Nn,

An+1(�c0, ...�cn−1,�cn � j) ∩ �cn(j) = A ∩ �cn(j)

In particular, A ∩ (�cn)(0) = An+1(�c0, ...�cn−1, 〈〉) ∩ (�cn)(0).
Let us argue that for every k ≤ Nn, ρn(k) > �cn(k).
Since by definition A ∩ ρn(0) �= An(�c0, ...�cn−1, 〈〉) ∩ ρn(0), it follows that �cn(0) < ρn(0). Inductively 

assume that �cn(j) < ρn(j) for every j ≤ k. Since An(�c0, ..., �cn−1, �cn � k + 1) ∩ �cn(k + 1) = A ∩ �cn(k + 1), 
then

�cn(k + 1) < min(An(�c0, ...,�cn−1,�cn � k + 1)ΔA) ≤ ρn(k + 1)

Hence CG(ηn−1) = �cn(Nn) < ρn(Nn) = ηn. �Claim

We conclude that

CG(0) < η0 ≤ CG(η0) < η1 ≤ CG(η1)...
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Let κ∗ = supn<ωηn, then κ∗ ∈ Lim(CG) and therefore regular in V . Also, by assumption, cfV [G](κ) > ω, 
hence κ∗ < κ. By freshness, A ∩ κ∗ ∈ V .

This means that in V we can construct the sequence 〈ηn | n < ω〉 which is a contradiction. This concludes 
the proof for sets with supremum κ. �Lemma

Now for the remaining cases of Theorem 6.1:

Lemma 6.3. If A ∈ V [G] is a fresh set of ordinals with respect to V , such that sup(A) > κ, then 
cfV [G](sup(A)) = ω.

Proof. Let μ := cfV (sup(A)), by Theorem 5.3 μ ≤ κ. There is a fresh set X ⊆ μ such that V [A] = V [X]. 
To see this, pick in V a cofinal sequence 〈ηi | i < μ〉 in sup(A). Then by κ+-c.c, there is F ∈ V , such that

1. Dom(F ) = μ.
2. For every i < μ, |F (i)| = κ.
3. A ∩ ηi ∈ F (i).

For each i < μ, find in V , an enumeration 〈xi
j | j < κ〉 of F (i), such that for every W ∈ F (i), {j < κ | xi

j =
W} is unbounded in κ.

Move to V [A], inductively define 〈γi | i < μ〉 increasing such that xi
γi

= A ∩ ηi.
Set γ0 = min(j | x0

j = A ∩ η0). Assume that γi was defined for every i ≤ k < μ, define γk+1 =
min(j > γk | xk+1

j = A ∩ ηk+1). Note that at limit stage δ, the sequence 〈γi | i < δ〉 is definable using 
only the enumeration and A ∩ ηδ which is all available in V . Hence γ′

δ = sup(γi | i < δ) < κ and we define 
γδ = min(j > γ′

δ | xδ
j = A ∩ ηδ).

Let X = {γi | i < μ} ⊆ κ. Since 〈γi | i < μ〉 is increasing, cfV [G](sup(X)) = cfV [G](μ), V [A] = V [X]
and X is fresh. It follows by the proof for subsets of κ that cfV [G](μ) = ω, hence cfV [G](sup(A)) =
ω. �Lemma 6.3 �Theorem 6.1

7. Open problems

Here are some related open problems:
Distinguishing from the case where o�U (κ) < κ, we do not have here a classification of subforcings of 

M[�U ].

Question 7.1. Classify subforcings of M[�U ].

For o�U (κ) < κ+, using Theorem 1.1, it suffices to consider models of the form V [C ′] for some C ′ ⊆ CG, 
and try to classify the forcings which generate these models.

Our conjecture, at least for o�U (κ) = κ is the following:

Conjecture 7.2. Let G ⊆ M[�U ] be a V -generic filter, where ∀α ≤ κ.o
�U (α) ≤ α. If V ⊆ M ⊆ V [G] is a 

transitive ZFC model, then either it is a finite iteration of Magidor-like forcings as in [5], or there is a tree 
T ⊆ [κ]<ω in V such that ht(T ) = ω and for every t ∈ T and every α ∈ SuccT (t), there is a name M[�U ]

∗

∼ t�α

for a Magidor-like forcing, such that if H is V -generic filter for the forcing adding a branch through the tree 
T along with the forcings M[�U ]

∗

∼ t�α corresponding to the branch, then M = V [H].

Question 7.3. Suppose that o�U (κ) = κ+. Is still every set of ordinals in the extension equivalent to a 
subsequence of a generic sequence?
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Note that the situation here is more involved since κ stays regular in V [G] and it is no longer possible to 
separate the measures.

Question 7.4. The same as 7.3, but with o�U (κ) > κ+.

Question 7.5. What can we say about other Prikry type forcing notions?

In [6], an example of a non-normal ultrafilter is given which adds a Cohen function to κ. So in general, 
not every intermediate model of Prikry type extensions is a Prikry type extension.

The following questions were stated in Section 5:
In attempt to generalize 5.16 to a wider class of forcings, the simplest would probably be to deal with a 

long enough Magidor iteration of Prikry forcings and to analyze its subforcings.

Question 7.6. Is the result of Theorem 5.16 valid for a long enough Magidor iteration of the Prikry forcings?

Question 7.7. Characterize filters (or ultrafilters) which satisfy the Galvin property (or the generalized 
Galvin property).

Question 7.8. Assume GCH. Let κ be a regular uncountable cardinal. Is there a κ-complete filter on κ which 
fails to satisfy the Galvin property?

Question 7.9. Assume GCH. Let κ be a regular uncountable cardinal. Is there a κ− complete filter which 
extends the closed unbounded filter Cubκ and fails to satisfy the Galvin property?

Question 7.10. Is it consistent to have a κ-complete ultrafilter over κ which does not have the Galvin 
property?

Question 7.11. Is it consistent to have a measurable cardinal κ carrying a κ− complete ultrafilter which 
extends the closed unbounded filter Cubκ (i.e., Q− point) and fails to satisfy the Galvin property?

In section 5 we have seen that a fine κ-complete ultrafilter over Pκ(λ) does not satisfy the Galvin property. 
Indeed, if U is a fine normal measure on Pκ(λ) then supercompact Prikry forcing is not κ+-cc, however, 
under GCH this forcing is λ+-cc.

Question 7.12. Assume GCH and let λ > κ be a regular cardinal. Is every quotient forcing of the super-
compact Prikry forcing also λ+-cc in the generic extension?
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