Homework 11
MATH 461 (due April 26) April 19, 2024

Problem 1. Let us prove the substitution Lemma we used to prove the
Completeness Theorem: For any L-structure a, any ¢, any term t which is

substitutable for x in ¢, and any s : V — A,

a = @i [s]iff a |= Pp[s(x[5(2))]

(a) First show by induction on the complexity of a term ¢y, that if x is any
variable in to, and t is any other terms, then 5((fo);,) = (5(x[5(t1)))(to)-
Solution. By induction on the complexity of o, if o = x then (fo);, = t1
and 5(f1) = (5(x|5(t1))(to). If ty = z for a variable different from x, then

(to)fl =z =tpand

5(to) = s(z) = (5(x[5(t1))(to)

. For constant symbols we have again 5((c);,) = 5(c) = ¢ = (5(x[5(t1))(c)).
Finally for f(t;, ..., t;);, = f((t0)f, ..., (t})} ) and by the induction hy-
pothesis

S(F((E) s (D7) = fUB((Eg)E, ), - 5((£,))) =
= UGS, -, S((x[SEDI(E)) = S(xIS(E(f (Ep, --os £1))-

(b) Prove the substitution lemma by induction on the complexity of ¢.
[Recall that if ¢ is of the form Vxiy and t cannot substitute for x
since x is not free in ¢, also x cannot appear in ¢t by definition of

"substitutable".]

Solution. If ¢ is tg = t; we have that a |= (to = t1);[s] iff 5((to);) =
5((t1);) and by the previous section this is iff 5(x|5(t))(to) = 5(x|5())(t1)
iff a |= (o = t1)[s(x|5(t))] as wanted. For ¢ of the form P(t4, ..., t,) we
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havea |= P(ty, ..., tn)f [s]iff (5((t1)}), ..., 5((tn)})) € P iff (5(x[5(t))(t1), ..., 5(x[5(t))(tn)) €
Piff a |= (P(t1, ..., tn))[5(x]5(1))].

For ¢ of the form —a and @ — f this is an easy application of the

induction hypothesis. Finally for ¢ of the form Vy1, if t is substitutable

for x in ¢, then y does not appear in t and x # y. Thus, (Vyi); =

Yy(); and a |= (VYyy);[s] iff for every a € A%, a |= ¢i[s(y|a)], by the

induction hypothesis this is equivalent to

a |= pls(yla)(x[s(t))]

Note that s(y|a)(x|5(t)) = s(x|5(t))(y|a) (as x # y) hence foralla € A°,
a = (Yyy)[s(x|5(t))] as wanted.

Problem 2. Conclude from the substitution Lemma that the Logical axiom

Yx¢ — ¢y (where t is substitutable for x in ¢) is valid.

Solution. Suppose that a |= Vx¢[s], and let us prove a |= (¢);[s]. By
the substitution lemma this is equivalent to showing that a |= ¢[s(x|5(t))],
but 5(t) € A* and by assumption, for every a € A%, a |= ¢[s(x|a)], so we are

done.

Problem 3 (Optional). Let us show the existence of alphabetical variants:
Suppose that ¢ is a formula, x is a variable and t is a term. There is ¢’

(which is called an alphabetical variant) such that:
(1) ¢ and ¢’ only differ on quantifies variables.
(2) pr¢’and @'+ ¢,

(3) t is substitutable for x in ¢’.



Homework 11
MATH 461 (due April 26) April 19, 2024

Let us define ¢’ by induction on ¢. If ¢ is atomic, then ¢’ = ¢. Then
(¢ = )Y = ¢ — ' and (—~¢) = —¢’. Finally, (Yy¢) = Vz(¢’)! where

z # x does not appear in ¢’, nor in ¢.
(a) Prove that t is substitutable for x is ¢’ (again, by induction).
(b) Let us prove that ¢ + ¢" and ¢’ + ¢, by induction on ¢:

(i) Prove that for atomic formulas, ¢ — ¢ and —¢.

(ii) For formulas of the form Yy, first prove that ¢ + ¢’.

[Hint: note that the choice of z is substitutable for y in ¢’ and

therefore we can use axiom 2. Then use generalization.]
(iii) Now prove ¢ + ¢’ [Hint: Explain why ((qi)’)g); = ¢’, then the
induction hypothesis, and the generalization theorem.]

Problem 4. (a) Let L have the following nonlogical symbols:

(i) abinary predicate symbol <; and

(ii) two constant symbol a and b.
Let T be the theory in £ with the following axioms:

(1) Vx=(x < x).
(2) VaVy(x <y Vy <xVx=y).

(3) Ya¥yVz(x <y Ay < z] - [x < z]).
4) Vavy([x <y] - Fz[x <z Az < y]).
(5) VaTy3z(y < x A x < 2).

6) a <b.
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Prove that T is consistent and complete.
(b) Prove that (Q, <,2,3) = (R, <, V2, V3).

Solution. To prove that T is consistent, by the completeness theorem,
it suffices to prove it is satifiable. The model (Q, <, 2, 3) satisfy the above.
To prove the completeness, let us use the Los-Vaught theorem, clearly,
T has no finite model (as any model of T is in particular a dense linear
order with no least and last element). Suppose that a = (A, <4,a% b%)
and b = (B, <g,a®,b®) are two countable models of T. To see that a ~ b,
let us prove that a ~ (Q, <, 2,3), and by symmetry this will also be true
for b. Define f : A — Q an isomorphism as follows: by definition of
isomorphism, we have to map f(a®) = 2 and f(b*) = 3. It is not hard
to check that {x € A | x <4 a%}, {x €e A | a® <4 x <4 D%}, {x € A |
x >4 b°} are three dense linear orders without least and last elements,
hence by Cantor’s theorem, they are isomorphic to Q. By the same reason,
QN(=,2),QN(2,3), QN(3, ) these are also isomorphic to Q and therefore

there is an isomorphism
fA:{xeAlx<aat > QN(-00,2)

far{xeAla"<ax<ab't—>QnN(2,3)

fai{xeA|lx>4b"1 > QN (3, )
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Define f : A — Qby

fi(x) x <aat
2 x=a"
f(x)=<f2(x) a® <4 x <a b°
3 x =b"

fa(x) x>a0b"

It is easy to check that f is an isomorphism.
(b) Both sides are models of T. Since T is complete, every two models

of T are elementary equivalent, and in particular the ones in the problem.



